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Simulation of air invasion in immersed granular beds with an
unresolved FEM-DEM model

M. Constant’® - N. Coppin’ - F. Dubois?3@® - V. Vidal* - V. Legat' - J. Lambrechts’

Abstract

This paper is devoted to an unresolved model for the simulation of air invasion in immersed granular flows without interface
reconstruction between the liquid and the gas. Experiments of air invading a granular bed immersed in ethanol were achieved
in a Hele-Shaw cell to observe the gas invasion paths and to calibrate the numerical multiscale model. The grains movements
are computed at a fine scale using the non-smooth contact dynamics method, a time-stepping method considering impenetrable
grains. The fluid flow is modelled by equations averaged using the volume fraction of fluid and computed at a coarse scale
with the finite element method. A phase indicator function is used to dissociate the gas and the liquid constituting the fluid
and to compute the density and viscosity of the fluid at each position. It is moved using a convection equation at each time
step. The fluid, solid and phase indicator function computations are validated on simple cases before being used to reproduce
experiments of air invasion in immersed granular flows. The experiments are supported by simulations in two dimensions to
refine the study and the understanding of the invasion dynamics at short times.

Keywords Finite element - Discrete element - Fluidized bed - Multiphase flows - MigFlow

1 Introduction

Flows of grains surrounded by fluid also called immersed
granular flows are a widespread research and industrial topic.
Features of immersed granular flows are as various as the
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processes in which they appear. The presence of discrete
solid grains complicates the flow by creating heterogeneous
mixtures ranging from pure liquid to porous medium. The
impact of the highly inhomogeneous nature of fluid—grains
mixtures on the flow regimes is the source of the lack of
knowledge about immersed granular flows [64]. The present
study was carried out in the framework of the MigFlow'
project with the aim of developing and validating a free open-
source software to compute immersed granular flows.
Numerical methods are useful tools to study and to
understand how small-scale behaviours of immersed gran-
ular flows affect large-scale properties of their dynamics.
Immersed granular flows are used in many different fields
such as chemical engineering, agro-food industry, civil engi-
neering and geology. Several mathematical models have been
suggested to compute their motion depending on the appli-
cation scale [17,60]. Either the movements of the grains can
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be modelled explicitly at their scale using a discrete model
or their flow can be represented at a larger scale using a
continuous model. The same goes for the fluid flow that
can be computed at a small scale between the grains or
averaged at a coarser scale using a mixture representation
of the flow. Large-scale computations make use of contin-
uum models. Balance equations are used to compute the
momentum transfer between the two continuous phases like
in the so-called two-fluid model [22]. Continuum models
are computationally convenient, but they require constitu-
tive or closure equations [70] that strongly restrain their use
to specific phenomenological assumptions. Small-scale com-
putations make use of discrete models. A wide variety of state
equations and contact solvers for the grains dynamics have
been coupled to an equally high number of fluid description
models [71] in order to create different models for immersed
granular flows characterized by the fluid computation scale.

Considering grains as Lagrangian particles requires to
compute the resultant force causing their motion at all
times. However, moving grains in multibody systems can-
not be achieved without taking the neighbouring grains
into account. The presence of neighbours constrains the
displacement of the grains. To simulate a grain move-
ment in a porous medium requires to detect collisions in
order to prevent any interpenetrations. A first approach to
consider collisions is to determine the time at which col-
lisions occur and compute them sequentially. In densely
grain charged flows, such event-driven methods [38] are
numerically impracticable because the time interval between
collisions is too small. When considering dense granular
media, time-stepping methods are used to solve all the con-
tacts happening during a given time step. Two possible grain
representations are mainly used to face this difficulty. It is
possible to move the grains allowing small interpenetrations
by adding a repulsive force between overlapped grains like in
the smooth discrete-element method (DEM) [14]. It creates
an explicit collisions solver that is numerically convenient
because the spring model used for the repulsive force between
overlapped grains is based on the magnitude of the previous
time step. It is necessary to introduce damping in such mod-
els to smooth persistent oscillations in fully deposed granular
beds [14]. On the contrary, it is possible to use non-smooth
DEM [30]. In this case, grains interpenetrations and deforma-
tions are prevented by modifying the velocities of the grains
to find at each time step a set of velocities producing a sta-
tionary state of the grains without interpenetrations.

As far as the fluid is concerned, different models can also
be used [71]. Fully resolved methods make use of a spa-
tial discretization of the fluid domain that is finer than the
grains size [27,41,69]. Those very accurate methods require
fewer phenomenological laws and are often used to calibrate
methods on coarser grids. These methods have an important
numerical cost due to the high number of unknowns.

In 1992, Tsuji et al. [59] laid the mathematical foundation
of a Lagrangian-Eulerian representation based on a coarser
representation of the fluid than the grain scale. This kind of
hybrid unresolved approach is convenient to solve immersed
granular flows presenting a large range of volume fractions
[10,11,70]. They are based on a Lagrangian representation
of the grains at their scale while the fluid flow is computed
from Navier—Stokes equations averaged on a control volume
greater than the grains scale. This Eulerian representation of
the fluid speeds the numerical resolution of the fluid equa-
tions up, while the Lagrangian representation of the grains
gives insight in the microscale effects due to the grains con-
figuration. The difficulty of this kind of model is to choose
an appropriate interaction force relationship to couple the
grains motion with the fluid flow. The momentum exchange
cannot be directly computed at the grain scale by integrat-
ing the force at the solid—fluid interface because the fluid is
not represented at this scale [32]. Different interaction force
relationships have been proposed, characterised by the for-
mulation of the drag force and the repartition of the pressure
gradient on both phases [64].

This class of Lagrangian—Eulerian models has been inten-
sively used to understand the variables of interest and
describe the gas dynamics in fluidized beds [32,37,68,72].
These studies were limited to the description of flows mixing
grains with a single fluid (see [7] for simulations of particle-
laden flows using the finite element method coupled to the
discrete-element method). More recent papers deal with the
problem of three-phase flows using techniques to capture the
interface between gas and liquid [39,43,50,61].

Recently, a growing attention has been paid to the flu-
idization of immersed granular beds because of their use
in processes like grains drying, sorting or mixing [19] but
also in environmental applications like air sparging in which
air is injected into the ground to fracture, degrade and
carry away some contaminants during its ascend [48] and
in geological phenomena like mud volcanoes or hydrother-
mal vents [51]. The fluidized area is challenging to observe
in three-dimensional granular beds so that state-of-the-art
non-intrusive imaging techniques are required [34]. That is
why quasi-two-dimensional devices like Hele-Shaw cells are
favoured in research dealing with the fluidized area mor-
phology [63]. Experiments of gas injection in granular beds
immersed in water give the opportunity to classify the dif-
ferent fluidized area morphology with respect to the inflow
rate and the effective gravity [62]. However, the transitions
between the different regimes such as percolation and frac-
ture are not so clear. There exists a range of inflow rates
and effective gravity for which it is not possible to predict
the fluidized chimney behaviour due to the importance of
the medium heterogeneities and local grains distribution on
the invasion dynamics [62]. Characterizing experimentally or
numerically the morphology of a fluidized area like the ocean



floor can give insight into geological observations. Until now,
only simplified and empirical models have been used to sim-
ulate the gas injection process in immersed granular beds.
For example, Varas et al. [63] use a network representation
of the granular matrix in which the nodes are the grains inter-
stitial gap and the edges between those gaps are weighted by
capillary and hydrostatic pressures [63].

This paper deals with the implementation and the appli-
cation of an unresolved CFD-DEM model to simulate the
gas injection in granular beds immersed in a fluid without
interface reconstruction. Comparisons with experiments are
provided to validate the model accuracy. The objective is to
validate the model implemented in the open-source software
MigFlow. It provides a new tool to investigate the formation
of the fluidized area and the constraints propagation inside the
granular pile compared to empirical models previously used
to describe the system. New numerical and experimental data
of gas invasion in an immersed granular medium are reported.
The laboratory set-up consists of a quasi-two-dimensional
device (Hele-Shaw cell); two-dimensional simulations are
used to compute the process in order to determine the fea-
tures reproducible in spite of the loss of a dimension. In
Sect. 2, the equations of the model are developed. The choice
of the finite element method (FEM) used for the spatial
discretization of the fluid equations will be discussed. A par-
ticular attention will be paid to the stability of the method.
In order to deal with the explicit coupling and the stiff inter-
action forces between the phases, a new predictor—corrector
scheme is developed in Sect. 3. Textbook cases are repro-
duced in order to assess the accuracy of the unresolved model
and the relevance of the numerical scheme. Finally, Sect. 4
shows the two-dimensional simulations of the air invasion
in immersed granular beds and the comparisons with exper-
iments achieved in a Hele-Shaw cell.

2 Unresolved FEM-DEM model

Multiscale models are frequently used to compute immersed
granular flows [10,11,59,70]. Grains are solved at their scale
and considered as rigid Lagrangian particles, while the fluid
is computed at a coarser scale by smoothing spatial discon-
tinuities coming from the grains to obtain a continuous fluid
representation. The first part of this section is devoted to
the fluid equations of the multiscale model and their spatial
discretization. The objective is to simulate the interactions
between liquid, gas and solid phases. The model is extended
in the second part to take into account a fluid with two con-
stituents. Fluid refers to a continuous mixture of the liquid
and gas constituents so that the fluid extensive properties like
the density and the viscosity vary in space and time. The sur-
face tension force is written in the third part along with a
validation case to demonstrate the accuracy of the numeri-

cal model. The fourth part concerns the grains representation
and the computation of the contacts between the rigid bodies.
Finally, the fluid—grains interaction force is discussed in the
fifth part and illustrated by computing the settling velocity
of a single grain.

2.1 Fluid-phase model

Fluid properties are averaged over a control volume larger
than the grains. Following the averaging process suggested
by Anderson and Jackson [1], the integral of a fluid property
is substituted by the mean value of this property multiplied by
the porosity, i.e. the fluid volume fraction ¢. The expressions
of the time and spatial derivatives of the fluid local mean
values give the averaged Navier—Stokes equations of the fluid
phase:
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where p is the density, u is the dynamic viscosity, u is the
fluid velocity multiplied by ¢, p is the pressure, I is the
identity tensor, f is the fluid—grain interaction force, T is the
surface tension force, g is the gravity and d is the symmetric
gradient of u/¢.

The spatial discretization of those equations is achieved
on unstructured grids using the finite element method. Let us
define U and P" some suitable trial solution spaces for the

velocity and the pressure fields along with U " and P" some
suitable test function spaces for the velocity and pressure
fields on a triangulation containing N elements and N, nodes.
Velocity and pressure are written:
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where t; are linear interpolation functions, while U; and P;
are the nodal values of the velocity and pressure fields. At
each time, the nodal values of the porosity @; are computed
from the grains position as
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where S is the set of grains and Vj (resp. X;) is the volume
(resp. position) of the grain s. As a result, the only unknowns
are the fluid velocity and pressure. From this equation, it



also appears that the chosen averaging scale of the averaged
Navier—Stokes equations is linked to the fluid discretization
scale.

Linear equal-order interpolation functions (P1-P1) are
used in order to preserve the numerical efficiency inher-
ent to the use of a multiscale model. It also provides low
order interpolations of the fluid fields that are suitable for
the multiscale representation of the fluid—grains interaction.
This combination of interpolation functions induces numeri-
cal instabilities in the form of spurious modes in the pressure
field [57]. The use of P1-P1 elements to solve Navier—Stokes
equations does not respect the Brezzi-Babuska condition
[2,4] and provides a singular discrete matrix. Filling the defi-
cient rank of this matrix can be done by adding a stabilizing
term in the continuity equation referred to as the pressure-
stabilizing/Petrov—Galerkin (PSPG) term [28,57].

Another difficulty comes from the non-positive definite
matrix associated with the convective terms that breaks the
best approximation property of the finite element method and
corrupts the solution by creating oscillations in the velocity
field [5]. Itis possible to limit the numerical adverse effects of
the convective terms by adding just enough numerical diffu-
sion in the flow direction. This formulation is usually referred
to as the streamline upwind/Petrov—Galerkin (SUPG) for-
mulation. The addition of the SUPG term in the momentum
equations is equivalent to modify the weighting functions of
the Petrov—Galerkin formulation using the velocity field and
to use these modified weighting functions for all terms in the
momentum equations giving a consistent formulation [5].

The drawback of the addition of stabilizing terms is that
it could destroy the accuracy if they become dominant even
if the SUPG and PSPG formulations are based on the deriva-
tive of the following continuity and momentum equations
residuals:
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and provide convergent methods. The viscous term has been
removed from the momentum residual because its deriva-
tive is zero for linear interpolation functions. That is why the
choice of the stabilization parameters is a problem that has
been intensively treated in the past literature [36,49,56-58].
Moreover, the PSPG term added in the continuity equa-
tion may have devastating consequences if the loss of the
incompressibility flow property is not limited. The incom-
pressibility is enforced by introducing in the momentum
equation a penalty term based on a least-square estimator
of the continuity equation residual [58]. This term is referred

to as the least square on incompressibility constraint (LSIC)
term.

The stabilized finite element formulation of the averaged
Navier—Stokes equations is to find ", phy e (U" x PM)
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where the notations < -, - > and < -, - > are used for the
inner products on the domain £2 and its boundary 92, respec-
tively. The subscript e in < -, - >, denotes the restriction of
the inner product to the interior of the element e.

The stabilization parameters are obtained from element
matrices and vectors [58]:
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2.2 One fluid with two immiscible phases

The previous parts describe the evolution of the bulk velocity
and pressure of the fluid for given density and viscosity fields.
In this part, we consider a fluid with two immiscible phases so
that the fluid extensive properties vary spatially. An equation
is needed to describe the evolution of these fields and the
interface motion between the two immiscible phases. The
treatment of the discontinuities between the two fluid phases
is similar to the treatment of the grains.

A phase indicator function « is chosen as equal to one
in the first phase and zero in the other one. This is a sharp
function whose steps defined the boundaries between the two
constituents. The problem consists in capturing these bound-



aries in a discrete way and solving their evolution in time
along with the balance equations between the phases. Tak-
ing an Eulerian point of view, it is quite difficult to follow
accurately a moving boundary on a fixed mesh because the
advective fluxes carrying the interface are averaged over a
control volume. This averaging process blurs the interfaces
so that it is appropriate to work with the average value a of
the phase indicator function that represents the volume frac-
tion of the first constituent [24,26,46]. The surface between
the constituents is then defined by cells with a value of a that
is between zero and one. This model is sometimes referred to
as the one-fluid formulation of a two-fluid-phase flow [44].
The evolution of this volume fraction function can be under-
stood by considering the Lagrangian representation of the
problem. In this case, each mechanical point under consid-
eration moves with the flow so that if a point belongs to the
constituent i/ at the beginning of the computation, this point
belongs to the constituent i until the end of the computation.
In the Eulerian representation, the evolution of the volume
fraction in each cell is given by:

dag .

The presence of a second continuous phase is taken into
account in the fluid Eqgs. (1) and (2) by weighting the con-
stituents extensive properties by the volume fraction. Even if
the linear interpolation of the density can be directly deduced
from the sum of the mass conservation law of each fluid, the
choice between the interpolation of the kinematic viscosity
or the dynamic viscosity is still questionable in the vicinity
of the interface [44]. For the purpose of this work, we chose:

p=apr+ {1 —a)pz, (13)
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We previously discussed the stabilization of the classi-
cal finite element formulation for equations with dominant
convection terms. Equation (12) is subject to the same diffi-
culties. A similar stabilization formulation could have been
chosen to solve this equation, but it would have come with
extra diffusion of the volume fraction. To solve the Navier—
Stokes equations, this numerical diffusion is insignificant
compared to the diffusion coming from the viscous terms.
However, the coarse-scale representation of the fluid already
blurs the interface, and an additional diffusion due to the
numerical scheme is the last thing we want in the compu-
tation of the volume fraction. The discontinuous Galerkin
method has been chosen for its efficiency to represent con-
vection without extra numerical diffusion.

2.3 Surface tension force

The computation of the surface force applied on the inter-
face comes along with the identification of the interface. In
the context of this work, the interface is located in areas with
high variations of the phase indicator function in a front-
capturing way. It is not possible to apply the surface tension
force on the discrete interface so that we are interested in
applying a volume force on the fluid. This force is significant
where the phase indicator function gradient is high and can-
cels where the indicator function is constant. This is the base
of the continuum surface force model (CSF) developed by
Brackbill et al. [3]. It is based on a volume reformulation T
of the surface tension force in which the curvature interface
k and the normal to the interface n are computed using the
phase indicator function:
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where o is the surface tension coefficient. The drawback of
this method is the creation of spurious currents [35] near the
interface. Due to the mesoscale discretization of the fluid,
the representation of a thin interface is underresolved which
results in an imbalance in the advection, viscous and capil-
lary pressure tensors in its neighbourhood. Various methods
have been proposed to reduce spurious currents such as a
smoothing of the phase indicator function [35], a consistent
discretization of the pressure-gradient based on an accurate
representation of the interface [42] or an energy conserving
discretization [29]. In the framework of this study, the spu-
rious currents take a long time to become significant. If this
time is longer than the experiment duration or the relevant
time for the observations, it is not mandatory to use such sta-
bilization strategies. A similar simulation to the computation
of the pressure difference across a bubble interface presented
below has been achieved using the same numerical and phys-
ical parameters than those used to compute the air invasion
of immersed granular beds. It reveals that it takes much more
time for the spurious currents to become dominant than the
time taken by a single bubble to rise to the top of the cell
(i.e. to go out of the computational domain) during the air
invasion process.

2.3.1 Pressure difference across a bubble interface

Let us consider a textbook case to validate our computation.
The surface tension force creates a pressure difference across
the interface separating a liquid and a gas. For the case of
an infinite cylindrical rod, this pressure difference can be
computed analytically. Without gravity and with the liquid
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Fig. 1 Time evolution of an air drop with initial square shape sur-
rounded by ethanol in the absence of gravity. A constant time step of
1.5 s is taken between successive snapshots. The interface is represented

at rest, the solution of the momentum equation leads to the
well-known Laplace’s relationship:

Q
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where pi, and poy are, respectively, the pressure inside and
outside the cylinder and R is the cylinder radius.

Let us consider an air drop (o; = 1.117 kg/ m? and
g = 1.75% 1073 Pa s) with an initial square shape in ethanol
(o = 785kg/m> and . = 1.2 x 1073 Pa s). Without gravity,
the surface tension force tends to smooth the corners until the
drop has a circular shape. The shape of the bubble oscillates
around the circle due to the strong curvature of the interface,
i.e. the strong surface tension force at the corners. Viscous
effects damp the oscillations forcing the drop to tend towards
an equilibrium circular state. The time evolution of the square
drop is presented in Fig. 1, while Fig. 2 shows the final state
of the drop. As stated above, it can be seen that after a long
time of simulation, spurious currents create oscillations in
the pressure field, but for the application we will be inter-
ested in later air bubbles reach the top surface and go out
the computational domain faster than the time needed for the
oscillations to become significant.

Starting with a square air drop of side L = /7 /10 m, the
radius of the equilibrium circular drop obtainedis R = 0.1 m.
Assuming that the air—ethanol surface tensionis o = 22.39 x
1073 N/m and the pressure in the surrounding ethanol far
from the drop is zero, the pressure in the circular drop should

by the black line on the pictures where the phase indicator function is
equal to 0.5. Red arrows represent the fluid velocity field. (Color figure
online)

be pin = 0.2239 Pa according to the Laplace’s law (16)
validating the numerical result presented in Fig. 2. This result
has been obtained using an element size 20 times smaller
than the drop radius. In applications dealing with grains, one
should remember that elements must be larger than the grains.
The resolution we could obtain for air bubbles invading an
immersed granular bed therefore depends on the relative size
of the grains and the bubbles.

2.4 Solid-phase model

Contacts are computed with the non-smooth contact dynam-
ics (NSCD) method [30]. The starting point of the method is
the second Newton’s law of motion stating the evolution of
each spherical grain s of the set of grains S:

du :
my—>=mg+F+ ) Ry (17)

dr si?
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where m and u; are, respectively, the mass and the velocity
of the grain s, while F is the force applied by the fluid on
the grain and Rj; is the contact reaction force exerted by the
grain j on the grain s. For the sake of concision, the contact
reaction forces exerted by the boundaries on the grains are
not presented in the above formula because they are treated
like the grain—grain reaction forces.

The NSCD method consists in finding the reaction forces
using an inelastic contact law before moving the grains to



Fig.2 State of the air drop with an initial square shape surrounded by
ethanol at 1 = 40 s. Left figure shows the mesh used for the compu-
tation, and right figure shows the pressure field. The interface is the

obtain a set of velocities so that when the resultant forces
of the external forces and reaction forces are applied to
move the grains, there is no interpenetration. This method
is emphasized in this work rather than the classical spring-
dashpot model of the smooth DEM [14] because it allows
to use larger time steps. It reduces the number of sub-time
steps used to solve the contacts at each fluid step. Moreover,
the non-smooth model better matches the hypothesis of an
incompressible mixture.

The computational method we used to solve the contact
reaction forces and move the grains is the same that the one
presented in [12] in which we have added a friction law [30]
and allowed rotation of the grains.

2.5 Fluid-grains interaction force

Only the two dominant components of the fluid—grains inter-
action force are taken into account, namely the pressure
gradient force and the drag force for which there is no fully
accepted expression fitting all the flow regimes. Other forces
like Basset force, virtual mass effect or the particle lift forces
[13] are neglected. The fluid—grain interaction force can be
computed at the fluid discretization scale or at the grain scale.
The former choice relies on the evaluation of the pressure
drop inside a fluid flowing across porous media [16,21,67].
In this paper, we will use the latter choice:

u
us— —| ], (18)
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where y parametrizes the transition between a linear and

a quadratic drag force depending on the particle Reynolds

number. Following the argumentation of Richardson and

p=0.2575Pa

black line located where the phase indicator function is equal to 0.5.
Oscillations in the pressure field can be seen near the interface where
spurious currents are located

Zaki [45], the drag force is computed for each grain indi-
vidually and multiplied by an independent function of the
porosity to take into account the influence of the neighbour-
ing grains. The parametrization factor y depends then on the
porosity and on a drag coefficient provided by Dallavalle and
Klemin [15]:

)/(d)’xxvub'yu’a)
— b P
- (P |xs ASE

) 2

T .19

D=

I

063 |u, — % _r
¢ ersp(blxs

+4.8|:

Xs

where Ay is the section area of the grain perpendicular to
the flow direction, while the exponent of the simple power
law B = 1.8 is given by [66]. More accurate formulas can be
found in [18,32,37,52,71]. For two-dimensional simulations,
the section area A; is simply chosen as the diameter of the
grain s.

The drag force depending on the fluid density and viscos-
ity is affected by the diffusion of the liquid—gas interface.
Particularly, linearly interpolating the dynamic viscosity or
the kinematic viscosity has a non-negligible impact on the
drag force magnitude near the interface. At fixed fluid vol-
ume fraction and relative velocity, the former choice results
in a linear evolution of the drag force from its value in the lig-
uid to its value in the gas, while the latter creates an increase
in the drag force magnitude near the interface. However, the
latter provides a consistent formulation of the one fluid rep-
resentation with respect to the density interpolation [44] and
that is why it is favoured in this work.



Finally, a grain crossing the interface causes a transfer of
the solid volume fraction from one phase to the other one cre-
ating phase interchange phenomena that could be significant
in some regimes [43]. Different strategies have been sug-
gested to take it into account. It is either possible to modify
the evolution equation of the phase indicator function [31],
or to change the definition of the phase indicator function
itself [43]. The two solutions aim at taking into account the
volume occupied by the grains in the mixture but are still
limited to dense regimes or introduce a strong variation of
the results with the fluid scale [43].

The knowledge about the fluid—grain interaction force is
still limited so that there are no fully acceptable solution
at this time. We have to keep in mind that the fluid—grain
interaction force has a clear impact on the results obtained in
CFD-DEM models but studying it is not the subject of this
work.

2.5.1 Terminal velocity of an isolated grain settling in water

In order to illustrate the model of the fluid—grain interaction,
we simulate the fall of a single grain into a fluid. Glass beads
(ps = 2640 kg/m®) and PVC beads (p; = 1380 kg/m>)
settling in water (p = 1000 kg/m3 and = 1073 Pas) are
considered. Terfous et al. [55] have achieved experiments
and reported the final velocities of glass and PVC beads in
water using different bead radii. The comparison between the
numerical results we obtained and the experimental results
given by Terfous et al. is presented in Fig. 3. Simulations have
been achieved in a box of height 10 m and width 0.4 m dis-
cretized using elements of size 0.1 m. The settling velocities
of the grains have been measured after 1s of simulation.

3 Time integration scheme
In this section, we develop the time discretization of the equa-

tions constituting the multiscale model. The computation of
immersed granular flows can be divided into two parts:
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Fig. 3 Comparison between numerical and experimental results for
the final settling velocities of glass and PVC beads in water. Cross
marks correspond to the experimental results, while the circle marks
correspond to the numerical results. In simulation, the recorded terminal
velocities correspond to the velocity of the grain after a fall of 1's

Fluid solver Solve the averaged Navier—Stokes equations to find
the fluid pressure and velocity
Apply the external forces to the grains and solve the

contacts, using the bulk velocity of the mixture

Grains solver

An explicit coupling is used between the two components
so that when computing the evolution of each component
the variables coming from the other ones are known. The
two solvers, along with the update of the porosity and the
phase indicator function, constitute the algorithm computing
immersed granular flows at each time step. A predictor—
corrector scheme is used for stability reasons. The time
loop is presented in Algorithm 1. The decoupling of the
fluid and solid solvers results in an algorithm for which the
time error is in O(At). In this overview, FLUID_SOLVER and
GRAINS_SOLVER referred to the fluid and grains solvers that
are described hereunder.
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Algorithm 1: Global algorithm used to compute immersed granular flows in

time

3.1 Fluid solver

Ata given time step 7, the fluid problem s to find w1, p"*!
such that
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(20)

where & is the Dirac function at the position of the grain
s. The last equation of this system is added to explain the
semi-implicit scheme used to treat the fluid—grains interac-
tion force.

The explicit coupling makes the fluid—grains interaction
force unstable for practicable time steps if treated as a fully
explicit term. It is then on purpose to linearize the fluid—
grains interaction force to obtain a semi-implicit treatment
of this term. This gives us the opportunity to increase the
time step by three or four order of magnitude in the air inva-
sion simulations and to consider a time step based on the
Courant—Friedrichs—Lewy condition. The fluid—grains inter-



action force inserted in the above equations should ideally
be expressed as:

F'l = —y (", %", u", u", a")

un+l
u;"H _
xt
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n+1

However, computing u/ ™" along with u requires an
implicit coupling between the fluid and the solid parts that is
numerically expensive. A prediction u} of the grains velocity
atthe next time step is used instead of the exact grains velocity
u"t! 5o that:

_Vszn+l

2n

ne
X

n+1

1
F'tl = —y (@, x", u,u", d")

n+1
w =2
N ¢n
x§

_‘/svpn-l-l -

(22)

Such a process based on a prediction of the free grains
velocity has already been used and proved to be numerically
efficient [12] when considering loose grains clusters. In the
presence of fully deposed beds of grains, using an approxima-
tion of the grains free velocity leads to an underestimation of
the drag force applied on the fluid. It is necessary to take into
account the forces impeding the movements of the grains
like the contact forces between grains or the support reac-
tion for fixed structures when calculating the prediction of
the grains velocity. For the sake of concision, these forces
are simply represented in the following developments by a
resultant reaction force R;. The last equation in system (20)
is used to compute the prediction of the grains velocity that is
introduced in the fluid—grains interaction force. For the sake
of concision, system (20) is summarized by:

FLUID_MODEL(¢" !, ¢", u", a", u”, R") — u"*!, F"+1,
(23)

3.1.1 Pressure drop through porous medium

In the limit of a small Reynolds number, steady incompress-
ible creeping flows are described by the Darcy’s law which
links linearly the pressure drop through a porous medium to
the flow rate across the porous medium:

—vp =L, (24)
k

where k is the permeability of the medium. In the context of

the Darcy’s law, the fluid velocity has to be understood as

a volume averaged velocity so that this problem falls within
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Fig.4 Pressure drop across a porous medium for u = 10~> m/s in the
x-direction and ¢ = 1 Pas. Solid lines show the results obtained using
the formulas of Tamayol and Bahrami [54] for a square arrangement
(blue) and for a staggered arrangement (orange). Dashed line presents
the results obtained by balancing theoretically the drag force given in
Eq. (18), and the marks present the results obtained by the use of the
complete numerical model. (Color figure online)

the assumption of the multiscale model we developed above.
The permeability of the medium must be known a priori.
A lot of studies have been devoted to the estimation of the
permeability [25,47,53].

Let us consider a fluid with velocity 107> m/s in the x-
direction crossing a square of side one meter in which grains
are placed. Solid lines in Fig. 4 show the pressure gradient
given by the formula of Tamayol and Bahrami [54] for spe-
cific fibrous arrangements with different volume fractions.
In this case, they estimate the permeability as

0.16d2 1—¢ 1—¢ 1—¢
k= £ (3 ~ -3 = — :
NG <+1—¢ /1—¢> \/1—¢>m

(25)

where

-7 Square arrangement
bm = (26)
1— % Staggered arrangement
is the minimum fluid volume fraction a particular arrange-
ment can provide.

The arrangement is not taken into account in the drag for-
mula (18) we chose to parametrize the viscous fluid—grains
interaction. The dashed line shown in Fig. 4 corresponds
to the pressure gradient that theoretically balances this drag
force. It provides results lying in the range of the results
obtained by Tamayol and Bahrami [54]. This red dashed



curve constitutes the best result we could expect if the numer-
ical method was perfectly accurate without any dissipation.
Discretizing the square with elements ten times smaller than
the square side, our model can be used to compute the flow
crossing randomly placed grains. The pressure gradient we
obtain numerically is shown in Fig. 4. In the case of important
solid constraints, neglecting the reaction forces R (dot marks)
leads to an underestimation of the drag force because the pre-
diction provides a nonzero grain velocity that is inconsistent
with the grains mobility. Taking into account the reaction
force R when predicting the grains velocity is then manda-
tory for small porosities (plus marks).

3.2 Grains solver

As we use an explicit coupling between the solid and fluid
motions, when computing the velocity and position of the
grains, all the forces applied on the grains are known except
the reaction forces exerted on a grain by its neighbours.
Considering grains as Lagrangian solid and non-deformable
particles, it is required to treat the contacts between each
pair of grains and between the grains and the boundaries.
The NSCD method [30] has been created to compute the
velocities of a set of grains constrained by the others and
the boundaries without interpenetrations. The update of the
grains position is obtained using the grains velocity u?“ :

X" = x4 Aru (27)

This set of velocities is computed from the second New-
ton’s law of motion:

At
Wt = (mog + P+ R, (28)
s

N

where the total reaction force Rg’“ applied on the grain s is
the sum of the reaction forces exerted by the other grains j:

R = 3 R;’fl. (29)
JjelS\s)

The contributions of the boundaries to the reaction are
not detailed because they are treated in the same way than
the grain—grain interaction forces. These grain—grain reac-
tion forces are computed such that their normal component
respects:

the impenetrability condition:
0 <X =Xt =+ 7)), V)€ (S\sh,
the no attraction condition:

0 <RI ng, Vje(S\s),

and such that these reaction forces only act between grains
that are in contact:

0 =[x =X =0 + 7))

R;fj“ ‘ng;, Vje(S\sh

These conditions are sufficient to ensure that there are
no overlapping between grains. In the case of grain—grain
reaction force with a strictly positive normal component, its
tangential component is computed to respect the Coulomb’s
law of friction. If the tangential part of the relative velocity of
the two contacting grains is not zero after the application of
the normal component of the contact reaction forces, there are
two different possible cases. Either the tangential component
of the reaction force resulting from this tangential relative
velocity is small compared to its normal component. In this
case, the reaction forces must be computed such that their
tangential component cancels the tangential relative velocity.
This corresponds to a non-slip condition in which the thresh-
old on the tangential component of the contact reaction is
determined through the dynamic friction coefficient p;. In
the other case, the magnitude of the tangential component of
the reaction forces is determined by its normal component
and acts in the opposite direction of the tangential relative
velocity:

+1 +1
| RY™ -ty ll=max (g RYF g R,

where ny; and tg; are, respectively, the unit centre-to-centre
normal vector and the unit tangential vector, while R} is
computed such that

(u,;+1 . u;&l) ;=0 Vje {S\s}.

The directions of R;’]TH -tsj and R} are the same. A similar
algorithm to the one described in [12] is used to find the
reaction forces and the grains velocity respecting the above
conditions. The friction constraints have been inserted in this
algorithm to compute the grains angular velocity based on the
tangential component of the reaction forces. It has to be noted
that this algorithm is based on a perfectly inelastic contact
law so that there is no restitution between grains during a
collision. Similarly to what has been done for the fluid part,
this system is summarized by:

GRAINS_SOLVER(X", u”, "1y — x 1 gnt1 - gutl
(30)



Fig.5 Initial situation for the
experimental set-up. Settled
polystyrene grains form a bed of
height 4, in ethanol. The height
of fluid above the bed is /;. Air
is injected at constant inflow
rate / = 6.5 mL/min in the
injection pipe where the
pressure pj, is measured. £2y is
the area centred around the
injector in which motion of
grains is considered

4 Results

Having demonstrated the ability of the model to reproduce
simplified problems, we are now able to face the objective of
this paper, which is the simulation of air invasion in immersed
granular beds. Specifically, this section aims to present the
ability of the model to reproduce the beginning of the invasion
process while giving insight in the mechanical properties of
the granular bed. Experiments have been achieved in a Hele-
Shaw cell to compare to the numerical work.

4.1 Experimental set-up

Initially, a granular bed of height 4 is deposited in the cell
filled with fluid. The height, width and gap e of the cell
are, respectively, 29.3 cm, 13.6 cm and ¢ = 0.2 cm. The
height of fluid above the granular surface is denoted /;. The
initial condition is obtained by the sedimentation of a set
of grains in the fluid. A mass-flow controller (Bronkhorst,
Mass-Stream Series D-5111) is connected to an injector of
external diameter dj;, = 2 mm at the bottom of the cell
via a plastic pipe. Grains are polystyrene spherical beads
(ps = 1059 kg/m> and d; = 500—630 wm) and the fluid
is ethanol (p = 785 kg/m? and 1 = 1.2 x 1073 Pas).
Images acquisition is achieved at constant rate using a cam-
era PixeLink PL B781U. Two heights of granular bed are
considered below. The results obtained with 7, = 4.5 cm are
used to calibrate the parameters of the model and to describe
the relevant inflow condition to consider in the simulation.

h; = 13.5cm

hg = 4.5cm

The results achieved with 7y, = 9 cm are used to compare
the invasion process of the granular bed for different inflow
rates.

4.2 Experimental observations about the system
dynamics at short times

Let us consider the situation depicted in Fig. 5 where air is
injected at constant inflow rate / = 6.5 mL/min in a gran-
ular bed of height h; = 4.5 cm. The mass-flow controller
regulating the inflow rate is not plugged directly at the cell
injector due to experimental constraints but through a flexi-
ble pipe. It acts as a chamber into which the gas accumulates
until the pressure in the chamber is high enough to push the
gas through the granular bed. The differential pressure in
the injection pipe is measured using a pressure sensor FGP
Instrumentation P211 and presented in Fig. 6. In the experi-
ments, the reference pressure pg is the atmospheric pressure.
Initially, the pressure increases in the pipe until a maximum
value and then decreases rapidly before increasing again and
repeating the same behaviour. These oscillations in the pres-
sure are due to the intermittent air invasion of the granular
bed. At the beginning, the pressure increases in the injection
pipe until the gas is able to penetrate the granular layer, either
by percolation or, in this experiment, by fracturing the bed
(see image in Fig. 10). As soon as the cavity or the channel
is large enough to reach the fluid—grains interface, the air
escapes from the granular bed in the form of bubbles.
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Fig. 6 Evolution of the differential pressure in the injection pipe and
Manhattan norm of the difference between pixels of two successive
image captures situating in time important motions in the granular bed
for the case hy = 4 : 5 cm and I = 6:5 mL/min. pyy, is the atmo-
spheric pressure. Dashed parts of the Manhattan norm curve represent
the movements that are not associated with a bubble emission

The Manhattan norm of the difference A between pixels
of two successive image captures in the £2), area centred
around the injector is computed to quantify the motion of
the grains in the nearby area and shown side by side with
the pressure in the injection pipe (Fig. 6). It can be seen that
there are more peaks in the motion curve than in the pressure
curve so that the correlation might not be evident without
insights in the experiment evolution. A motion in the gran-
ular matrix is not necessarily related to a bubble emission
so that we have to identify the corresponding peaks in the
motion curve. Figure 7 shows the peaks in the motion curve
with the experimental observations. During the first peak, as
the pressure increases, the force is sufficient to spread the
grains around the injector, but not to push the air up to the
fluid—grains interface. At this time, the cavity stays open for a
moment without any motion of the grains. The pressure con-
tinues to accumulate inside the cavity until it is sufficiently
high to break the equilibrium state and to push the air towards
the fluid—grains interface where a bubble is emitted. Figure 7
also shows that a peak in the motion curve can be related to
two successive bubble emissions. Sometimes, air is trapped
in a cavity created in the wake of a bubble. If a large quantity
of air is trapped, a small increase in pressure, i.e. a small
additional amount of air, is sufficient to create a second bub-
ble just after the first one. In the experiment, it happens after
about 27 s. A last clarification concerns the increase in || A ||}
observed between 0 and 1s that is due to a residual cavity
around the injector that flows back in the injection pipe at the
valve opening. These considerations give us the opportunity
to separate in Fig. 6 the peaks in the motion curve related to
a bubble emission (solid line) from the other ones (dashed
line).

The phases of a common period are shown in Fig. 8. The
first phase consists of the increase in the pressure in the injec-

Air cavity

Fig.7 Granular bed fracture due to air invasion creates cavities in which
air may be clogged

tion pipe, nothing being visible in the granular bed. Then,
the pressurized gas spreads the grains creating a small cav-
ity around the injector. The gas ascends through intricate
channels towards the grains—fluid interface where it forms
a bubble. The upward motion of the bubble is sufficient to
entrain some grains in its wake so that the fluid—grains inter-
face is modified by successive transports and depositions of
the grains (Fig. 9).

4.3 Numerical simulations

Setting the right boundary conditions in the multiscale model
is a critical point to compute accurately the experiment.
The inflow boundary condition has to be chosen in order
to reproduce a pressure signal similar to the one observed
in the experiment. This choice is presented in the fol-
lowing part, along with a modelling of viscous effect of
the front and rear wall of the Hele-Shaw cell in the two-
dimensional simulations. The numerical parameters are then
validated on the experiments and results are investigated.
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Fig.8 Successive events can be related to motions in the granular bed.
Events are located in time on the difference curve used to determine a
motion during the experiment. Some peaks are related to a cavity cre-

In this work, we only consider two-dimensional simula-
tions of the air invasion process. The smaller pile consists
in 20,959 grains with a diameter uniformly distributed in
the range 500 < d; < 600 pwm. The grain diameter-to-cell
depth ratio is approximately equal to 4. In addition to the
computational cost required to compute three-dimensional
simulations (> 80,000 grains), the use of the fluid discretiza-

t[s]

ation without bubble emission (top images), while two bubbles can be
created during the same motion peak (bottom images)

tion scale as averaging scale requires to use elements that
are three times larger than the grain diameter [65]. For
all the simulations, the computational domain consists in
an unstructured grid of triangles uniformly refined of size
h = 1.5 mm so that the element size-to-grains diameter ratio
is approximately equal to 3. This choice allows to represent
the injection area and provides a large-scale representation of



the porosity in order to prevent considerable mistakes [40].
As a result, the flow should have been discretized with less
than two elements in depth giving an irrelevant description
of the flow.

4.3.1 Inflow boundary condition

Due to the element size-to-grains diameter ratio, it is not pos-
sible to accurately represent the injector shape. The injection
area is considered horizontal and at the level of the bottom
of the cell. It is considered as a rectangle area of width djj
and its fictional depth for the computation of the inflow rate
is e.

The analysis of the experiments shows that the boundary
condition at the injection aperture is not a simple constant
inflow rate. The compressibility of the gas in the injection
chamber must be taken into account by setting a special
pressure boundary condition on the edges constituting the
injection surface. The injected air is considered as an ideal gas
and the injection pipe volume as constant. The ratio between
the pressure pj, and the mass of gas mj, inside the injection

pipe is:

pin(0) _ Pin(?) . 31)
min(0) min (1)

The gas mass flux I entering the injection pipe is constant
and driven by the mass-flow controller. The pressure in the
injector boundary condition is obtained from Eq. (31), while
the pressure in the computational domain along this boundary
is known from the computation. The mass flux through the
interface Sj, between the injection pipe and the Hele-Shaw
cell is computed by balancing these two pressures:

drint) _ o (1 n ef " -ndS) , 32)
dr S;

where pq is the air density, u is the fluid velocity in the cell
computed with the model and n is the unit normal to the
boundary. Simulations are achieved using the initial condi-
tion:

min(0) = Vin(0) pg, (33)

where Vj, is the volume of the injector pipe and is a flexible
parameter of the model. A force is imposed at the top open
boundary to constrain the pressure at a zero value. The initial
value of the pressure pj,(0) in the injection pipe is tuned
to avoid the long pressure increase period at the start of the
experiment observed in Fig. 6.

4.3.2 Effect of front and rear walls

The front and rear walls of the Hele-Shaw cell impact the
behaviour of the experiment. The objective is to reproduce
the experiment by achieving a bidimensional simulation in
which the front and rear walls are not considered. It is then not
possible to represent explicitly the viscous effects damping
the fluid flow in the vicinity of these walls by prescribing a
no-slip boundary condition as it is done for the other walls.
This effect is modelled through a volume drag force applied
on the fluid. This force reads

Fy, = Duu (34)

and is inserted into the fluid momentum Eq. (2). This adds a
new coefficient D that needs to be calibrated.

In this work, we use the experiment achieved with the low-
est inflow rate / = 6.5 mL/min and the smallest height of
grains hy = 4.5 cm to calibrate the simulation. Three param-
eters are calibrated to match the experimental and numerical
results: the surface tension coefficient o, the volume of the
injection chamber Vj, and the coefficient of the volume drag
D due to the front and rear walls. The surface tension coef-
ficient has been varied around its real value for air—ethanol
flows o = 22.39 x 1073 N/m until we reach an optimal
value of ¢ = 0.06 N/m. The difference can be explained by
the loss of a dimension and the coarse resolution scale. For
the ascent of a bubble from the bottom to the top of the cell,
this gives a Bond number

_gL*Ap  9.81-0.18%(785.92 — 1.117)

B
© o 0.06

= 4157.42.
(35)

Using the bubbles size, the optimal value for the volume
of the injection pipe is Vi, = 240 cm?>. This value has the
expected order of magnitude compared to the experiment in
which a pipe of diameter ~ 1 cm and length ~ 1 m has
been used. The starting point for the calibration of the drag
coefficient D is the Hagen—Poiseuille equation. Considering
a Hagen—Poiseuille flow between two plates in the transverse
direction, the vertical pressure drop in the fluid is:

j—’; - 122‘—25 ~ Dyuu, (36)
where v is the depth-averaged velocity and # is the element
size. This gives a coefficient D = 1.92 x 10® m~2. Based
on the ascent velocity of the bubble, the estimated optimal
value is D = 2.5 x 10 m~2. All these parameters have been
calibrated considering a static friction coefficient uy = 0.4.
The friction coefficient could be a source of mistakes in the
following computations because its value is not well known
for lubricated spherical grains. However, we could expect



Experiment

t=15s

t=175s

t=19.5s

Simulation

t=15s
Fig.9 Comparison between experimental and numerical results shows

the system evolution during one period of gas invasion for 4, = 4.5 cm
and / = 6.5 mL/min. The left figures show the initial bed, the middle

that the effect of the friction coefficient is limited to the start
of the process and has no significant influence as soon as
the fluidized area is formed. A sensitivity analysis could be
achieved to determine its impact on the results but it is beyond
the scope of this study. These optimal values are used for all
the following computations.

4.3.3 Validation of the numerical results based on the
pressure signal and bubble sizes

Figure 8 shows the comparison between the experimental and
numerical results of air invading a bed of height A, = 4.5 cm
constituted of polystyrene spherical beads with an inflow rate

t=17.5s

t=19.5s

ones the cavity creation as the pressure increases in the pipe and the
right ones a bubble ascent with grains in its wake

I = 6.5 mL/min. The significance of the capillary forces
with respect to the viscous forces is characterized by the
capillary number:

1.2x1073.04
Hibm _ 22X —8x 1073, 37)
- 0.06

Ca=

where u,, is the mean velocity of the successive bubbles at
the middle height of the initial deposit. The choice of u,, as
a characteristic velocity of the flow is made because we are
mainly interested in the flow dynamics in the deposit. The



particle Reynolds number associated with u,, is:

pumds  785-0.4-0.0005

Re, = =
y w 1.2 x 103

= 130.8, (38)

characterizing a flow without turbulent effects.

The fluid time step is computed so that, during it, the fluid
flow does not cross more than the radius Ry, of the incircles
of the mesh triangles:

Ry  72x107*

At = =
Hmax 2.8

§=25714x 107*s~25x%x 1075,
(39)

where up.x is the maximum fluid velocity determined
numerically for / = 6.5 mL/min and factor 4 is used as a
safety margin. A similar analysis has been made to determine
the time step of the other cases. The solid time step is five
times smaller than the fluid one for each simulation. The
factor five has been determined empirically to minimize the
computational cost as a trade-off between the number of sub-
time steps (each requiring programmes such as the colliding
pair searching) and the number of collisions to handle by the
contact solver at each sub-time step which is decreased for
smaller sub-time steps.

After calibration, the model shows the same behaviour
than the experimental results. The pressure increases at the
injection boundaries due to the ideal gas law and the con-
straints caused by the bed of grains and the surface tension.
As soon as the pressure reaches a critical value, air is pushed
inside the box and starts its ascent through the granular
medium. Figure 8 shows that the air bubble carries grains
in its wake after leaving the granular bed. Then, the pressure
at the injection boundary decreases with the release of the gas
inside the box. The grains spread by the air fall and regain
their position, as the fluid does, clogging again the air inlet.
The pressure increases again and so on.

Figure 11 shows the cycle of pressure variations and bub-
ble creations that are linked to the displacement Ax; of each
grain during the simulation. The higher value of the first pres-
sure peak with respect to the following ones can be explained
by the initial arrangement of the grains in the bed. The simu-
lation is started using a compact arrangement that is hard to
break due to friction between grains. Once the first air bub-
ble has gone through the granular bed, sedimentation creates
loose packing above the air inlet. It facilitates the invasion of
the next bubbles. It can be seen that the order of magnitude
of the pressure variations A p during one cycle is the same
as the one observed in the experiment. Numerical results can
also be validated by comparing the properties of the sys-
tem. Table 1 shows the comparison of the mean time step T
between two pressure peaks and the mean diameter D of the
bubbles. This diameter has been measured at a height of 0.07

Fig. 10 Bubble carrying on grains in its wake for / = 6.5 mL/min and
hg =45cmatt =19.5s
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Fig. 11 Simulated evolution of the differential pressure in the injection
pipe and norm of the displacement of all grains in time for the case
hg =4.5cmand I = 6:5 mL/min (Ca = 8 x 1073, Re = 130.8 and
At =2.5x 107%5). pg is the reference pressure

m from the bottom of the cell so that the mean process is not
biased by the numerical diffusion during the bubble ascent.

Having calibrated the numerical parameters on the exper-
iment with the lowest inflow rate / = 6.5 mL/min, it is
normal to find similarities between the experiment and the
simulation. The model has been validated by changing the
inflow rate and by comparing the experimental and numer-
ical results. In a second experimental set-up, we keep the
same height h; = 4.5 cm of polystyrene beads in ethanol but



Table 1 Comparison between

I = 6.5 mL/min

I = 13 mL/min

the mean time separating two

smallskip
pressure peaks and the mean

T (s)

D (cm) T (s) D (cm)

diameter of the successive
bubbles at a height of 0.07 m for
the experiments and the
simulations using g = 4.5cm

Experiment

Simulation

3.22£0.52
3.32£0.49

1.86 +0.27
1.87 £0.42

1.72 £0.55
2.51+0.42

2.03 £0.35
1.60 +0.30

with a double inflow rate / = 13 mL/min. The data analysis
(Table 1) shows that the mean diameter of bubbles are sim-
ilar in the experiment and in the simulation. The mean time
step between two pressure peaks is close, but the results show
that it is overestimated in the simulation. A possible explana-
tion for this phenomenon can be attributed to the averaging
process and the coarse fluid scale. As it can be observed on
the experiment with the lower inflow rate, it happens that
the air clogged in a cavity takes advantage of the ascent of a
bubble to escape from the granular bed. It then creates sec-
ondary bubbles in the wake of the first ones. Cavities cannot
be observed in the simulation because the fluid spatial dis-
cretization is too coarse to have an accurate representation
of the ethanol-air interface in the granular bed. The higher
the inflow rate, the more the granular bed moves. It possibly
increases the secondary bubble occurrences appearing in the
experimental pressure signal. The period of the numerical
pressure signal may then be increased because the simula-
tion only represents the main events that have a scale large
enough to be captured. This speculation requires more high-
frequency observations of the experimental air invasion at
short times to be validated. Finally, comparison of the dif-
ferential pressure signals is given in Fig. 12 to show that the
magnitude of the pressure variations is quite the same in each
case.

4.3.4 Fluidized area evolution

The fluidized area morphology has been carefully considered
in previous work [33,62]. It has been shown that the fluidized
area starts at the top of the bed because the grains are able to
move freely while they are constrained in the bed. Then, the
fluidized area grows from a cone shape to an area that can
be fitted with a logarithmic law. However, the actual motion
of the grains during the fluidization process is not accessible
through the experiments. Figure 13 shows the comparison
between the areas where the movements of the grains are
the most important in the experiment and in the simulation.
The motion areas are concentrated near the centre along the
channels created by the bubbles. The channels created by
the bubbles are obviously the areas where the motion is the
highest, but Fig. 13 suggests that the grains around the chan-
nels are involved in the global dynamics of the bed. It shows
the number of grains that have to be moved to enable the air
invasion.

2500
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Fig. 12 Comparison of the differential pressure signals in the injection
pipe obtained numerically and experimentally for the case iy = 4.5 cm
and / = 13 mL/min (Ca = 1.2 x 1072, Re; = 196.3 and Ar =
1.125 x 10™* s). py is the reference pressure for the simulation, and
Patm 18 the atmospheric pressure

As it has already been observed [62], the fluidized area
starts at the top of the bed. Figure 14 shows the perturbation
of the initial arrangement after the passage of one, two and
three bubbles. It can be seen that bubbles carry grains along
the channels they create. It forces the grains near the channels
to slide downward to fill the void, while the grains brought in
the wake of the bubble settle at the top of the bed. This forms
a mixed pack of grains that grows from above downwards.
The sliding areas are also visible through the curvature of the
different layers.

4.3.5 Stress tensor inside the granular bed

Achieving simulations is also the opportunity to give insight
into the stress field inside the granular bed. Let us remind
that we consider grains as rigid bodies and compute the con-
tact reactions using NSCD method. The knowledge of the
contact reactions between the grains enables to estimate the
areas submitted to strong stresses. It is possible to repre-
sent the contact network into the granular medium; however,
due to the grains size it should be more clever to make use
of a continuous representation of the constraint. Let us con-
sider the granular medium as a continuous medium. It is then
possible to define some points on a regular grid and to eval-



Fig. 13 Representation of the area where the motion are dominant after
30.5 s for the case hg = 4.5 cm and I = 6.5 mL/min. The experiment
(left) is compared to the simulation (right). In the simulation, the Eule-
rian representation of the grains velocity is cumulated over time to

uate the stress tensor in a reference volume £2 around these
points by summing all the contact efforts in this volume [9].
In the case of spherical grains, the stress tensor is given by
the external product between the reaction force R¢ and the
centre-to-centre vector [ of each contact ¢ inside the refer-
ence volume:

1 cjc
S,,:EC;ZRizj, (40)

where the R{ and R¢ are used to indicate the components of
the vectors in the i and j directions, respectively.

Figure 15 shows the stress tensor at different times of the
simulation. Snapshots at time 17.6s, 18.6s and 19.8 s show
the three main steps of the first bubble ascent. The pres-
sure increases in the pipe so that the air is pushed inside the
grains. The cavity creation generates stresses around it due
to the rearrangement of the granular matrix. Then, the bubble
ascents in the granular bed. The grains on both sides of the
bubble slowly slide downwards to fill the gap. There are fewer
contacts in this fluidized area during the deposition, and as a
result, the main stresses are located above the air cavity. The
air finally escapes and the suspended grains settle in the cav-
ity area. The main stresses are now located along the sliding
planes. After the passage of the first bubble, the main stresses
are due to the weight of the grains and located in the compact
areas of the bed. Snapshot at time 22.6 s shows the typical
stress state during the passage of the following bubbles. We
observe stresses that grow linearly from the top to the bot-
tom in the compact areas of the bed with some variations
near the injector. At this point, the stresses tend to increase
at the formation of a cavity but the dynamics observed for
the first bubble does not repeat itself. The formation of the
fluidized area reduces the propagation of the stresses in the
granular bed for the following bubbles.

determine areas where the motion is dominant, while in the experiment
we make use of the cumulative pixels intensity difference between two
successive image captures

4.3.6 Inflow rate effect

The inflow rate impacts the fluidized area and the invasion
process. Comparisons between experiments and simulations
achieved in this last part stage an immersed granular bed
of height 7y = 9 cm with different inflow rates (Fig. 16).
The initial bed consists of 40,777 grains with a diameter
uniformly distributed in the range 500 < d; < 600 pm.
Increasing the inflow rate clearly increases the bubble fre-
quency as we already observed for the case with hy = 4.5
cm. Figure 16 shows the evolution of each system during 1 s.
It can be seen that experiments and simulations give similar
results and bubble frequencies that are quite the same for the
different inflow rates even if it should be pointed out that the
frequency tends to be a little bit smaller in the simulations.

The air invasion creates a fluidized area in the granular bed
as we explained above. This fluidized area has an impact on
the motion of the grains and the stresses. Changing the inflow
rate, i.e. the bubble frequency, has an impact on the fluidized
area and the grains motion. It has been shown that after a long
time, the fluidized area reaches a steady state [62], so that it
is possible to characterize each system by the morphology
of this steady state area. One feature of interest is the shape
of the fluid—grains interface. During the air invasion process,
the air flow creates a bump at the middle of the fluid—grains
interface, while the borders shape depends on the sliding and
deposition rates of the grains. Due to the computational time,
we only focus on the first seconds of the invading process so
that we do not reach a steady state for the fluidized area but
it is still possible to compare the interface shapes obtained
numerically and experimentally during the transition phase
at the same time (Fig. 17).

Atlow inflow rate, the interface takes a W-like shape. The
middle is rounded due to the volume of air inside the granular
bed while the borders are slightly inclined. By increasing
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Fig. 15 Representation of the
stress tensor inside the granular
medium at different times. The
stress tensor is represented by
ellipses giving the eigenvectors
direction and coloured with
respect to their greatest
eigenvalue Amgax. (Color figure
online)
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Fig. 16 Comparison between simulations and experiments of the air
invading a granular bed of height iy = 9 cm at inflow rate [ =
50 mL/min (top), / = 100 mL/min (middle) and / = 300 mL/min

the inflow rate, the interface shape is sharper. The sliding of
grains from the borders to the fluidized area is increased due
to the intensity of the air flow. Using an even larger inflow
rate, a great number of grains are blown by the air flow and
suspended in the fluid. As aresult, the sliding process is more
important and the interface has a V'-like shape.

This evolution of the interface shape is the same in the
experiments and in the simulations. However, it seems that
the number of suspending grains is higher in the simulations.
This could be attributed to the solid volume fraction in the

(bottom). For each case, the simulation corresponds to the first row of
images. The time step between two successive images is 0.1 s

granular bed. In two dimensions, it is possible to reach more
compact piles than in three dimensions. A higher pressure
is required before the air is pushed inside the bed. It creates
bigger bubbles that are able to carry more grains in their
wake. This also could be an additional explanation for the
smaller frequency of bubble emissions in the simulations.
The higher pressure peak we observe for the first bubble
emission in the simulations is a proof of the impact of the
solid volume fraction on the air invasion process. The pile is



Fig. 17 Granular bed states for
hg =9 cmand I = 50 mL/min
(Ca=1.4x 1072, Re; = 229.0
and Ar = 2.5 x 1074 ),

I = 100 mL/min

(Ca=2.4x 1072 Re, = 392.5
and Ar = 1.125 x 10~* s) and
I =300 mL/min

(Ca=2.6x 1072, Re, = 425.2
and At = 5.625 x 107 s) after
10 s. The fluid—grains interface
takes a flat W-like shape for the
smaller inflow rate, while for the
intermediate inflow rate the
angles are sharper. With the
higher inflow rate, the number
of suspended grains is more
important so that the sliding
planes ended around the air
invasion channel forming a
V-like shape interface

I =50 mL/min

Experiments

Simulations

more compact at the beginning of the simulation than after
the passage of the first bubble.

The two-dimensional nature of the simulations might be
a problem for large pressure in the injection pipe. The loss
of one dimension changes the flow dynamics by reducing
the degrees of freedom. The validity of the two-dimensional
simulations without additional parametrizations appears to
be restricted to regimes close to the one the parameters have
been calibrated for. At low inflow rate, this difference seems
to be negligible so that the main features of the flow are well
captured in the simulations.

The drag force could also be a source of error. It is com-
puted based on an empirical formula that may be unsuitable
for all the flow regimes encountered in the computed cases.
Moreover, the drag coefficient (19) relates to the density and
the viscosity that relate in turn to the phase indicator func-
tion. As discussed above, this leads to a drag formula that
increases slightly near areas where the phase indicator func-
tion has a value around 0.5. Due to the coarse resolution of
the liquid—gas interface, the interface is diffusively defined
and it is susceptible to cause an increase in the number of
grains carried in the wake of the bubbles.

I =100 mL/min I =300 mL/min

,

5 Conclusion

An implementation of an unresolved CFD-DEM method
is described for the simulation of gas—liquid—solid flows
without interface reconstruction. Grains are represented as
discrete Lagrangian particles on which forces are applied.
Deformations and overlapping of the grains are prevented by
the non-smooth contact dynamics method. The fluid is com-
puted through an Eulerian representation of the liquid—gas
mixture. The distinction between gas and liquid phases is
based on a continuous phase indicator function. Its time and
spatial evolutions are dictated by the fluid bulk velocity. This
phase indicator function is used to determine the density and
viscosity fields. The surface tension force is applied at the
gas-liquid interface. In the presence of grains, continuous
fluid equations have to be weighted by the effective volume
left for the fluid in the reference volume.

The finite element method with equal-order linear inter-
polation functions is used. This leads to a method, although
fast and convenient, that requires the addition of stabiliza-
tion terms to suppress spurious modes. Stabilization terms
add some pressure diffusion to fill the rank deficiency of the
problem matrix and some velocity diffusion in the flow direc-
tion for convection-dominated flows. These terms are based
on equation residuals to obtain a consistent method in which
the stabilization terms vanish with the solution convergence.



The equations and numerical methods used in this work
have been validated on simplified cases to prove their accu-
racy. This provides good results concerning the behaviour of
the different strategies that have been implemented to face
instability problems.

The model has been then applied to the more complex case
of the air invading an immersed granular bed. Experiments
have been carried out in a Hele-Shaw cell to identify the
key parameters and processes of the system. This quasi-two-
dimensional device has been considered to ease comparisons
with two-dimensional simulations and determine the features
that were reproducible in two dimensions. It has particularly
pointed out that the inflow boundary condition has a crucial
influence on the flow dynamics inside the cell. We made
use of the experiment carried out with the lowest inflow rate
to calibrate the influencing parameters of the model before
validating it on experiment carried out with larger inflow
rates. In each case, we found that simulations were in good
agreement with the experiments. The bubble morphologies
and the invasion dynamics have been studied to assess the
good concordance. The simulations have been used to give
insight in the fluidized area formation and the stresses that
are propagated in the granular matrix. Simulations show that
the fluidized area grows from the top of the granular bed due
to the higher mobility of the grains as it was already pointed
out in previous studies. It also shows that the stresses are
more important for the first bubble because the initial state
of the grains is more compact. After the passage of the first
bubble, the pack is more loose preventing the propagation of
the constraints.

The shape of the fluid—grains interface has also been
observed for different inflow rates. It has been shown that
after some time this interface tends to a W-like shape due to
the deposition and suspension cycles. Increasing the inflow
rate sharpens the angles of the fluid—grains interface until
there are so many suspended grains that the interface takes a
V -like shape formed by the sliding planes around the channel
created by the air.

However, little differences have been observed between
the simulations and the experiments. The period of the pres-
sure signal in the injection pipe tends to be longer in the
simulations. This may be caused by the fluid representation.
In a model based on a coarse fluid representation scale, it
is quite obvious that only phenomena happening at a suffi-
ciently large scale will be captured. It is then possible that the
period of the pressure signal is longer because it is only based
on the time separating two large-scale events. This problem
could be overcome by the use of smaller elements in the areas
of interest.

In our model, the size of the numerical cells must be
greater than the grain size because of the averaging process
of the equations that requires nonzero fluid volume fraction.
It should be possible to develop a model based on a con-

tinuous transition between a microscale representation and
a mesoscale representation. For example, we could consider
a different averaging scale so that the fluid volume fraction
is computed at a large scale as a continuous nonzero field,
while the averaged Navier—Stokes equations are discretized
at a smaller scale.

Based on a kernel approximation similar to the one
achieved in the smoothed particle hydrodynamics (SPH) [23]
to evaluate field values at Lagrangian particles location, it is
possible to achieve the volume averaging at a scale indepen-
dent from the fluid discretization to obtain a semi-resolved
CFD-DEM models [65]. Such a method has already been
used to compute particle-laden flows [6] but faces the same
issues than SPH methods [20].

This choice may lead to the loss of the consistency because
the averaging volume used for the fluid volume fraction is
truncated near the boundaries [8]. In two-dimensional simu-
lations, the solid volume fraction can reach values up to 0.9
for hexagonal arrangements. As a result, in the preliminary
tests we achieved in this way, we observed that the change in
the solid volume fraction due to the truncation of the kernel
support highly affects the air flow near the injector bound-
aries. Moreover, the use of a kernel function is not appropriate
to the semi-implicit scheme developed to compute the drag
force. It makes use of an implicit fluid velocity so that aver-
aging it on a kernel support larger that the mesh size will
result in a loss of the coefficient matrix sparsity and a high
computational cost. The use of nested meshes in the way of
the dual grid presented by [43] could solve the mentioned
problems. On the one hand, the use of the coarse grid as
averaging support prevents the inconsistency near the walls
because the boundaries match the kernel supports. On the
other hand, it gives a local pattern to preserve the coefficient
matrix sparsity. The development of such a model should be
investigated in the future. It should give us the opportunity to
capture the small-scale events and to represent the boundary
asperities that have dimensions equal to the grain size.

Another difference observed is the greater proportion of
grains that are suspended by the ascent of a bubble observed
in the simulations. This could be explained by the smaller
solid volume fraction that can be reached in two dimensions.
It results that the granular bed is more compact in the simu-
lations than in the experiments increasing the constraint the
gas has to overcome to invade the medium. The higher the
pressure, the larger the bubbles. The air is then able to carry
more grains in its wake. Simulations achieved with a correc-
tion on the fluid volume fraction or computations achieved
in three dimensions should give even better agreements with
the experiments. However, the computation time is rapidly
becoming an issue. This study is limited to the start of the
invasion process because of the computation time required
to reach the steady-state of the fluidized area. This model has
been proved able to reproduce the air invasion in an immersed



granular bed and an improvement in the computation speed
should give us the opportunity in the future to give more
insights in the fluidized area growth process at short and
long times.
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