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[1] A regional variational inverse modeling system for the estimation of European
biogenic CO2 fluxes is presented. This system is based on a 50 km horizontal resolution
configuration of a mesoscale atmospheric transport model and on the adjoint of its tracer
transport code. It exploits hourly CO2 in situ data from 15 CarboEurope-Integrated
Project stations. Particular attention in the inversion setup is paid to characterizing the
transport model error and to selecting the observations to be assimilated as a function of
this error. Comparisons between simulations and data of CO2 and 222Rn concentrations
indicate that the model errors should have a standard deviation which is less than 7 ppm
when simulating the hourly variability of CO2 at low altitude during the afternoon and
evening or at high altitude at night. Synthetic data are used to estimate the uncertainty
reduction for the fluxes using this inverse modeling system. The improvement brought by
the inversion to the prior estimate of the fluxes for both the mean diurnal cycle and the
monthly to synoptic variability in the fluxes and associated mixing ratios are checked
against independent atmospheric data and eddy covariance flux measurements. Inverse
modeling is conducted for summers 2002–2007 which should reduce the uncertainty in
the biogenic fluxes by �60% during this period. The trend in the mean flux corrections
between June and September is to increase the uptake of CO2 by �12 gCm�2.
Corrections at higher resolution are also diagnosed that reveal some limitations of the
underlying prior model of the terrestrial biosphere.

Citation: Broquet, G., F. Chevallier, P. Rayner, C. Aulagnier, I. Pison, M. Ramonet, M. Schmidt, A. T. Vermeulen, and P. Ciais
(2011), A European summertime CO2 biogenic flux inversion at mesoscale from continuous in situ mixing ratio measurements,
J. Geophys. Res., 116, D23303, doi:10.1029/2011JD016202.

1. Introduction

[2] Measurements of atmospheric CO2 mixing ratio have
been widely used along with atmospheric transport models to
infer statistical information about surface CO2 fluxes based
on data assimilation or inverse modeling techniques [Enting,
2002]. In particular, atmospheric inversions are used to yield
statistical corrections to the estimate of the surface fluxes
from ecosystem exchange models, oceanic and anthropo-
genic flux inventories. Their applications have improved the
quantification and understanding of natural carbon sources
and sinks at global scale [e.g., Tans et al., 1990; Rayner
et al., 1999; Gurney et al., 2002; Rödenbeck et al., 2003;
Rayner et al., 2008].

[3] However, global inversions still bear large uncertain-
ties at regional scale [Baker et al., 2006], which strongly
limits the projection of the future climate. The uncertainty
in biogenic flux in Europe is illustrated by the differences
in the estimates of the land natural fluxes (over an area
of 1.05 � 107 km2) during 2001–2004 given by the systems
of Peylin et al. [2005] (�0.3 PgC.y�1 ��29 gCm�2.y�1;
negative and positive values corresponding to CO2 uptake
and sources respectively), of Rödenbeck et al. [2003]
(�0.86 PgC.y�1 ��82 gCm�2.y�1) and of Peters et al.
[2009] (�0.12 PgC.y�1 ��11 gCm�2.y�1). These differ-
ences have the same order of magnitude as the anthropogenic
emissions �1 PgC.y�1 for the European Union 25 member
states (EU-25) [Ciais et al., 2010a]. They are mainly due
to errors in the transport model or in the setup of inverse
modeling systems and are enhanced by the lack of data for
assimilation.
[4] There are even larger uncertainties at higher spatio-

temporal scales because fluxes are influenced by strongly
heterogeneous climatic, biogenic and anthropogenic drivers
in Europe [Peters et al., 2009]. A better knowledge of the
variability in the European biogenic fluxes would help
characterize the responses of the ecosystems to climate
variability and their feedback on climate. Extreme climatic
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conditions emphasize these responses e.g. during the heat
wave of summer 2003 when the summer anomaly of Net
Ecosystem Exchange (NEE) was comparable to a year of
anthropogenic emissions [Ciais et al., 2005].
[5] Compared to other continental atmospheric networks,

a relatively dense CO2 atmospheric concentration and flux
observation network has been developed in Europe, within
the framework of CarboEurope-Integrated Project (CE)
[Ciais et al., 2010a, 2010b, 2010c; Luyssaert et al., 2010;
Schulze et al., 2010], to improve the quantification and
understanding of the biogenic and oceanic carbon sinks. It
should expand in the future in the framework of the Inte-
grated Carbon Observation System (ICOS, http://www.
icos-infrastructure.eu/). Much of the European concentration
data collected over the last decade are in situ continuous
measurements, providing accurate hourly data at �10–15
stations (depending on the year considered). The application
of inverse modeling to European fluxes should thus be a
relatively good assessment of the skill of this approach for the
estimation of regional fluxes.
[6] This skill depends strongly on the ability of the trans-

port models to reproduce the variability of observations
when they are driven by realistic fluxes [Gerbig et al.,
2003a, 2003b]. This ability is limited by the description of
CO2 measurements, surface fluxes and surface topography
using average values at the model spatial and temporal res-
olution, i.e. by representation errors. It is also limited by the
use of imperfect forcing and parameters for transport at the
model resolution. This explains why recent global coarse
resolution inversions assimilate daily, weekly or monthly
rather than hourly averages of data (e.g., Rivier et al. [2010]
and the setup of most of the inversions used for the Regional
Carbon Cycle Assessment and Processes project (RECCAP,
http://www.globalcarbonproject.org/reccap/products.htm)),
and why they still yield strong uncertainties on European
NEE, even though they use the CE data. Carouge [2010a,
2010b] showed that the reduction in flux uncertainties that
could be expected from the assimilation of in situ daily CE
data with a global hydrostatic transport model zoomed over
Europe (with a �60 km horizontal resolution) is not signif-
icant at scales smaller than 1000km and 10 days. Due to the
lack of confidence in the corrections inverted at the model
resolution, and due to the need to extrapolate the information
on fluxes that is constrained only in the vicinity the obser-
vation locations (while observation networks are relatively
sparse), the corrections to fluxes are generally aggregated
at lower resolution. Peters et al. [2009] also used a global
configuration zoomed over Europe (with a 1° horizontal
resolution) and they applied such an aggregation by invert-
ing fluxes homogeneously in each of their 2 European cli-
mate zone and for each of their 19 Plant Functional Types
(PFTs, which are used in biosphere models to sort biomes
into synthetic classes with specific modeling parameters),
every week. This provides 30 degrees of freedom per week.
However, the aggregation of corrections introduces some
errors in the inversion even at the scale of aggregation
[Kaminski et al., 2001].
[7] As part of the CE Regional Experiment Strategy

(CERES), Lauvaux et al. [2008, 2009a, 2009b] developed
an inversion system based on the Mesoscale Non Hydro-
static model (MésoNH) coupled to the Lagrangian Particle
Dispersion Model (LPDM). They applied the transport

model at 8 km resolution over the CERES domain in the
south west of France. They showed that this transport model
coupled to a biosphere model could reproduce the variability
of hourly in situ data from two stations in the region with
enough accuracy so that the mesoscale inversion system
could produce promising 30% uncertainty reduction in
fluxes at 8 km and 6 day scales over distances of a few
hundred of km from the atmospheric measurement stations.
Intercomparisons [Law et al., 2008; Patra et al., 2008]
confirmed the greater ability of high resolution transport
models compared to global low resolution transport models
to fit continental observations. As a consequence, European
mesoscale inverse modeling systems are being developed
[Rödenbeck et al., 2009].
[8] In that context, Aulagnier et al. [2010] and Aulagnier

[2009] set up a European 50 km horizontal resolution con-
figuration of the mesoscale transport model CHIMERE
[Schmidt et al., 2001], in order to assimilate CE atmospheric
data for high resolution flux inversion. They used NEE from
the carbon-water-energy model Organizing Carbon and
Hydrology In Dynamic Ecosystems process-based model
(ORCHIDEE) [Krinner et al., 2005] to provide prior fluxes
to this configuration. Aulagnier [2009] checked the skill of
the transport model for capturing the variability in the
observations. Aulagnier et al. [2010] studied the modeled
versus observed decadal trends and interannual variability in
atmospheric CO2 between 2001–2006. They discriminated
the role of transport versus flux trends in driving trends in
the concentrations. Aulagnier [2009] initiated the develop-
ment of a variational data assimilation system based on the
adjoint of CHIMERE [Pison et al., 2007] and on the meth-
ods of Chevallier et al. [2005, 2007]. Variational data
assimilation is particularly efficient in dealing with many
observations and high resolution flux inversions. Continuing
the development of this mesoscale flux inversion system,
this study aims at characterizing the reliability of its results
and its potential to improve the knowledge on European
NEE by assimilating hourly CE observations.
[9] Even though the model transport and representation

errors, called also “the model error” hereafter (i.e. the error
in the concentrations when using perfect fluxes) are strongly
reduced when using increasing resolution, they are still sig-
nificant at 50 km resolution when compared to the errors in
the concentrations due to errors in the fluxes [Lauvaux et al.,
2009a; Dolman et al., 2009]. A good estimate of the model
error is necessary to avoid over-fitting the data, to distin-
guish between these errors and the errors from the fluxes,
and thus to avoid projecting them into the fluxes during the
inversion. Following Chevillard et al. [2002a], the estima-
tion of the model error is based here on comparisons of
simulations and data of 222Rn (hereafter Radon), a short-live
radioactive gas emitted by soils.
[10] In this study, the confidence in the inverted fluxes is

characterized using different types of evaluation: (1) the flux
uncertainty reduction from inversion is estimated using a
Monte Carlo approach with the assimilation of synthetic data
[Chevallier et al., 2007]. (2) The temporal variability in the
flux and concentrations obtained when assimilating real data
are checked against independent atmospheric CO2 data and
eddy covariance surface flux measurements [Lauvaux et al.,
2009b]. (3) The monthly to interannual variability and the
spatial distribution of the inverted NEE in summer is
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analyzed during the period 2002–2007. The corrections
derived by the inversion in summer should help characterize
the errors in the fluxes from ORCHIDEE. The focus on the
summer period is sensible to study the skill of the inverse
modeling for the estimate of NEE at high resolution even
though the variability caused by the seasonal cycle cannot be
analyzed. The response of the NEE to strong temperature
anomalies can be analyzed in the impact of the heat wave in
2003.
[11] Section 2 describes the components of the inverse

modeling system, section 3 the estimate of the flux uncer-
tainty reduction from inversion and section 4 the comparison
of the inverted fluxes, and associated concentrations to
assimilated and independent data. Section 5 shows a series
of diagnostics on the summer NEE from ORCHIDEE and
from the inversion. Section 6 summarizes the most important
results and concludes the study.

2. Mesoscale Inverse Modeling Setup

[12] The inversion is applied to correct the European NEE
at adapted temporal and spatial resolutions of aggregation
(cf. section 2.3), denoted f, given its prior estimate from
ORCHIDEE fb and using hourly CE in situ data, denoted yo.
Based on the Bayesian framework, the aim of data assimi-
lation is to provide the conditional probability of the “true f”,
denoted f t, given fb and yo: p(f t∣fb, yo) = p(yo∣f t, fb).p(f t∣fb)/
p(yo∣fb). The atmospheric transport model CHIMERE,
denoted M, is used to project the f-space into the y-space of
the observations. yo is independent of fb, so p(yo∣f t, fb) is
derived from the so-called observation error: p(yo �M(f t)∣f t)
whose estimate should account for measurement errors,
model representation and transport errors, and aggregation
errors (when corrections are aggregated at a resolution lower
than that of the model).
[13] Assuming that statistical errors on fb i.e. p(f t � fb∣fb)

and yo i.e. p(yo � M(f t)∣f t) are Gaussian and unbiased, with
respective covariance matrices B and R that are known, and
assuming that M is linear (M = M, which is the case for CO2

atmospheric transport), p(f t∣fb, yo) is actually a Gaussian dis-
tribution N(fa, A) and data assimilation solves fa = argminJ
where J(f) = (f� fb)B�1(f� fb)T + (Mf� yo)R�1(Mf� yo)T

and A = (B�1 + MTR�1M)�1.

[14] This section describes the models, the data, the setup
of error covariances and the minimization method involved
in the practical implementation of this flux inversion.

2.1. Configuration of the Carbon Cycle Regional
Modeling

[15] The setup of the atmospheric transport modeling is
summarized in Table 1. CHIMERE (http://www.lmd.poly-
technique.fr/chimere/) is an Eulerian mesoscale chemical
transport model, initially designed for air quality studies
[Schmidt et al., 2001], but used here for CO2 transport
modeling. The model has provided some of the best results in
transport model intercomparison exercises for the simulation
of high temporal variability in CO2 concentrations [Law
et al., 2008; Patra et al., 2008]. CHIMERE can be used
at regional (several thousand km) to urban (100–200 km)
scale with resolutions from 100 km to 1 km.
[16] The configuration used here has a 0.5° horizontal

resolution and 20 vertical layers from the surface up to the
mid-troposphere. The first seven vertical levels lie below
300m altitude, yielding a good discretization of the boundary
layer. The domain of this configuration (Figure 1) covers
�3.9 � 106 km2 of land surface.
[17] CHIMERE is an off-line model requiring 3D mass-

fluxes as inputs for transport calculations. A simulation with a
European configuration of the MM5 meteorological model
[Grell et al., 1994], is used to provide hourly mass-fluxes.
MM5 is nudged toward the operational analyses of the Euro-
pean Centre for Medium Range Weather Forecasts (ECMWF).
This simulation and its coupling with CHIMERE has been
analyzed by Xueref-Remy et al. [2011], Aulagnier [2009] and
Aulagnier et al. [2010]. The global inversion ofChevallier et al.
[2010] based on the LMDZ model [Hourdin et al., 2006], is
used to impose the boundary conditions for CO2 concentration
at the lateral and top boundaries of the CHIMERE domain.
This inversion assimilates in situ data including daily averages
of CE continuous data in Europe. These boundary conditions
account for the large scale incoming transport of CO2 from
optimized fluxes outside the model domain or from optimized
fluxes in the domain leaving the domain and entering it later
[Chevillard et al., 2002b; Rödenbeck et al., 2009].
[18] Climatological data from Takahashi et al. [2002] are

used to impose ocean fluxes. These fluxes are set to 0

Table 1. Atmospheric Transport Configuration

Atmospheric Transport Model CHIMERE

Horizontal domain 10.5°W–22.5°E, 35°N–57.5°N
Horizontal resolution 0.5° (�50 km)
Vertical resolution 20 layers up to 500 hPa
Meteorological forcing hourly outputs from a European configuration of MM5

nudged every 6 hours toward ECMWF operational analyses
Open boundary conditions for CO2 daily outputs from the LMDZ global inversion of Chevallier et al. [2010]

LMDZ configuration: 3.75° lon. � 2.5° lat. resolution / 19 vertical layers up to 3hPa
Prior NEE for CO2 fluxes global simulation of ORCHIDEE at 3-hourly/0.3° spatial resolution

meteorological forcing: ECMWF operational analyses
static vegetation map

Anthropogenic fluxes for CO2 hourly/1° spatial resolution product
based on EDGAR V3.2 � EMEP � CDIAC data

Ocean fluxes for CO2 based on monthly/2.5° spatial resolution pCO2 from Takahashi et al.
and air-sea gas exchange quadratic parameterization from Wanninkhof [1992]

Open boundary conditions for Radon null
Radon fluxes weekly estimate for 2006 from Szegvary et al. [2007]
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wherever there is no climatological data e.g. in the Mediter-
ranean Sea. Anthropogenic CO2 emissions are derived from
the EDGAR V3.2 fast-track product [van Aardenne et al.,
2005] giving mean annual fluxes for the year 2000. It has
been convolved by Peylin et al. [2009] with diurnal, weekly
and seasonal variations provided by EMEP [Vestreng et al.,
2005] to get hourly emissions. Annual fossil fluxes are
rescaled according to the country level yearly fossil estimates
of the Carbon Dioxide Information Analysis Center (CDIAC,
http://cdiac.ornl.gov/).
[19] The prior estimate of CO2 NEE is provided by

ORCHIDEE, a process based ecosystem model which
accounts for half hourly to interannual variability in photo-
synthesis and respiration of plants and soils [Krinner et al.,
2005]. ORCHIDEE is initialized with the steady state equi-
librium of long term mean NEE even though the equilibrium
of annual total NEE is not imposed after the initialization.
ORCHIDEE has been extensively used for land-surface
modeling e.g. in the North American Carbon Program
(NACP) model intercomparison (http://www.nacarbon.org/
nacp/), in the biogenic flux model intercomparisons of the CE
project [Vetter et al., 2008; Churkina et al., 2010] or as part of
the Institut Pierre-Simon Laplace (IPSL) Earth System model
which has participated in the coupled climate-carbon simula-
tions of the Intergovernmental Panel on Climate Change
(IPCC) 4th Assessment Report. Several inverse modeling
systems derive their prior estimates of biosphere fluxes using
ORCHIDEE [Peylin et al., 2005; Chevallier et al., 2010]. The
typical values and uncertainties in the CO2 fluxes are dis-
cussed in section 2.3.

[20] Atmospheric transport simulations are conducted
for periods 31 May – 2 October 2002 to 2007 to study the
synoptic to interannual variability in summer. The initial
conditions for CHIMERE are spatially interpolated from 3D
LMDZ CO2 fields. A general offset of the CO2 concentra-
tions is applied so that a bias in the background concentra-
tions from the boundary forcing using LMDZ would not
impact inversions. Inversions should be strongly constrained
by spatial and temporal gradients of concentrations in the
data, but such a general bias may have a strong impact
on the inversion of fluxes outside the dense parts of the
observation network. The offset is estimated using the
spatiotemporal mean of all CE data that will be assimi-
lated (Table 2). During a given summer, concentrations
x from CHIMERE are thus reestimated using xoffset =
xno offset + ∑ j(yj

o
� yj

no offset)/Nobs where Nobs is the number
of data yj

o which will be assimilated and where the yj
no offset

denote the simulated concentrations at the corresponding
time and space locations obtained using CHIMERE forced
by LMDZ, ORCHIDEE, and the ocean and anthropogenic
fluxes described above (the offset is kept constant during
subsequent inversions). In the following, we only consider
the unbiased concentrations xoffset.
[21] CHIMERE is also applied to model Radon transport

using a 3.8 day Radon half-life time, using the same domain
and transport configuration as for CO2 and using null boundary
and initial conditions. Radon fluxes are set for any year using
the weekly estimate for 2006 from Szegvary et al. [2007] based
on terrestrial gamma dose rate (http://radon.unibas.ch/index.
php?option=com_content&task=view&id=23&Itemid=46).

Figure 1. Location of the CE stations used for atmospheric concentration (pluses) and eddy covariance
flux measurements (crosses), and the prior estimate of CO2 fluxes (in gCm�2; negative values: sink) used
in the simulation configuration for summer 2006.
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2.2. Model Error: Comparisons to CE in Situ
Continuous Data

2.2.1. Data and Aim of the Comparisons
[22] The CE continuous stations for atmospheric mea-

surements used in this study (Table 2 and Figure 1) deliver
hourly data with less than 0.2 ppm measurement errors for
CO2 which is far smaller than model errors. A good deal of
care is taken to ensure stable intercalibration of the stations.
Measurements errors are relatively higher for Radon. Five of
the CE stations used here are high towers with several ver-
tical levels of CO2 measurements (CBW, HUN, LMU, OXK
and TRN). For comparisons with the simulations, the levels
of measurement are placed into the model grid at their cor-
rect altitude above the sea level.
[23] In the following section, these comparisons are used

to characterize the model error, which is assumed to be
unbiased and Gaussian in the inversion framework. The
analysis of the distributions of Radon or CO2 differences
between the simulation and the data (hereafter “misfits”),
indicates that they can be approximated reasonably well
by Gaussian distributions (not shown), which supports the
characterization of the model error by the quantification of
its variance. However, there are potential biases in the model
error which may bias the inversion of fluxes and data should

not be assimilated during the periods most prone to them.
Because radon fluxes can be biased, Radon misfits can
hardly be used to identify model biases.
[24] At a given CE station, the temporal variability of the

Radon fluxes is smaller than that of the CO2 fluxes because
it is essentially driven by soil humidity and precipitations
[Szegvary et al., 2007]. Therefore, for Radon, most of
the temporal variability in the concentrations and thus in the
model error can be related to atmospheric transport. The
Radon lifetime scale is close to the synoptic scale so that this
variability catches the features of some of the main sources
of model error when simulating CO2, e.g. the representation
error, inaccurate synoptic events, vertical mixing, Planetary
Boundary Layer (PBL) height (PBLH) [Chevillard et al.,
2002a]. At a given CE station, the variance of the misfits
for Radon is thus expected to be a good estimate of the
variance of the model error when simulating CO2.
[25] This estimate of the model error using Radon mis-

fits has some limitations: (1) there can be more than 20%
error in the Radon fluxes used for the simulations [Szegvary
et al., 2007] which may alter the temporal variability of the
Radon simulation. Biases can impact the variability of the
concentrations due to interactions with the atmospheric trans-
port. Errors in the variability of Radon fluxes may also be

Table 2. CE Stations Used for CO2 and Radon Measurements

Identifier
Locality

CO2

Availability
(in Summer)

Radon
Availability
(in Summer)

Elevation
(Ground

Plus Site Levels)
Source
Contact

Window
Used for
Inversion

Model
Surface
Elevation

CBW 2002–2003, - 0masl ECN 12:00–20:00 20masl
Cabauw 2005–2007 +20/60/120/200magl A. Vermeulen (top level)
CMN 2002–2003 - 2165masl IAFMS 0:00–6:00 453masl
Monte Cimone +12magl A. Di Diodato
GIF 2002–2007 2002–2007 160masl LSCE 12:00–20:00 130masl
Gif sur Yvette +7magl M. Schmidt
HEI 2002–2007 2002–2007 116masl Univ. Heidelberg 12:00–20:00 181masl
Heidelberg +30magl I. Levin
HUN 2002–2007 - 248masl HMS 12:00–20:00 258masl
Hegyhatsal +10/48/82/115magl L. Haszpra (top level)
JFJ 2005–2007 - 3580masl Univ. of Bern 0:00–6:00 1800masl
Jungfraujoch M. Leuenberger
LMP 2002, - 50masl ENEA 12:00–20:00 4masl
Lampedusa 2006 +8magl A. di Sarra
LMU 2006–2007 - 570masl UB 12:00–20:00 883masl
La Muela +41/57/79magl J. A. Morgui (top level)
MHD 2002–2007 2002–2007 25masl LSCE 12:00–20:00 48masl
Mace Head +15magl M. Ramonet
OXK 2006–2007 - 1022masl MPI-BGC 0:00–6:00 563masl
Ochsenkopf +23/90/163magl J. Lavrič (top level)
PRS 2002–2007 - 3480masl RSE 0:00–6:00 2145masl
Plateau Rosa F. Apadula
PUY 2002–2007 2006–2007 1465masl LSCE 0:00–6:00 537masl
Puy De Dôme +10magl M. Ramonet
SCH 2002–2006 - 1205masl Univ. Heidelberg 12:00–20:00 942masl
Schauinsland F. Meinhardt
TRN 2007 - 131masl LSCE - 134masl
Trainou +50/100/180magl M. Schmidt
WES 2002, - 12masl Univ. Heidelberg 12:00–20:00 31masl
Westerland 2004 I. Levin

Figure 2. Diurnal cycle of mean hourly concentrations at (a, b, and c) HEI, (d, e, and f) GIF, (g, h, and i) MHD and
(j, k, and l) PUY for 222Rn (Figures 2a, 2d, 2g, and 2j in Bqm�3) and CO2 (Figures 2b, 2c, 2e, 2f, 2h, 2i, 2k, and 2l in ppm)
during summer 2007. Blue: CE data; green: model using prior estimate for the fluxes (from Svegvary et al. [2007] for 222Rn
and with NEE from ORCHIDEE for CO2); red: model using inverted fluxes. Black/grey dotted lines: concentrations at other
model vertical levels when on average, the layer is diagnosed below/above the model PBLH.
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significant because the weekly product used here cannot
account correctly for variations due to precipitations.
(2) Locally, the model error may strongly depend on the spa-
tiotemporal variability in the fluxes which is different for
Radon and CO2, due to interactions with the atmospheric
transport, and on the radioactive decay which affects Radon
but not CO2. The model error may thus be different when
simulating CO2 or Radon. The analysis of the mean diurnal
cycles (Figure 2) gives indications about the sites or the time
windows where or when those limitations become too strong.
[26] The model error should be estimated for each mea-

surement location as a function of the time, but only four CE
stations provide both Radon and CO2 data for this study:
HEI, GIF, MHD and PUY. In order to extrapolate the esti-
mates from these sites, the model error is assumed here to
depend only on the 6-hour window of the day: 0:00–6:00,
6:00–12:00, 12:00–18:00 or 18:00–0:00 (UTC times are
used hereafter) and on the vertical location of the station at
low, intermediate or high altitude (respectively correspond-
ing to model levels 1 to 2, 3 to 8, 9 to 20; Table 4), and not
to vary during the summer period. GIF, HEI and MHD are
at low altitude. Concentrations are more difficult to model
with 50 km resolution at HEI, which is in the Rhine valley
(below the model ground at this location, Table 2), than at
GIF which is in a relatively flat area. MHD is located on
the coast and its location in a 50 km � 50 km grid cells is
a source of representation error [Chevillard et al., 2002a].
MHD receives background air entering Europe with Westerly
winds. Its data are mainly used to constrain gradients of con-
centrations, and thus the fluxes, between continental sites and
MHD, during the inversion. Larger problems of representa-
tion occur at mountain sites such as PUY, because they are far
from the model ground which is lower than the real ground
(Table 2). At these sites, the model hence simulates incorrectly
the influence of local fluxes including those transported
through orographically forced mixing and injection of PBL
air by upslope winds.
2.2.2. GIF, HEI and MHD (Low Altitude Stations)
[27] At HEI and GIF, the main misfits between the simu-

lation and the data in the diurnal cycle of Radon concentra-
tions (Figures 2a and 2d) are an anticipation of the extrema
of the cycle with a bias of �1–2 hours in the simulation and
misfits in the amplitude of the cycle. These should be related
to errors in the simulation of the diurnal cycle of the PBL,
inside which HEI and GIF are positioned during all the day.
At HEI, the bias in the Radon fluxes is likely negative
(because the model concentrations are too low during

daytime), and cannot explain the too high amplitude of the
diurnal cycle in the simulation. The too low diurnal cycle at
GIF is likely due to tendencies in the model to overestimate
PBLH during the night as noticed by Aulagnier [2009] who
compared model PBLH to radiosonde measurements from
Dolman et al. [2006] at 12:00 and 0:00 during May-June
2005. Differences in the biases at HEI and GIF indicate that
such biases cannot be solved by applying a spatially homo-
geneous correction to the PBLH. However, at these sites, the
impact of errors in the PBLH should be similar for Radon
and CO2 (Figures 2b and 2e). Therefore, the use of Radon to
estimate the model error when simulating CO2 should be
reliable. At HEI, the better simulation of the diurnal ampli-
tude of CO2 than that of Radon likely reveals a too low
diurnal cycle in fluxes from ORCHIDEE which compen-
sates for the increase in the amplitude due to model error.
The evening minimum of concentration at HEI or GIF which
is too late in the CO2 simulation while it is too early in the
Radon simulation suggests that the time window of uptake is
too long in ORCHIDEE.
[28] The temporal statistics of the misfits between the

simulations and the hourly data at HEI and GIF during
summer 2007 are given in Table 3 for two 6-hour windows:
0:00–6:00 and 12:00–18:00 but results are similar respec-
tively for the windows 6:00–12:00 and 18:00–0:00. The
ability of the simulations to capture synoptic events is also
illustrated by the evolution of daily concentrations provided
in the auxiliary material (Figures S1 and S2 in Text S1).1

The simulation generally underestimates the amplitude of
synoptic events and thus the standard deviation of the con-
centrations. Correlations between the simulation and the
data � 0.6–0.7. The ratio of the standard deviation for the
Radon hourly misfits relative to the standard deviation for
the Radon data is larger between 0:00 and 12:00 than between
12:00 and 0:00. The model error seems thus too large to filter
information about the fluxes from the CO2 data between 0:00
and 12:00. Furthermore, biases due to erroneous PBLH (likely
the main source of model error at GIF and HEI) should be
larger during nighttime (after 20:00) than during daytime
[Aulagnier, 2009]. Therefore, the CO2 observations made
during the windows 0:00–6:00, 6:00–12:00 and after 20:00–
0:00 will not be assimilated for inverse modeling.
[29] At MHD, the representation error seems to be very

different when simulating Radon or CO2 (Figures 2g and 2h),

Table 3. Temporal Statistics of Misfits Between the Simulations and CE CO2/Radon Hourly Data at GIF and HEIa

Station Type of Data STDobs STDmod RMS BIAS STD CC STDmoderr

GIF Radon 1.50 / 0.93 0.98 / 0.69 1.17 / 0.68 �0.17 / -0.07 1.15 / 0.67 0.64 / 0.69
Prior C02 13.01 / 5.19 5.39 / 3.11 16.19 / 4.08 �12.11 / -0.55 10.75 / 4.04 0.59 / 0.63 9.74 / 3.74
Inverted C02 13.01 / 5.19 13.32 / 4.71 12.11 / 3.00 5.59 / -0.36 10.75 / 2.98 0.67 / 0.82
Inverted C02 in LMDZ 13.01 / 5.19 6.81 / 3.12 18.82 / 5.06 �13.72 / -0.18 12.88 / 5.05 0.28 / 0.34

HEI Radon 2.88 / 1.75 2.04 / 0.94 2.37 / 1.57 0.21 / -0.93 2.36 / 1.26 0.58 / 0.72
Prior C02 13.66 / 8.42 12.26 / 3.73 11.87 / 7.39 3.25 / -3.50 11.42 / 6.50 0.62 / 0.68 11.19 / 6.06
Inverted C02 13.66 / 8.42 15.74 / 6.82 18.30 / 4.47 13.27 / 0.13 12.60 / 4.46 0.64 / 0.85
Inverted C02 in LMDZ 13.66 / 8.42 7.62 / 4.35 16.43 / 7.71 �10.24 / -3.00 12.85 / 7.10 0.38 / 0.54

aResults are given for the windows 0:00–6:00 / 12:00–18:00 during summer 2007. STDobs, standard deviation in the data; STDmod, standard
deviation in the simulation; RMS, RMS misfits; BIAS, mean of the misfits; STD, standard deviation of the misfits; CC, correlation between the
simulation and the data; and STDmoderr, estimate of the model error standard deviation when simulating CO2 with CHIMERE = STD(Radon)/
STDobs(Radon) * STDobs(prior CO2).

1Auxiliary materials are available in the HTML. doi:10.1029/
2011JD016202.
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and the estimate of the model error based on the Radon
method does not seem reliable at this station. The model error
for low altitude stations is thus quantified using the temporal
standard deviation of Radon misfits STDmodel error

Radon for the
whole period of simulation (June-September) at HEI and
GIF. For CO2 the following expression is used:

STDCO2
model error ¼ STDRadon

model error ∗ STDCO2
obs =STD

Radon
obs ð1Þ

where STDobs
CO2 and STDobs

Radon are the temporal standard
deviations respectively for the CO2 and the Radon data.
The setup of the inverse system is based on hourly (with
a view to assimilate hourly data) time series from HEI
(instead of GIF, where values are smaller) for the period
June-September 2006 and for each of the four 6-hour
windows of the day. This yields the values displayed in
Table 4 for time windows when data will be assimilated,
and for time windows 0:00–6:00: 12.7ppm and 6:00–12:00:
12.5ppm. These values are quite similar to that for summer
2007 (Table 3) and to the values derived by Aulagnier [2009]
who studied the sensitivity of CHIMERE concentrations to
erroneous PBLH, errors in the simulation of synoptic events
and erroneous model topography.
[30] Temporal autocorrelations with 3 to 6-hour timescales

are analyzed in the Radon misfits (not shown). There should
be such correlations in the model error based on the
assumption that the temporal variability in Radon misfits is a
good estimate of that in the model error. However, presently,
these correlations are not included in the inversion setup
which may underestimate the model error even though it
overestimates its standard deviation at sites such as GIF by
using values from HEI.
2.2.3. PUY (High Altitude Stations)
[31] PUY is above the PBL at night and included in a deep

PBL during the day (Figures 2j and 2k). Due to the problem
of vertical location of the station in the model, the local
fluxes of Radon and CO2 have a far weaker signature on
concentrations at PUY in the simulations than in the data.
This explains the far smaller concentrations and diurnal
cycles in the simulations. These errors are enhanced by the
PBL which seems too low in the model because the time
window during which Radon concentrations are increased is
shorter in the model than in the data. For Radon, the fluxes
seem also too low in the model because the concentrations in
the first level of the model are smaller than the data during
daytime (the Radon fluxes from the local volcanic rocks are
likely underestimated). Furthermore, the Radon emitted
from nearby regions decays in the simulation before reach-
ing the model location for PUY. Therefore, the model error
variability strongly depends on the variability of the local

fluxes which is very different for the two gases, on biases in
these fluxes and on the radioactive decay when simulating
Radon. An estimation of the model error when simulating
CO2 based on comparisons between Radon simulations and
data at PUY would not be reliable.
[32] The model error is likely smaller by night, when the

station is in the free troposphere, than by day (Figure 2j).
Thus, following Patra et al. [2008] and Chevallier et al.
[2010], at high altitude stations, only nighttime (0:00–6:00)
values are used in the inversion. The setup of the model error
variance for these data is based on the estimate from
Aulagnier [2009] of the sensitivity of concentrations to
meteorological synoptic events at high altitude (Table 4).
The very high altitude stations (JFJ and PRS) are thus
mainly used to anchor the inversion with background con-
centrations, such as MHD. However, data at PUY, CMN and
OXK may catch a significant signal from the European NEE
even between 0:00 and 6:00.
2.2.4. Intermediate Altitude Stations
[33] The vertical structure of CO2 concentrations at the

multi level sites CBW and TRN is used to derive some
information about the model error at intermediate altitudes
because their lower and top levels of measurements are
located respectively below and above the second layer of
the model (Figure 3). For 6:00–12:00 and 12:00–18:00
(Figures 3a, 3b, 3d and 3e), the misfits between the simu-
lation and the data have a quite homogeneous structure which
indicates that all the vertical levels are inside a well mixed
PBL. For 18:00–0:00 (Figures 3c and 3f, results are similar
for 0:00–6:00), these misfits have a larger negative bias and a
higher variance at the lowest levels than at the highest ones.
The simulated PBL seems too deep or too strongly mixed.
The ratio between the standard deviations of the error and
of the signal does not change much with height and is similar
to that defined by values for the model error at low and
intermediate altitude from Aulagnier [2009]. Therefore, at
intermediate altitude, data are assimilated between 12:00
and 20:00 only such as at low altitude, with estimates of the
model error derived from the estimates at low altitudes using
the ratio of the values from Aulagnier [2009] (Table 4).

2.3. Setup of the Variational Data Assimilation

[34] At the CE stations, the scale of RMS misfits for CO2

(and for Radon) does not exceed that of the data variability
(Table 3), even though they combine model errors and high
errors from the prior estimate of fluxes. Biases can be
smaller in the LMDZ simulation of Chevallier et al. [2010]
(which does not assimilate data at HEI and GIF) than in
the CHIMERE simulation using fluxes from ORCHIDEE
(Table 3), due to the large scale optimization of concentrations

Table 4. CE CO2 Hourly Data Selection for Assimilation and Typical RMS Misfits to These Data During the Corresponding Time
Window for the Simulations Without Inversion

Type of Station Stations

Time
Selection for
Assimilation

Setup of the
Model Error

for Hourly Data

Typical RMS of
Hourly Misfits
Simulation-Data

Low alt. station (lev 1–2) GIF, HEI, LMP, LMU, MHD, WES, 12:00–20:00 5.4 ppm before 18:00 4–8 ppm
low levels of CBW, HUN and TRN 6.7 ppm after 18:00 4–13 ppm

Interm alt. station (lev 3–8) top levels of CBW, HUN and TRN, 12:00–20:00 4.9 ppm before 18:00 5–6 ppm
SCH 5.3 ppm after 18:00 5–7 ppm

High alt. station (lev 9–20) CMN, JFJ, OXK, PUY, PRS 0:00–6:00 3.6 ppm 3–5.5 ppm
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in LMDZ from the global flux inversion, but the error
standard deviation is generally smaller with CHIMERE due
to its greater ability to capture the variability in the con-
centrations. The error from the fluxes is likely smaller than
the model error for hourly data, but it increases significantly
the misfits to these data when combined to the model error
(Tables 3 and 4). The temporal autocorrelation scales
should be far larger in the error from the fluxes (see the
characterization of the error in the prior fluxes below) than
the 3 to 6-hour timescales diagnosed for the model error.
Therefore, the inversion system should be able to filter a
large signal of the errors from the fluxes even in short time
series of hourly misfits.
[35] Data assimilation is thus applied to correct f = the

6-hour mean European biosphere fluxes (for windows
0:00–6:00, 6:00–12:00, 12:00–18:00, 18:00–0:00 every day)
at the horizontal resolution of CHIMERE (i.e. on 0.5°� 0.5°
surface areas). The split of corrections for fluxes, usually
applied to daily, weekly or monthly means, into four 6-hour
periods of the day, enables the corrections of errors in the
diurnal cycle of the fluxes. However, the variation of fluxes

from ORCHIDEE at the 3-hourly scale within the 6-hour
windows is kept unchanged by the inverse modeling system.
[36] The method of Chevallier et al. [2005, 2007] which is

used here is similar to 4D variational data assimilation such
as applied in meteorology by Courtier et al. [1994]. The
minimization of J is handled iteratively, here using the
M1QN3 algorithm [Gilbert and Lemaréchal, 1989]. At each
iteration,rJ is estimated using the adjoint of CHIMERE:MT.
During the inversions conducted for this study, estimates f e

of argminJ are obtained after 13 iterations only, because 13
iterations are sufficient for ∣∣rJ ∣∣ to get very low during
all experiments (e.g. less than 8% of its initial value during
the inversion for summer 2007), and for J to get very close
(with less than 10% relative error) to its theoretical minimum
during experiments using synthetic data (see section 3). The
estimation of A is detailed in section 3.
[37] The final corrections f e � fb that are applied to the

fluxes are mapped from the y-space to the f-space by BMT

which highlights the importance of correct specification
of B. Following Chevallier et al. [2005], correlations in B
for the NEE are modeled using exponential functions of
distance and time. Chevallier et al. [2006, also What eddy-

Figure 3. Statistics of the misfits to CO2 data (in ppm) at (a, b, and c) CBW and (d, e, and f) TRN as a
function of the level of measurement (the altitude is given in m) during summer 2007. Figures 3a and 3d
are misfits for window 6:00–12:00; Figures 3b and 3e are misfits for window 12:00–18:00; and Figures 3c
and 3f are misfits for window 18:00–0:00. Solid lines: bias; dashed lines: standard deviation of the misfits;
green: model using prior estimate for the fluxes; red: model using inverted fluxes. Model ground (black
solid line) and vertical levels (black dashed lines) are also indicated.
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covariance flux measurements tell us about prior errors in
CO2-flux inversion schemes, submitted to Global Biogeo-
chemical Cycles, 2011] estimate the statistics of errors on
ORCHIDEE based on local comparisons to FLUXNET eddy
covariance flux measurements and provide a formulation for
the statistical upscaling of this error at lower scales. This is
used to derive the correlation e-folding length (the length
required for the correlations to decrease by a factor of e) in B
for 6-hour/50 km aggregated fluxes: 1 month in time and
250 km in distance. Chevallier et al. (submitted manuscript,
2011) do not show any dependence of the correlations in the
error on fluxes to the PFTs in ORCHIDEE. There should be
large errors in the description of biomes by the different
PFTs but PFT-independent errors arising from wrong soil
composition parameters or meteorological forcing may have
a larger influence on the correlations in errors on fluxes in
ORCHIDEE. Correlations in B are thus setup without
accounting for PFTs. Here, temporal correlations apply only
for 6-hour flux errors related to identical 6-hour windows of
the day, and are set to 0 between 6-hour flux errors related to
different 6-hour windows of the day. This assumes that
errors in ORCHIDEE are uncorrelated between different
6-hour windows due to the diurnal cycle in the carbon-cycle
dynamics. Actual correlations are likely negative between
nighttime and daytime and positive between two consecutive
nighttime or daytime windows. However, it seems difficult
to derive an estimate of such correlations.
[38] Standard deviations are set proportional to the res-

piration fluxes given by ORCHIDEE. The multipliers
applied to respiration do not vary in space or during sum-
mer but they are function of the time of the day. They have
lower values at night because the errors of fluxes appear to
be larger at daytime. They are setup so that daily errors on
fluxes �2 gCm�2day�1 and do not exceed 3 gCm�2day�1,
which is consistent with the estimations of Chevallier et al.
(submitted manuscript, 2011). The dependence of respira-
tion on PFT and forcing means the prior variances on the
diagonal of B are less homogeneous in space and time than
the correlations. This setup for B yields a typical uncer-
tainty with standard deviation �0.2 PgC for the summer
flux over the �3.9 � 106 km2 of land surface in the
CHIMERE European domain, about 60% of the uptake of
�0.3 PgC (�79 gCm�2) simulated by ORCHIDEE.
[39] Ocean fluxes are adjusted along with NEE using prior

error covariances with 500km/1 month lengths of exponen-
tial decay for the correlations and standard deviations =
0.2 gCm�2day�1 such as in Chevallier et al. [2010]. This
value derived at global scale is very low when compared to
the uncertainty in NEE and the uncertainty at regional scale
may be larger [Cai et al., 2006], especially here, because
null fluxes are used in the Mediterranean Sea. However,
estimates of ocean fluxes from Takahashi et al. [2002] in the
Atlantic Ocean and North Sea are relatively small compared
to the NEE in the domain and for the period considered here
(<15 gCm�2 locally) and the Mediterranean Sea is a small
sink for CO2 [Ortenzio et al., 2008]. Furthermore, at the CE
stations and in the timescales considered here, the impact of
changes in ocean fluxes is very low. The weak corrections
that occur in the ocean from the inversion will thus be
ignored hereafter.
[40] The CE sites (that are far from urban areas) see mostly

the effect of natural fluxes, but they can also be influenced by

anthropogenic sources. During particular synoptic events, the
quantity of CO2 from anthropogenic sources can even exceed
that from NEE [Levin and Karstens, 2007]. The anthropo-
genic fluxes bear significant uncertainties (�19% in the
estimate of the annual emissions for EU-25 [Ciais et al.,
2010a]). However, according to Peylin et al. [2009], the
impact of this uncertainty at CE sites is relatively weak. They
investigate the differences in the concentrations simulated by
several models, due to the use of different anthropogenic flux
estimates, including the one which is used here. The standard
deviation of such hourly differences when using CHIMERE
is smaller than 0.5 ppm at CE sites in summer except at
CBW, GIF and HEI where it is �1–1.5 ppm. Errors in the
anthropogenic fluxes are thus ignored [Ciais et al., 2010d;
Rayner, 2010] either in the control vector (in B) or in the
observational uncertainty.
[41] In the present configuration, the system assimilates

data from all the CE stations listed in Table 2 except TRN
whose data are kept for validation. At tall tower stations,
only data at the top level of measurement are assimilated to
avoid over-weighting information from these stations and to
avoid dealing with correlations in the model error between
the top and the bottom levels of a given station. The top level
is selected because it integrates the signature of fluxes at
larger scales. One observation is assimilated per hour (when
available) at a given site and during the time windows
defined in section 2.2. The selection of the observations used
for inverse modeling is summarized in Tables 2 and 4. Here,
R is set up diagonal. Model transport and representation
errors are assumed to dominate in the observation error and
values for R are based on Table 4. The aggregation error due
to the correction of fluxes at 6 hourly resolution instead of
hourly resolution is not accounted for.
[42] Neither the initial condition for the 3D concentrations

nor the open boundary conditions are adjusted in the inverse
modeling system even though the concentrations from the
LMDZ inversion used to impose these boundary conditions
bear significant uncertainties. Lauvaux et al. [2008] showed
that the influence of the boundary conditions in their con-
figuration is very low at the CE stations they use. However,
mountain stations are used here and they are far more sen-
sitive to concentrations transported from the boundaries than
low altitude stations [Chevillard et al., 2002b].

3. Estimation of the Uncertainty Reduction

[43] Experiments assimilating synthetic data which are
generated using known fluxes can be conducted to assess the
potential of an inversion system to retrieve information
about such fluxes. Following Chevallier et al. [2010], a
Monte Carlo approach is used here to estimate A as the
posterior covariance of fluxes based on an ensemble of
inversions using synthetic prior fluxes fi

b and observations
yi
o which sample the assumed prior distributions N(f t, B) and

N(Mf t, R). The fluxes from ORCHIDEE are used to provide
a truth f t. Posterior fluxes are denoted fi

a. 15 inversions are
used for periods Jun–Sep 2003 and Jun–Sep 2006. For each
summer, the error estimates are pooled for all 4 months
giving 60 ensemble members. This assumes the error char-
acteristics are the same month to month during summer. The
setup of R does not evolve and the setup of B and the data
availability do not evolve much from June to September
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every year. However, the variability in the atmospheric
transport may imply some variability in the posterior
uncertainty even when assimilating synthetic data.
[44] Characterizing uncertainties in fluxes by their stan-

dard deviations, the uncertainty reduction for any scalar
function G of the monthly fluxes is given by rmonth

G = 1 �
(samonth

G )/(sbmonth
G ) where samonth

G and sbmonth
G denote the

standard deviations of the G(fi
a) and G(fi

b) respectively.
rmonth
G is assumed to be a lower limit of the estimate of the

uncertainty reduction for a similar function of the seasonal
fluxes rG, based on the hypothesis that time correlations in
A are smaller than in B, so that the uncertainty in posterior
fluxes decreases more when upscaling to seasonal fluxes
than the uncertainty in prior fluxes. This hypothesis is based
on the fact that the errors in the allocation of misfits in
concentrations to fluxes (by increasing/decreasing the wrong
flux in order to increase/decrease the concentration at a
given observation location) yield errors in the inverted
fluxes which have negative correlations. A statistical esti-
mate of the temporal autocorrelation in the error to the “true”
6-hour mean fluxes as a function of the lag-time (based on
samples from many space and time locations and from the
15 experiments in 2006) give confidence in this assumption
by indicating a 29.7 day correlation e-folding time for the
prior uncertainty (a good approximation of the 30 day cor-
relation e-folding time used to set up B), and a 27.6 day
correlation e-folding time for the posterior uncertainty.

Values of the posterior uncertainty in seasonal fluxes are
thus derived from the estimate of the prior uncertainty in
seasonal fluxes based on the B used to set up the inversion,
from the ensemble estimate of rmonth

G , and from the
assumption rG = rmonth

G .
[45] During these inversions using synthetic data, the

setup of prior and observation covariances match the actual
noise on prior fluxes and observations. Thus, the iterative
minimization of J converges toward the expected value of its
minimum in theory, i.e. the number of observations that are
assimilated Nobs [Weaver et al., 2003]. After 13 iterations,
J(f e) is within 10% of this minimum. Real data cases
generate cost functions �20% less than the theoretical
minimum suggesting some errors in the specification of
the uncertainties. The incomplete convergence of J along
with the underestimate of rG using rmonth

G suggest that
posterior uncertainties are overestimated but this may
compensate the neglect of other sources of error, such as
errors in the characterization of the actual uncertainties in
prior fluxes when setting up B.
[46] The convergence of the ensemble estimations of

samonth
G and sbmonth

G is verified for G = (1, ., 1) (for the
monthly total fluxes) in summer 2006. The estimates using
40 and more members are within 6% of the estimates using
60 members. The estimate of sbmonth

G using 60 members is
also within 6% of the estimate of the prior uncertainty in
monthly fluxes based on the setup of B in the inversion

Figure 4. Map of uncertainty reduction (1-STDinv/STDprior) for 30-day flux per model grid cell and per
6-hour window of the day, estimated for summer 2006. Stations where data are assimilated are indicated
by plus signs. Windows (a) 0:00–6:00, (b) 6:00–12:00 during which there is no data assimilation,
(c) 12:00–18:00, and (d) 18:00–0:00.
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system. 60 members should thus be sufficient to get a fair
estimate of rmonth

G .
[47] Those estimates indicate an uncertainty reduction for

monthly fluxes of the full domain that is �60% for both
summer 2003 and summer 2006, although 11 stations are
used in 2006 versus 9 stations in 2003. Changes in the
observing network between 2002 and 2007 may have little
impact on the uncertainty reduction at continental scale but
changes in the climatic conditions may also favor the
extrapolation of the information from the data during the
inversion in 2003. The uncertainty reductions of up to 60%
are promising given planned expansion in the network. They
will be used for each month and season in the study period.
[48] Maps of uncertainty reduction for local monthly

fluxes for each 6-hour window of the day are shown on
Figure 4 for 2006 (and on Figure S3 in Text S1 of the
auxiliary material for 2003). The uncertainty reduction is
stronger close to the CE stations, in particular close to low
altitude stations at daytime (e.g. close to GIF, CBW and
HEI). A large part of the spread of uncertainty reduction is
due to covariances in the setup of B, but the transport plays a
critical role too, especially in the extrapolation of the infor-
mation from nighttime (daytime) at mountain (low altitude)
sites to daytime (nighttime) in nearby areas. At night, the
uncertainty reduction is smaller because data are not assim-
ilated at low altitude. An inversion has been conducted with
the assimilation of nighttime synthetic data at low altitude
(not shown). This demonstrated large uncertainty reduction
in nighttime fluxes as for Lauvaux et al. [2008] and
Aulagnier [2009] because experiments using synthetic data
deal with a model error that is unbiased and perfectly char-
acterized in the setup of R in the inversion system. In real
cases, the assimilation of nighttime observations at low
altitude (not shown) has add errors to flux estimates because
of poor model performance (with large errors on PBLH at
night). This shows that conclusions from experiments and
network design studies using synthetic data must be ana-
lyzed carefully before applying them to real cases.

4. Validation of the Results From Experiments
Using Real Data

[49] In this section, concentrations and fluxes are com-
pared with independent (i.e. not assimilated) data to assess
the performance of the inversion. This process is historically
termed validation within the data assimilation community.

4.1. Comparisons to CO2 Mixing Ratio Measurements

[50] Most of the CE data are assimilated so that an overall
decrease in the misfits between the simulation and these data
is necessarily obtained. Except for 3 cases (LMU and HEI
for 0:00–6:00 and HUN for 6:00–12:00) temporal RMS
misfits between the simulations and all (assimilated or not)
CE data are decreased for any 6-hour window of the day by
the inversion in 2007 (Table 5). This shows that the inver-
sion improves the simulated atmospheric state, which is a
first indication of improvement in the flux estimates. This
decrease is not homogeneous, and the reduction of RMS
misfits at high altitude is far smaller (�15%–20% for data
assimilated between 0:00 and 6:00, less than 10% for non
assimilated data from 6:00 to 0:00) than at low altitude
(�40% for data assimilated between 12:00 and 20:00,
�15%–25% for non assimilated data from 0:00 to 12:00).
[51] At HEI, the increase in RMS misfits during the win-

dow 0:00–6:00 is essentially due to an increase of the bias in
the simulation (Table 3). Adjusting concentrations from
12:00 to 20:00, the inversion raises night concentrations to
higher values than the data (Figures 2b and 2c), probably a
signature of model error, as suggested by the diurnal cycle of
the Radon simulation which is too high (Figure 2a and
section 2.2). Increases in RMS misfits at LMU and HUN in
the morning should also be related to model error. At GIF
(Figures 2e and 2f), the inversion raises concentrations from
20:00 to 5:00 with a peak at 0:00, while the diurnal cycle
of the Radon simulation is too low (auxiliary material
Figure S1d in Text S1). Therefore, close to GIF and before
0:00, the fluxes may be increased too much by the inversion.
Even though no data are assimilated at TRN and at the lower
levels of CBW, the misfits are decreased at any level of these
towers and for any 6-hour window of the day by the inversion.
However, the standard deviation of the misfits is increased
and the bias is kept large at the bottom levels during 18:00–
0:00, when the PBL stratifies (Figure 3). This can be related
to errors in the PBLHwhich is positioned between the bottom
and the top levels of these towers at that time. Finally, for
most of the low and intermediate altitude sites, and for any
6-hour window of the day, all components of the misfits to
the data are decreased (the correlation between the simu-
lation and the data is increased, the difference of standard
deviation and the bias between the simulation and the data are
decreased) by the inversion in the sameway they are decreased
at HEI for the window 12:00–18:00 or at GIF (Table 3). This

Table 5. Reduction of Temporal RMS Misfits Between the Simulations and CE CO2 Hourly Data During Summer
2007a

Station Data Assimilated 1-RMSinv/RMSprior (%)

CBW 200 magl no / no / yes / before 20:00 10.12 / 4.15 / 13.98 / 12.41
GIF no / no / yes / before 20:00 25.18 / 23.58 / 26.46 / 44.86
HEI no / no / yes / before 20:00 �54.16 / 12.57 / 39.54 / 6.73

HUN 115 magl no / no / yes / before 20:00 9.55 / -6.92 / 42.71 / 30.96
JFJ yes / no / no / no 5.07 / 6.26 / 10.37 / 7.09

LMU 79 magl no / no / yes / before 20:00 �6.27 / 10.22 / 52.14 / 22.76
MHD no / no / yes / before 20:00 13.78 / 12.99 / 12.27 / 10.59

OXK 163 magl yes / no / no / no 12.41 / 7.44 / 1.15 / 7.65
PRS yes / no / no / no 6.44 / 7.80 / 14.22 / 12.77
PUY yes / no / no / no 12.31 / 4.14 / 0.86 / 6.42

TRN 180 magl no / no / no / no 19.13 / 5.32 / 10.56 / 28.60

aResults are given for each 6-hour window of the day: 0:00–6:00/6:00–12:00/12:00–18:00/18:00–0:00.
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shows that the inversion improves the variability in the con-
centrations at high temporal resolution.
[52] At PUY (Figures 2e and 2f) and at all CE mountain

sites, the simulated concentrations in the free troposphere are
improved as can be expected from the assimilation of data at
nighttime only, because of the model not capturing the
decreasing trend during the day. Improvement also exist at
the synoptic scale (not shown). The inversion abnormally
perturbs the diurnal cycle of concentrations at lower model
levels at PUY as at GIF (Figures 2f and 2l), but not at other
mountain sites, due to the assimilation of data at GIF.

4.2. Comparisons to Eddy Covariance Flux
Measurements

[53] The gap-filled CE L4 product [Papale et al., 2006]
gathering eddy covariance flux measurements from most

parts of Europe is used to check the consistency of inverted
fluxes. Hourly data from the stations given in Figure 1 are
used for comparisons with the fluxes from ORCHIDEE and
those from the inversion sampled on the grid cells in which
the stations are located. These data are generally not avail-
able for all years between 2002 and 2007 at a given station.
They represent scales from a few hectares to a few km2

(depending on the height of the sensors above the canopy,
on the roughness of the surface and on the air stability) while
fluxes in the model are given at 50 km resolution. Thus large
scale averaging over the set of stations or in time is needed
before comparison to reduce the representation error. The
validation focuses here on the time variability in the spatial
averages over all CE L4 stations (Figures 5 and 6).
[54] The analysis of the diurnal cycle of 6-hour mean

fluxes during summers 2006 and 2007 (Figure 5) yields

Figure 5. Diurnal cycle of 6-hour mean NEE (mmolCO2m
�2s�1; negative values: sink) averaged over all

available CE L4 locations (a and b) in summer 2006 and (c and d) in summer 2007. Figures 5a and 5c:
blue: CE L4 data; green: ORCHIDEE; red: inverted fluxes. The locations of the CE L4 stations that are
used are given in Figures 5b and 5d.
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Figure 6. Temporal evolution of 6-hour mean NEE (mmolCO2m
�2s�1; negative values: sink) averaged

over all available CE L4 locations in summer 2006. Blue: CE L4 data; green: ORCHIDEE; red: inverted
fluxes. Windows (a) 0:00–6:00, (b) 6:00–12:00, (c) 12:00–18:00, and (d) 18:00–0:00. Error statistics are
detailed: RMS = RMS error, BIAS = mean error, STD = standard deviation of the error, SDE = standard
deviation in the simulation-standard deviation in the data, CC = correlation between the estimate of the
fluxes and the data.
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conclusions which apply to other summers. The inversion
improves the mean fluxes for windows 0:00–6:00, 6:00–
12:00 and 18:00–0:00. The largest improvement is obtained
during 6:00–12:00. At night, the improvement is not sys-
tematic but biases are never significantly increased. The
corrections are smaller than at daytime which is consistent
with the fact that errors on the prior NEE are smaller during
the night. However, between 12:00 and 18:00, for every
year, the inversion increases the mean error to CE L4 data.
This is assumed to be a result of a temporal aggregation error
[Thompson et al., 2010]. The uptake simulated by ORCHI-
DEE is larger (smaller) than the CE L4 data after (respec-
tively before) 16:00 (not shown). Due to the stronger
stratification of the atmosphere, errors in the fluxes generate
larger misfits at the observation locations in the PBL even
though they may be smaller after 16:00 than before. There-
fore, during 12:00–18:00, the mean misfits that are assimi-
lated are negative and the 6-hour mean flux increment is, on
average, positive. Although the inversion increases this bias
during the afternoon, it improves the match of the daily
mean fluxes to the CE L4 data.
[55] An artifact of the 6-hour averaged display of the

fluxes indicates that inversion deteriorates the general
shape of the flux diurnal cycle, with a stronger uptake in
the morning than in the afternoon in the inverted fluxes
while ORCHIDEE and CE L4 data indicate a stronger
uptake in the afternoon than in the morning. Actually the
maximum for uptake erroneously occurs at �13:00–14:00 in
ORCHIDEE while it occurs at �11:00–12:00 in the CE L4
data. The uptake is balanced between the morning and the
afternoon in the CE L4 data with differences smaller than the
uncertainty in these data (in particular other CE products for
fluxes that are not used here display larger uptake in the
morning than in the afternoon). These differences are thus
not significant enough to assess whether the change of the
diurnal cycle of the 6-hour mean fluxes by inversion is
sensible or not.

[56] Time series of daily 6-hour averages of mean fluxes
for all CE L4 locations (Figure 6) show that the inversion
improves the monthly variability of these fluxes. Further-
more, the split of corrections between the different 6-hour
windows of the day enables the system to apply monthly
corrections that are not identical from one 6-hour window to
the other, in keeping with the differences observed between
ORCHIDEE and the CE L4 data, which improves the vari-
ability in the diurnal cycle. Those two points are illustrated
by the fact that in 2006, consistently with the data, correc-
tions applied in June-July are stronger than in August (when
ORCHIDEE fits better with the data) for the window 18:00–
0:00, while, in the opposite sense, smaller corrections are
applied in June-July than in August for the window 0:00–
6:00. Time correlations between the simulations and the data
are increased by the inversion so that error standard devia-
tions are generally decreased. For 12:00–18:00, although the
inversion increases the RMS error and bias, it improves the
variations in monthly average. Improvements are obtained
when restricting the estimate of NEE to CE L4 stations within
model grid cells covered mostly by forests or crops PFTs in
ORCHIDEE (auxiliary material Figure S4 in Text S1), which
tends to increase the confidence in the spatial variability
(at least in the split of the contributions to the NEE from the
different PFTs) from the inversion. However, such stations
are so few that these comparisons should bear large errors
of representativeness in term of length scales and because the
vegetation surrounding a station may not correspond to the
PFT which dominates in the 50 km � 50 km model grid cell
where this station is located.

5. Diagnostics for Summer Fluxes

[57] The previous sections give confidence in estimating
the net seasonal biogenic flux over the European domain of
CHIMERE. The mean of the prior summer NEE for 2002–
2007 is ��0.3 PgC (��79 gCm�2 over �3.9 � 106 km2).

Figure 7. Summer NEE (PgC; negative values: sink) and NEE anomaly compared to the summer mean
for 2002–2007: (a) total and (b) estimates for window 6:00–12:00. Light color bars: ORCHIDEE; dark
color bars: inverted fluxes. Vertical black lines: NEE +/� standard deviation of the uncertainty in NEE
(the posterior uncertainty is based on the estimates of uncertainty reduction for monthly fluxes in summer
2006).
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The uncertainty (expressed hereafter by its standard devia-
tion) in this mean �0.08 PgC if errors are independent or
�0.2 PgC if errors are fully correlated from year to year.
ORCHIDEE has some biases but does not completely cap-
tures the interannual variability of fluxes, therefore the actual
uncertainty should lie between these two values. The value
0.2 PgC seems more reasonable considering the potential
errors in the estimate of the prior uncertainty for each
year. The mean of the inverted summer NEE for 2002–
2007 is ��0.35 PgC (��91 gCm�2) with uncertainty
�0.08 PgC conservatively assuming perfect correlation of
errors from year to year. This uptake is larger that the mean
summer anthropogenic emissions used here (�31 PgC for
2002–2007). However, the NEE increments from inversion
have a scale comparable with that of the uncertainty on the
anthropogenic fluxes in summer.

[58] The increase in the summer uptake by the inversion
occurs every year except for 2002 (Figure 7a). This increase
is mainly applied in the morning (Figures 5 and 7b). One
reason for ORCHIDEE’s underestimate of uptake is that its
run commences from equilibrium, negating one important
mechanism for carbon sinks. The amplitude of the interan-
nual variability is slightly decreased by the inversion (by
�0.03 PgC). The positive anomaly in 2003 is slightly mod-
ified but its amplitude becomes far larger than that for other
years except 2004. For the window 6:00–12:00 (Figure 7b),
the anomaly in 2003 is very large because smaller increases
are made to prior uptakes for 2003 than for other years. The
response of ORCHIDEE to the anomalous weather in 2003
counteracts the mean bias. However, the calculation of
anomalies from the relatively short 2002–2007 period sug-
gests caution interpreting such results.

Figure 8. Summer NEE (PgC; negative values: sink) and NEE anomaly compared to the summer mean for
2002–2007. (a) NEE for (b) model grid cells mostly covered by forest; (c) NEE for (d) model grid cells mostly
covered by croplands according to the PFTs in ORCHIDEE. Light color bars: ORCHIDEE; dark color bars:
inverted fluxes. Vertical black lines: NEE +/� standard deviation of the uncertainty in NEE (the posterior
uncertainty is based on the estimates of uncertainty reduction for monthly fluxes in summer 2006).
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[59] According to estimates of NEE in areas covered
mostly by a given PFT of ORCHIDEE, the inversion
increases the summer uptake of forests for any year except
2004 while it decreases the uptake for croplands for 2002,
2004, 2005 and 2007 (Figure 8). They may be sensitive to
the crop sowing in winter which is not accounted for in the
version of ORCHIDEE used for this study [Smith et al.,
2010a]. The main corrections applied in 2003 during the
drought occur for areas dominated by croplands (Figure 8).
Smith et al. [2010b] also increase the anomaly of the uptake
by cropland in 2003 by improving the modeling of crops in
ORCHIDEE. In particular, they account for irrigation, which
reduces the negative impacts of drought on NEE, and for

winter- and spring- type crop phenology, which attenuates
the carbon loss in July -September. In 2003, the human
management has moderated the impact of the heat wave so
that the summer 2003 NEE positive anomaly should be
stronger for forest than for croplands. This can be seen in the
inverted fluxes but not in the fluxes from ORCHIDEE for
which the NEE from croplands displays also a strong posi-
tive anomaly in summer 2003. However, the inversion pro-
duces a NEE for croplands in 2006 and 2007 that is similar
to that for 2003 which seems abnormal. This may highlight
some problems in the inversion system or a large depen-
dence of the results from inversion to the CO2 observation
network which has significantly changed from 2003 to 2006.

Figure 9. Map of summer NEE increments from inversion (gCm�2; negative values: sink): (a) 2002,
(b) 2003, (c) 2004, (d) 2005, (e) 2006, and (f) 2007. Values are masked (set to 0) where the uncertainty
(standard deviation) reduction from the inversion is lower than 25% according to both the statistics derived
for monthly fluxes in summer 2003 and that for monthly fluxes in summer 2006 (see section 3).
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[60] Corrections to prior fluxes occur at quite high resolu-
tion despite the 250km length-scale of correlations in B. The
main patterns of the corrections for mean summer NEE in
regions with reasonable uncertainty reduction (Figure 9; see
also the map of mean summer NEE and corresponding
anomalies on Figure S5 and S6 in auxiliary material Text S1)
consist in an increase of the uptake in the northern Balkans
and Italy, in a decrease of the uptake in northern France and
western Germany and in a strong interannual variability
elsewhere. There are contiguous areas with positive and
negative flux increments but the presence of stations in each
of these areas shows that this is constrained by the data and
that it does not correspond to the dipoles which are artifacts
of inversion in weakly constrained regions [Peylin et al.,
2002]. Abnormal corrections occur in areas of low uncer-
tainty reduction far from CE stations (auxiliary material
Figure S5 in Text S1), e.g. in Spain in 2002, 2004 and
2005. Their amplitude does not exceed that of the uncertainty
in prior fluxes but there are clear indications that they yield
unrealistic patterns e.g. a strong negative anomaly of NEE
despite the drought in Spain during summer 2005 (auxiliary
material Figure S6 in Text S1). Estimates of NEE over the
whole European domain in Figures 7 and 8 are however
sensible because the spatial aggregation decreases the
uncertainty in the resulting NEE [Carouge et al., 2010b] and
the uncertainty reduction for the whole domain, even with
restrictions to croplands, forest areas, or to the window 6:00–
12:00, should be larger than 30% according to the results
from section 3.
[61] The inversion modifies the shape of the monthly

variability every year (Figure 10; see also the monthly
anomalies on auxiliary material Figure S7 in Text S1) even
though inverted estimates lie within the error bars of the

prior estimates. It decreases the uptake in June except in
2005, it always increases the uptake in July, it increases the
uptake in August except in 2005, and it increases the
uptake in September except in 2004 and 2007. Smith et al.
[2010b] obtain similar corrections for croplands by improv-
ing the modeling of crops in ORCHIDEE. In fluxes from
ORCHIDEE, summers 2002, 2006 and 2007 display an
uptake which slightly increases in September while inverted
fluxes display an uptake which keeps on decreasing in
September every year. Monthly anomalies are reduced by
the inversion. The monthly anomalies during 2003 are kept
positive by the inversion, despite a large decrease in the
anomaly for September. Those modifications confirm that
the system identifies specific corrections at the monthly
scale rather than mean corrections in time.

6. Conclusions

[62] This paper describes the setup of an inverse modeling
system assimilating hourly atmospheric data from ground
based stations for the estimate of European CO2 NEE. It is
based on a mesoscale atmospheric transport model whose
skills are evaluated qualitatively and quantitatively using
comparisons to Radon and CO2 data. Radon data are used to
compute the standard deviations of the model error when
simulating CO2 at low altitude. The estimate of temporal
correlations in the misfits between simulated and observed
Radon data should be used to setup correlations in the model
error for future studies. The method would benefit from the
measurement of Radon at more continuous stations. Mea-
surements of PBLH with ceilometers or LIDARs would be
also useful to correct for errors from the simulation of PBLH
but the use of Radon data provides an estimate of the model

Figure 10. Temporal evolution of monthly NEE (PgC.month�1; negative values: sink): (a) 2002,
(b) 2003, (c) 2004, (d) 2005, (e) 2006, and (f) 2007. Green: ORCHIDEE; red: inverted fluxes; shaded
areas: NEE +/� standard deviation of the uncertainty inNEE (the posterior uncertainty is based on the
estimates of uncertainty reduction for monthly fluxes in summer 2006).
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error which accounts for other important error sources. The
confidence in this estimate would benefit from improved
estimates of Radon fluxes, but a more complex method is
needed to account for the differences when simulating
Radon and CO2 in the impact of the flux variability on the
model error.
[63] The time windows during which the model errors and

biases should be small enough so that hourly misfits can be
used to retrieve corrections in the fluxes at fine scale are
identified as a function of the measurement locations. This
defines when data are selected for assimilation in the inverse
modeling system. Increasing the spatial resolution of the
model would enable a better representation of mountain sites
and of their vicinity so that far more data could be assimi-
lated at high altitude. This would provide a further reduction
of uncertainty in fluxes over large areas due to the large
spatial influence of such observations. At low altitude sta-
tions, better estimates of PBLH are needed to assimilate data
from 20:00 to 12:00 or to improve their use between 12:00
and 20:00. Based on an improved simulation of the PBL,
future studies should determine how useful the assimilation
of measurements from several levels at the high tower sta-
tions (using non diagonal R) can be, especially if data can be
assimilated during nighttime.
[64] Analyzing hourly misfits to concentration data, the

inverse modeling system is used to derive corrections to
fluxes from ORCHIDEE at 6-hour/0.5° resolution. How-
ever, the setup of correlations between the uncertainties in
fluxes from the same 6-hour window of the day in ORCH-
IDEE using 250km/1 month correlation lengths strongly
smooths these corrections. Here, the main improvements of
the regional inversion compared to the most recent global
inversions are linked to the decrease of model error by using
a mesoscale model at high resolution rather than to the
increase of the resolution in the corrections. There are
structures of uncertainties in the fluxes from ORCHIDEE at
scales higher than 250km/1 month. Setting up the correla-
tions using exponential functions and shorter lengths would
produce a smaller uncertainty in the area-integrated prior
fluxes. However, the present setup defines a �60% uncer-
tainty in prior total fluxes for summer, which seems already
too low according to the confidence generally given in bio-
sphere models [Schulze et al., 2010; Ciais et al., 2010b,
2010c]. A modeling of the correlations in B which would
account for the several dominant length scales could form a
useful input. A new definition of the control vector may also
help characterize prior error covariances. The system could
adjust the Gross Primary Production (GPP) and the respira-
tion separately [Tolk et al., 2011]. However, it would have to
invert far more unknowns by assimilating the same amount
of data. It could also invert corrections for the parameters in
the ecosystem model underlying the CO2 fluxes such as in
Carbon Cycle Data Assimilation Systems (CCDAS) [Rayner
et al., 2005; Knorr et al., 2010; Tolk et al., 2011]. However,
as in the system of Peters et al. [2009], the limited number
of parameters inverted would imply aggregation errors. The
definition and the modeling of a limited number of PFTs in
the ecosystem models would also be a new source of model
error which should be characterized.
[65] The present setup of R likely overestimates the

weight that should be given to the observations during the
inversion because it does not take into account space or time

correlations and several sources of observation error such as
errors in the anthropogenic forcing, errors in the boundary
conditions, and aggregation errors which will be explored in
future studies.
[66] The uncertainty reduction by the inversion is esti-

mated using experiments assimilating synthetic data. Such
estimates should be considered qualitatively rather than
quantitatively because they rely on strong hypotheses and
approximations of the prior uncertainty. The estimate of
uncertainty reduction is a general weakness of inverse
modeling systems even though this is a critical result. In
particular, the value of �60% that is extrapolated here as an
upper limit for the uncertainty reduction for summer fluxes
may be very optimistic, despite all the cautions detailed in
section 3. The experiments indicate a reduction of uncer-
tainty which is large in the areas of influence of the CE
stations defined by the length scales of the correlations in B,
but which is small far from the CE stations. The atmospheric
transport seems to play a weaker role than B in the spatial
extrapolation of the information from these stations. A clear
lack of CE continuous stations is thus highlighted by the
maps of uncertainty reduction. Analysis of inverted fluxes
when using real data confirm that the increments are more
reliable in the areas of influence of the CE stations than in
areas far from the CE stations. However, the atmospheric
transport plays a critical role in the temporal extrapolation of
the information from one 6-hour window of the day to
another, and in particular from windows during which data
are assimilated to windows during which there is no data
assimilation. This extrapolation generally decreases misfits
to concentration data that are not assimilated but in the area
of influence of a given station, the uncertainty reduction for
fluxes is far larger during windows when data are assimi-
lated than during other windows.
[67] Despite the influence of the long length scales in the

correlations of B, the proximity of numerous CE stations, the
use of hourly data from these stations, and to a lesser extent
the heterogeneity of the standard deviations of B at fine scale
can yield corrections which have relatively fine spatial and
temporal variability. Such corrections at high spatial scale
must be analyzed carefully but local improvements can be
expected in the regions well covered by the CE network.
[68] Comparisons to independent data, especially to CE

L4 flux data, give a relatively high confidence in corrections
by the inversion to the mean fluxes or to the monthly vari-
ability of the fluxes. The inversion successfully increases the
respiration at night and the uptake between 6:00 and 12:00
every summer, with larger corrections during the day than
during the night, which decreases the biases in the fluxes
from ORCHIDEE. This indicates that the use of independent
corrections for each of the different 6-hour windows of the
day is sensible. However, it leads to a decrease of the uptake
and then an increase of the bias to the CE L4 data during the
window 12:00–18:00. The problem is a form of temporal
aggregation error which can be ameliorated by increasing
the time resolution (by adjusting 3 hourly to hourly fluxes).
However, the need for estimating correlations will be more
critical between errors in the prior fluxes for different 3-hour
or 1-hour windows than between errors for different 6-hour
windows.
[69] The restriction of the experiments to summer periods

highlights several trends in the corrections which are used to
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assess the reliability of the inversion or to reveal some lim-
itations in ORCHIDEE. The inverted fluxes will be analyzed
deeper in the results from future experiments covering all
seasons for the period 2002–2007 and they will be compared
to estimates from recent studies such as that of the CE
project [Schulze et al., 2010; Ciais et al., 2010b, 2010c]
which have tried to improve the knowledge of the mean
European carbon balance or of the interannual variability of
the annual fluxes, or to the upscaling of flux measurements
by Jung et al. [2009]. However, given the few stations used
during the inversion, the changes in the observation network
from year to year over the last decade may have a significant
impact on the interannual variability of the inverted fluxes
which should be difficult to characterize. Another issue is that
the interannual variability may not be completely accounted
for by the inverse modeling system due to the offset applied to
the spatial and temporal mean of concentrations to unbias
misfits every summer. This bias is corrected because a part of
it comes from errors (from transport, representativity or ana-
lyzed fluxes) in the global inversion used to impose the
boundary conditions but another part of this bias could be
related to errors in the interannual variability of summer
fluxes in ORCHIDEE. The definition of an offset based on
data from MHD is difficult due to the problems of represen-
tation that this station raises. An extension of the domain for
the regional inversion may ensure that errors in the global
inversion would not have a significant impact at the CE sites.
A two-way coupling of the regional and the global inversions
or the inversion of boundary increments [Peylin et al., 2005]
along with flux increments in the regional system would be
other solutions to deal with these errors.
[70] The inversion increases the summer uptake likely

because ORCHIDEE does not account for all sources of
growth and management in the ecosystems or because it has
a seasonal variability that is too low. Paradoxically, several
results (Figures 2 and 5) indicate that the window of uptake
in the diurnal cycle of the fluxes from ORCHIDEE is too
long. This problem cannot be handled correctly by the use of
6-hour mean corrections during the inversion, which sup-
ports the idea of adjusting 3 hourly to hourly fluxes in future
studies. Analyses of the corrections as functions of the PFTs
seem to reveal some particular weaknesses in the modeling
of crops in ORCHIDEE.
[71] Finally, a lot of the results displayed in this study

have a significant sensitivity to the setup of the system and
therefore, they should be analyzed carefully. Many experi-
ments have been conducted to refine the setup of the
CHIMERE inverse modeling system (in particular the setup
of B and R). The next improvements in the estimate of the
fluxes should be obtained with an increase of the spatial/
temporal resolution of the model (which should decrease
the model error) or of the control vector (which should
decrease the aggregation error), with a better characteriza-
tion of the prior uncertainty and of the observation errors
(in particular by accounting for correlations in R, which is
supported by Lauvaux et al. [2009a]), with an account for
the errors from the boundaries, and with an improved data
treatment before assimilation.
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