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A practical online time-varying delay estimation of remote control
system based on adaptive super-twisting algorithm

Yang Deng1, Vincent Léchappé2, Sébastien Rouquet1, Emmanuel Moulay3 and Franck Plestan1

Abstract— This article deals with the practical online delay
estimation of the remote control system by using an external
signal. The external signal can be considered as a special
communication loop of the remote control system, and it
requires no information from the control system. The delay
estimator is based on the adaptive super-twisting algorithm,
it accurately estimates the time-varying delay with self-tuned
parameters. Moreover, the proposed method also attenuates
the effect of the channel inherent noise and deception attack
via the network. Finally, this method is validated on a WiFi
communication network, and some simulations are given to
illustrate the performance and the robustness of the proposed
method.
Keywords–Delay estimation, time-varying delay, adaptive
super-twisting algorithm.

I. I NTRODUCTION

Remote-control technique [1] is widely used in
engineering thanks to the development of telecommunication
networks. In such systems, the measurement and the control
signal can be transmitted via wireless communication.
However, one must consider the time-delay introduced by
the data transmission since the time-delay is a source of
instability [2] of the control system. Predictor-feedback
(predictor-based controller) [3], [4] is an effective way to
compensate the time-delay if the delay value is known. If
the remote-control system (RCS) is subject to unknown
time-delay, then one can firstly estimate the time-delay and
then stabilize the RCS with a predictor-based controller.
Thus, time-delay estimation (TDE) is significant to get
effective control of the RCS with unknown time-delay.

A. State of the art of TDE method

Many works deal with TDE techniques in the past few
decades. In [5] and [6], the uncertain parameters and time-
delays of linear TDS are estimated with least-square al-
gorithm and convolution-based algebraic approach, respec-
tively. In [7] and [8], adaptive techniques are proposed to es-
timate the time-delay of continuous and sampled-data linear
systems, but both of them are sensitive to the parameter and
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the initial condition of the adaptation law. The sliding mode
method is involved in [9] to identify the state delay of a class
of nonlinear systems with local exponential convergence.
The authors of [10] propose an optimal delay estimator that
minimizes a cost function based on the delay estimation
error.
All of the previously cited papers are dedicated to constant
TDE problem, whereas the following references tackle the
time-varying TDE problem. The authors of [11] firstly pro-
vide a sliding mode observer to identify the time-varying
delay of linear systems, but the initial condition of the
delay estimator has to be sufficiently close to the unknown
time-delay. In [12], an online neural network-based TDE
algorithm is proposed to deal with the time-varying delay
of nonlinear systems. However, the estimation error cannot
accurately tend towards zero and the computational load is
heavy if the neural network is not well trained. The authors of
[13] provide an adaptive method that estimates slow-varying
or piecewise-constant time-delays with slight fluctuations.
The majority of the references mentioned above ([5], [6],
[9], [10], [11]) requires the delay identifiability [14] of the
system. Several methods ([8], [12]) have high computation
costs, so they cannot be easily implemented on a real system.
Moreover, it is observed that the TDE problem for fast-
varying delay remains challenging to the existing methods.

B. Practical TDE solution of RCS

In order to stabilize a RCS with time-varying delay,
the authors of [15] propose a practical TDE solution: the
controller sends the system clock to the plant, a digital
signal processor (DSP) implemented on the plant receives the
system clock information and sends it back to the controller,
then the round-trip delay is measured by taking the difference
between the sending time and the receiving time of the clock.
The main advantages of [15] are:

• the TDE algorithm is isolated from the control system
since the system clock is isolated from the system,
it does not require any information or property of
the control system like linearity or delay identifiability
defined in [14];

• the TDE algorithm works with low computation cost, it
is more efficient than the neural network based approach
[12];

• all computations are running on the same node (i.e. the
controller node), no clock synchronization is required.

Inspired by the work of [15], a super-twisting (STW) al-
gorithm based TDE technique is introduced in [16] with



experimental results. By comparing with [15], the following
improvements can be found in [16]:

• in [15], the system clock (s(t) = t) should be used to
estimate the round-trip delay, but [16] works with all
monotonic signals (including system clock);

• [16] is more robust than [15] with respect to the
“channel inherent noise” (i.e. the noise or perturbation in
the communication channel or at the receiving terminal
[17]).

C. Main contributions of this paper

This work is the continuation of the paper [16], the
adaptive super-twisting algorithm (ASTW) [18] is used to
replace the standard super-twisting algorithm. As stated in
[16, Remark 1], the estimation performance depends on the
parameter tuning, unsuited parameter leads to undesirable
chattering [19, p.6-8] or degrades the TDE performance.
The above drawback is overcome with the adaptive super-
twisting algorithm, and the parameters are self-adapted (i.e.
be the smallest value that ensures the predefined estimation
accuracy). The above discussions are illustrated by the ex-
perimental results given in subsection IV-A.
In [16], it is shown that the super-twisting algorithm based
TDE method is more robust than the measurement approach
[15] with respect to the channel inherent noise. With the
proposed method, this advantage is preserved. Moreover,
the simulation results show that the proposed method is
also more robust than [15] when the communication loop
is subject to deception attacks [20, Section VI].

D. Organisations

This paper is organized as follows. Some notations and
the problem statement are addressed in Section II. The
main results of this paper are introduced in Section III.
The performance of the proposed method is illustrated by
the experiment and simulation results given in Section IV.
Finally, the conclusion and future works are given in Section
V.

II. PRELIMINARIES

This section includes the mathematical notations, the prob-
lem statement and the estimation architecture of the proposed
method.

A. Notations

In this paper, the following notations are used. LetCk

denote the set of all functions withk times continuous
derivatives. TheL2 norm of an integrable signal is defined
as ‖ · ‖. The right-hand time-derivative of a functionf (·)
at instantt − h(t) reads asḟ (t −h(t)), and d

dt ( f (t − h(t)))
denotes the right-hand time-derivative of the functiont 7→
f (t−h(t)). Recall the chain rule given in [21, Theorem 5.5],
the relation betweenddt f (t−h(t)) and ḟ (t−h(t)) is given as

d
dt

f (t −h(t)) = ḟ (t −h(t))(1− ḣ(t)). (1)

The sign-function [19, eqs. (1.13)-(1.14)] satisfies

sign(x) =

{

1, if x> 0

−1, if x< 0
(2)

and sign(0) ∈ [−1,1].

B. Estimation scheme and problem statements

Consider a remote data transmission (RDT) process be-
tween two nodes (Nodes 1 and 2) with time-varying delays
due to communication lag or communication congestion. The
architecture of the RDT process is presented in Figure 1.
The input and output delays are respectively denoted ashi(t)

Communication

      Channel 

Transmission delay

hi(t)

Transmission delay

ho(t)

NODE 1 NODE 2

Signal source & Delay estimator Signal receiver & transmitter

Fig. 1: Architecture of the remote data transmission (reprint
from [16, Fig. 2]).

andho(t). As a consequence, the round-trip delay reads as

h(t) = ho(t)+hi(t −ho(t)). (3)

If the time-delays are constant, (3) can be simplified as
h = hi + ho. One assumes that an external signals(t) (e.g.
system clock in [15]) is transmitted between the two nodes
mentioned in Figure 1. The delay estimator implemented on
Node 1 generates the external signals(t) and sends it to
Node 2. After receiving the delayed signals(t−hi(t)), Node
2 next sends the delayed signal back to the delay estimator.
Because of the output-delayho(t), the delay estimator finally
receivess(t −h(t)).

Remark 1:The external signals(t) is totally defined by
the user and is independent of the control system. It can
be regarded as a special communication loop to provide the
online estimation of the round-trip transmission delay (3).
For instance, the delay measurement technique [15] uses the
system clock to measure the round-trip delay, so it is possible
to say that [15] chooses an external signals(t) = t to estimate
the time-delay.

The problem to solve is the design of a delay estimator
ĥ(t) that globally converges to the round-trip delayh(t) by
using the knowledge ofs(t) ands(t −h(t)).

Remark 2:The proposed method can be used for the
control of RCS [1, Chapter 3.4] with unknown transmission
delays. As shown in Figure 2, the delay estimator sends
the external signals(t) along with the control inputu(t)
and receives the delayed external signals(t − h(t)) with
the system outputy(t) by using the same communication
channel. Remind that the black arrows of Figure 2 represent
the control loop and the green arrows represent the delay
estimation loop. The round-trip delay of the remote control
system is estimated only by the estimation loop (s(t) and
s(t − h(t))), and the delay estimation is transmitted to the
control loop in order to stabilize the system. In [4], the
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Fig. 2: Delay estimation scheme of remote control system by using external signal (reprint from [16, Fig. 1]).

stabilization of linear time-invariant (LTI) systems withinput
and output time-varying delays is studied, the statements in
[4, p.27] explain that one can use the round-trip delay (3) to
build a predictor-feedback control law.

III. A DAPTIVE SUPER-TWISTING ALGORITHM BASED

TDE METHOD

In this section, a delay estimator based on adaptive super-
twisting algorithm is proposed. Some assumptions and def-
initions are stated in subsection III-A. The main results are
given in subsection III-B.

A. Assumptions and definitions

Denote the external signals(t) and the unknown time-
varying delayh(t) which is upper bounded byhmax. The
following two assumptions are introduced.

Assumption 1:The external signals(t) ∈ C2 satisfies that

ε ≤ |ṡ(t)| ≤ ε̄, t ≥−hmax, (4)

and

|s̈(t)| ≤ ε ′, t ≥−hmax. (5)

The positive constantsε, ε̄ , andε ′ are assumed to be known.
Assumption 1 implies that the external signals(t) is

strictly monotonic.
Remark 3: In [9] and [11], the delay-identifiability of the

TDS is required. Indeed, Assumption 1 shows thats(t) is
globally identifiable in the sense of the delay identifiabil-
ity theory [9, p.268, Definition 2]. However, as stated in
Remark 1, this signals(t) is generated by the user and it
is independent of the control system. In other words, with
the proposed approach, the round-trip delay is estimated by
using a specific delay-identifiable signal, but not the system
information. Thus, the delay identifiability of the control
system can be relaxed by using the proposed technique.

Assumption 2:The first and second derivative ofh(t) are
bounded such that

|ḣ(t)| ≤ δ , t ≥−hmax, (6)

and
|ḧ(t)| ≤ δ ′, t ≥−hmax. (7)

The boundsδ andδ ′ are not assumed to be known.
As mentioned in [16, Section III-A], Assumption 2 can be
verified in application, for instance, consider a time-varying
delay h(t) that is upper bounded byhmax. It is possible to
find the bounds

δ ≤
hmax

Ts
, (8)

and

δ ′ ≤

hmax
Ts

− (− hmax
Ts

)

Ts
=

2hmax

T2
s

, (9)

with Ts the sampling period of the RDT process. By using
the worst case analysis, ifh(t) varies fromhmax to 0 in one
sampling period, then its derivative must be upper bounded
by (8), and (9) can be ensured in the same way.
After stating the necessary assumptions, the definition of the
“real sliding mode” [18, p.761] is recalled in the sequel.

Definition 1: Given the sliding variableσ(s, t), the “2-real
sliding mode” of the variables is defined as

S
∗ = {s : |σ(s, t)| ≤ η1, |σ̇(s, t)| ≤ η2} . (10)

with η1,η2 > 0.

B. Main results

Before stating the main results of this work, one first
recalls the main result of the previous work [16].

Theorem 1:[16] Consider the TDE problem formulated
in Section II-B, suppose that the external signals(t) satisfies



Assumption 1, and the time-varying delayh(t) satisfies
Assumption 2. Define the sliding variable

σ(t) = s(t − ĥ(t))− s(t −h(t)). (11)

The following dynamics










˙̂h(t) = 1− 1
ṡ(t−ĥ(t))

w(t),

w(t) =−λ |σ(t)|1/2sign(σ(t))+w1(t),

ẇ1(t) =−α ·sign(σ(t)),

(12)

ensure the finite-time delay estimation

ĥ(t) = h(t), t ≥ tF (13)

if the two parametersλ , α are sufficiently large such that

α ≥C= ε̄δ ′+ ε ′(1+ δ )2,

λ 2 ≥ 4C
α +C
α −C

.
(14)

In real application, the TDE performance of Theorem 1
totally depends on the choice of the parametersα and λ
(namely, the boundsδ and δ ′). If the parameters are too
small, then the delay estimator fails to converge, and if the
parameters are too large, they result in undesirable chattering
[19, p.6-8]. In order to deal with the case when the boundsδ
andδ ′ are not perfectly known beforehand, the main result
of this paper is proposed.

Theorem 2:Consider the TDE problem formulated in
Section II-B, suppose that the external signals(t) satisfies
Assumption 1, the time-varying delayh(t) satisfies Assump-
tion 2, and the sliding variable (11). Given the TDE dynamics















˙̂h(t) = 1− 1
ṡ(t−ĥ(t))

w(t),

w(t) =−λ (t)|σ(t)|1/2sign(σ(t))+w1(t),

ẇ1(t) =−α(t)
2 ·sign(σ(t)),

(15)

with the adaptive parameters

λ̇(t) =

{

ω1

√

γ1
2 sign(|σ(t)|− µ), if λ (t)> λm

η , if λ (t)≤ λm

α(t) = 2ζλ (t)

(16)

whereζ > 0, ω1 > 0, 1> γ1 > 0, η > 0 are arbitrarily chosen,
andλm> 0 is sufficient small. Ifλ (0)> λm, then there exist
η1 > µ , η2 > 0, andtF > 0 such that the 2-real sliding mode
(10) is established for allt ≥ tF . Finally, the delay estimation
error e(t) = h(t)− ĥ(t) satisfies that

|e(t)| ≤
η1

ε
, t ≥ tF . (17)

Proof: Taking the time-derivative of the sliding variable
(11) leads to

σ̇(t) = ṡ(t − ĥ(t))−
d
dt

s(t −h(t))− ṡ(t − ĥ(t)) ˙̂h(t). (18)

By virtue of Assumption 1, one has ˙s(t − ĥ(t)) 6= 0 for all
t ≥ 0, then it is possible to substitute the first dynamic of (15)
into (18) without singularity. Therefore, (18) is equivalent to
the following dynamic:

σ̇(t) = a(t)+bw(t) (19)

with a(t) = d
dt s(t−h(t)) andb= 1. Indeed, due to Assump-

tions 1-2, the terma(t) has bounded derivative such that

|ȧ(t)|= |ṡ(t −h(t))ḧ(t)− s̈(t −h(t))(1− ḣ(t))2|

≤ ε̄δ ′+ ε ′(1+ δ )2.
(20)

In (19), sincea(t) has bounded derivative andb is constant,
then the dynamic (19) satisfies all of the 5 assumptions given
in [18, p.760,A1-A5]. Finally, according to [18, Theorem 1],
the super-twisting algorithm (15) with adaptive parameters
(16) establishes the 2-real sliding mode (10).
Next, one derives the estimation error bound (17) from
the 2-real sliding mode (10). Apply the mean value
theorem [21, Theorem 5.11] to (11), there existsh1 ∈
[min{(h(t)), ĥ(t)},max{(h(t)), ĥ(t)}] such that

|σ(t)|= |ṡ(t −h1)||t − ĥ(t)− (t−h(t))|

= |ṡ(t −h1)||e(t)|.
(21)

Thus, with the use of Assumption 1, the estimation error
satisfies that

|e(t)|=
|σ(t)|

|ṡ(t −h1)|
≤

|σ(t)|
ε

. (22)

Finally, the main result (17) can be obtained by combining
(22) and (10).
Theorem 2 presents an adaptive super-twisting algorithm
based TDE technique and it has the following properties:

• the parameter tuning (14) is no longer required, it is
replaced by the adaptive gains (16);

• the delay estimation̂h(t) cannot reach the ideal finite-
time convergence (13), it can only establish the 2-
real sliding mode (10). However, one can improve the
estimation accuracy by tuning the parameterµ in (16)
smaller.

IV. I LLUSTRATIVE EXAMPLES

In this section, 3 examples are given to illustrate the
proposed method by considering TDE of the following
round-trip delay

h(t) = 1.3+0.3sin(3t)+0.5sin(2(t −0.8−0.3sin(3t)))
(23)

that is introduced by the following input and output delays:

hi(t) = 0.5+0.5sin(2t),

ho(t) = 0.8+0.3sin(3t).
(24)

The first example is an experiment that compares the per-
formances of the proposed method and the one of [16].
In the second example, a simulation is given to illustrate
that the proposed method provides better performance than
[15] in the presence of channel inherent noise. Moreover,
the proposed method is also better than [15] when the
communication loop is subject to deception attack, this
property is shown by the simulation results provided by the
third example.



A. Experiment: comparison with [16]

In this subsection, the proposed method is implemented
on the test bench of [16] and compared with the standard
super-twisting method (12). The test bench is based on
the communication between two computers through WiFi
network, see Figure 3.
Indeed, the time-delayshri (t), hro(t) (see Figure 3) intro-

Computer 1

Dell Precision 5520

Intel i7-6820HQ processor

OS: Ubuntu 16.04

Computer 2

Dell Latitude E6410

Intel i7-M640 processor

OS: Ubuntu 14.04

Real transmission delay

Real transmission delay

D-Link DIR-880L

IEEE 802.11ac

5GHz

Artificial delay
hri(t)

hro(t)

h(t)

Fig. 3: Test bench based on the communication between two
computers via WiFi network.

duced by a real network are small (about several millisec-
onds) and in a random manner, which are different from the
ones given in (24). In order to create the transmission delay
(23) on the test bench, an artificial delay equals toh(t) is
added onto Computer 2. As a consequence, the real round-
trip delay of this experiment is a composite function of the
artificial delay and the real input/ output delays introduced
by the network, it can be approximated as

happrox(t) = hri (t)+h(t)+hro(t) (25)

sincehri (t) andhro(t) are much smaller thanh(t).
In the experiment, the external signal is chosen ass(t) = t,
and the two algorithms are tested with sampling timeTs =
0.005s. The parameters of the proposed method are set to
ω1 = 1.1, γ1 = 0.8, µ = 0.0025,λm = 0.1, η = 0.3, ζ = 0.7,
andλ (0) = 9. The method of [16] is tested with two cases,
the first case is withλ = 5 andα = 7.5, the second case is
based onλ = 50 andα = 15.
The experimental results are presented in Figure 4. Firstly,

Figures 4a-4b show that the round-trip delay is estimated by
the proposed method, and the adaptive gainλ (t) is decreased
to a suitable size (the gainα(t) is not given because it
is proportional toλ (t), see (16)). Figure 4c displays the
approximated estimation erroreapprox(t) = happrox(t)− ĥ(t)
of the 3 cases, it is observed that the method (12) with
λ = 50 andα = 15 brings high-amplitude chattering, and the
chattering is reduced if one uses lower gainsλ = 5, α = 7.5.
However, it is impossible to find the best tuning parameters
beforehand, then the proposed method is used to handle
this problem. See Figure 4c, the proposed method ensures
the similar estimation accuracy with (12) (λ = 5, α = 7.5)
without any prior knowledge of the parameters. Thus, the
experimental results given in Figure 4 highlight the use of
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ĥ(t) (ASTW)
happrox(t)

(a) Time-varying delayh(t) and delay estimation̂h(t) with the
proposed method (Experiment).
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(b) Adaptive gainλ (t) versus time (Experiment).
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(Experiment).

Fig. 4: Comparison between the proposed method and [16]
with two different cases (Experiment).

the adaptive super-twisting algorithm, it is able to handlethe
tradeoff between the accuracy and the applicability.

B. Simulation 1: TDE with channel inherent noise

In this part, one takes into account the effect of the
channel inherent noise [17] in the TDE problem. In this case,
the accurate value of the delayed signals(t − h(t)) is not
available to the delay estimator, and the perturbed delayed
signal

sn(t −h(t)) = s(t −h(t))+n(t) (26)

with n(t) a Gaussian noise1, is used to calculate the error
term (11). Similar to [16, Section IV-E], one uses theL2

norm of the estimation error

‖e‖[t1,t2] =

(

∫ t2

t1
|e(s)|2ds

)1/2

(27)

1As stated in [22, p.173], the channel inherent noise can be modeled as
a Gaussian noise.



to evaluate the TDE performance on[t1, t2], lower ‖e‖[t1,t2]
represents more accurate estimation and less oscillation on
[t1, t2].
This simulation deals with the TDE of (23), the noisen(t)
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(a) Time-varying delayh(t) and delay estimation̂h(t) with
[15] and the proposed method (Simulation 1).
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(b) Adaptive gainλ (t) versus time (Simulation 1).
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(c) L2 norms of the TDE error of [15] and the proposed
method (Simulation 1).

Fig. 5: Comparison between the proposed method and [15]
with channel inherent noise (26) (Simulation 1).

is chosen as a Gaussian noise such that|n(t)| ≤ 0.2. The
simulation results are presented in Figure 5. The parameters
of the proposed method are the same as the ones given in
section IV-A, exceptµ = 0.04 is redefined. Both methods can
estimate the round-trip delayh(t) by using the perturbed sig-
nal sn(t −h(t)) with slight estimation error, but the channel
inherent noise has lower effect on the proposed method (see
Figure 5c). By comparing with the main theoretical results of
[16], although the gainsλ andα are replaced by the adaptive
version, the TDE algorithm is still robust with respect to the
channel inherent noise.

C. Simulation 2: TDE under deception attack

In real application, the messages (measurement and con-
trol signal) of RCS can be transmitted via communication

network. In this case, the adversary may hijack the commu-
nication network and inject false data into the measurement
or control signal [20, Section VI-C] in order to damage the
system. According to Remark 2, the proposed method is
based on the communication between the plant and the con-
troller, then it is at risk from the cyber attack. Thus, the main
purpose of this simulation is to compare the performances of
[15] and the proposed method under deception attack [23].
Consider the TDE problem given in (23), and one assumes
that the communication network ofs(t) is under the follow-
ing deception attack:

sa(t −h(t)) = s(t −h(t))+β (t)χ(t), (28)

with β (t) a Bernoulli distribution such that

Prob{β (t) = 1}= 0.03, Prob{β (t) = 0}= 0.97. (29)

The attack valueχ(t) is set to:

χ(t) =











−0.3+ ξ (t), t ∈ [5,10]∪ [25,30]∪ [45,50]

0.5+ ξ (t), t ∈ [15,20]∪ [35,40]

0, otherwise
(30)

with |ξ (t)| ≤ 1.
Remark 4: In real application, (28) is a sampled-data

process with sampling periodTs = 0.005s, then (28) can be
transformed into the discrete deception attack model [23, eq.
(4)] such that:

Prob{β (k) = 1}= 0.03, Prob{β (k) = 0}= 0.97, (31)

and

χ(k) =











−0.3+ ξ (k), k ·Ts∈ [5,10]∪ [25,30]∪ [45,50]

0.5+ ξ (k), k ·Ts ∈ [15,20]∪ [35,40]

0, otherwise
(32)

with |ξ (k)| ≤ 1.
In this simulation, the proposed method stands on the follow-
ing parameter setting:ω1 = γ1 = 0.7, µ = 0.00025,λm= 0.1,
η = 0.3, ζ = 0.8, andλ (0) = 7.

The simulation results are presented in Figure 6. See
Figure 6a, when the communication network is not sub-
ject to deception attack (i.e. t ∈ [0,5)∪ (10,15)∪ (20,25)∪
(30,35)∪ (40,45]), both methods can accurately estimate
the round-trip delayh(t). If the communication network is
under the deception attack (28), the performance of [15] is
more degraded than the proposed method. The estimation
errorse(t) of the two methods are displayed in Figure 6c,
it is observed that [15] has large estimation error when the
deception attack (28) appears, but the proposed method only
has weak fluctuations during this period. Thus, the proposed
method provides a better robustness than [15] when the delay
estimation communication loop is under deception attack.

V. CONCLUSION

In this paper, one improves the TDE method introduced
in [16] by using the adaptive super-twisting algorithm [18].
With this new technique, the gains of the TDE algorithm are



0 5 10 15 20 25 30 35 40 45 50
Time (s)

0

0.5

1

1.5

2

2.5

3

 

 

Attack

Attack

Attack
Attack Attack
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(b) Adaptive gainλ (t) versus time (Simulation 2).
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(Simulation 2).

Fig. 6: Comparison between the proposed method and [15]
under deception attack (28) (Simulation 2).

automatically tuned, and it is not necessary to pay attention to
the parameter settings (14). The experiment and simulation
results illustrate that the proposed method can achieve the
expected TDE accuracy by using the lowest adaptive gains.
Moreover, by comparing with the delay measurement method
[15], the proposed method provides better robustness deal-
ing with channel inherent noise and deception attack. The
combination of the proposed method and the predictor-based
controller [4] for real RCS will be investigated for future
work.
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