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A practical online time-varying delay estimation of remote control
system based on adaptive super-twisting algorithm

Yang Deng, Vincent Léchapp& Sébastien RouquetEmmanuel Moulay and Franck Plestan

Abstract— This article deals with the practical online delay the initial condition of the adaptation law. The sliding neod
estimation of the remote control system by using an external method is involved in [9] to identify the state delay of a slas
signal. The external signal can be considered as a special of poplinear systems with local exponential convergence.
communication loop of the remote control system, and it Th th 110 timal del timator that
requires no information from the control system. The delay _e_ al_J ors of [10] propose an optimal gelay es 'ma_or _a
estimator is based on the adaptive super-twisting algoritm, ~Minimizes a cost function based on the delay estimation
it accurately estimates the time-varying delay with selftned error.
parameters. Moreover, the proposed method also attenuates A|l of the previously cited papers are dedicated to constant
the effect of the channel inherent noise and deception attéc TDE problem, whereas the following references tackle the

via the network. Finally, this method is validated on a WiFi - . .
communication network, and some simulations are given to time-varying TDE problem. The authors of [11] firstly pro-

illustrate the performance and the robustness of the propasd ~ Vide a sliding mode observer to identify the time-varying
method. delay of linear systems, but the initial condition of the

Keywords—Delay estimation, time-varying delay, adaptive delay estimator has to be sufficiently close to the unknown
super-twisting algorithm. time-delay. In [12], an online neural network-based TDE
algorithm is proposed to deal with the time-varying delay
) ] ) _ of nonlinear systems. However, the estimation error cannot
Remote-control  technique [1] is widely used ingccyrately tend towards zero and the computational load is
engineering thanks to the development of telecommunicatiqyeayy if the neural network is not well trained. The authdrs o
networks. In such systems, the measurement and the con{pi] provide an adaptive method that estimates slow-varyin
signal can be transmitted via wireless communication,, niecewise-constant time-delays with slight fluctuasion
However, one must consider the time-delay introduced byne majority of the references mentioned above ([5], [6],
Fhe dgt_a transmission since the t|me—delay.|s a source @"], [10], [11]) requires the delay identifiability [14] ohe
mstat_nllty [2] of the control syste_m. Predmto_r—feedbacksystem_ Several methods ([8], [12]) have high computation
(predictor-based controller) [3], [4] is an effective way t g5 s0 they cannot be easily implemented on a real system.
compensate the time-delay if the delay value is known. oreover, it is observed that the TDE problem for fast-

the remote-control system (RCS) is subject to unknowpy,ring delay remains challenging to the existing methods.
time-delay, then one can firstly estimate the time-delay and

then stabilize the RCS with a predictor-based controlleg practical TDE solution of RCS
Thus, time-delay estimation (TDE) is significant to get

effective control of the RCS with unknown time-delay. In order to stabilize a RCS with time-varying delay,
the authors of [15] propose a practical TDE solution: the

controller sends the system clock to the plant, a digital
A. State of the art of TDE method signal processor (DSP) implemented on the plant receiees th

Many works deal with TDE techniques in the past fewsystem clock information and sends it back to the controller
decades. In [5] and [6], the uncertain parameters and tim#len the round-trip delay is measured by taking the diffeeen
delays of linear TDS are estimated with least-square aretween the sending time and the receiving time of the clock.
gorithm and convolution-based algebraic approach, respethe main advantages of [15] are:
tively. In [7] and [8], adaptive techniques are proposedso e « the TDE algorithm is isolated from the control system
timate the time-delay of continuous and sampled-datadinea since the system clock is isolated from the system,
systems, but both of them are sensitive to the parameter and it does not require any information or property of

the control system like linearity or delay identifiability
1 i ) . ] .
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Ecole Centrale de Nantes, LS2N UMR CNRS 6004, Nantes, ’

I. INTRODUCTION

France. E-mail addresses: yang. deng@c- nant es. fr, « the TDE algorithm works with low computation cost, it
sebasti en. rouquet @c-nantes. fr, is more efficient than the neural network based approach
franck. pl estan@c-nantes. fr [12]:

2vVincent Léchappé is with Univ Lyon, INSA Lyon, ECL, Uniwsite ’ . . .
Claude Bernard Lyon 1, CNRS, Ampeére, F-69621, VilleurtmnRrance. . all computations are running on the same ndoe (he
E-mail addressvi ncent . | echappe@ nsa-|yon. fr controller node), no clock synchronization is required.

Emmanuel Moulay is  with Université de Poitiers, . .
XLIM UMR CNRS 7252, Poitiers, France. E-mail address: INsSpired by the work of [15], a super-twisting (STW) al-

emmanuel . moul ay@ini v-poitiers.fr gorithm based TDE technique is introduced in [16] with



experimental results. By comparing with [15], the follogin The sign-function [19, eqgs. (1.13)-(1.14)] satisfies
improvements can be found in [16]:

. . 1, if x>0

« in [15], the system clocks(t) =t) should be used to sign(x) = 1 it 0 2
estimate the round-trip delay, but [16] works with all -5 X<
monotonic signals (including system clock); and sigri0) € [—1,1].

« [16] is more robust than [15] with respect to the
“channel inherent noisel.g.the noise or perturbation in _ o7
the communication channel or at the receiving terminal Consider a remote data transmission (RDT) process be-

B. Estimation scheme and problem statements

[17]). tween two nodes (Nodes 1 and 2) with time-varying delays
due to communication lag or communication congestion. The
C. Main contributions of this paper architecture of the RDT process is presented in Figure 1.

This work is the continuation of the paper [16], the The input and output delays are respectively denotéw(8s

adaptive super-twisting algorithm (ASTW) [18] is used to oo

replace the standard super-twisting algorithm. As stated i NODEL Transm:z‘)’n Oy~ NODE 2
[16, Remark 1], the estimation performance depends on the ~ Communication

parameter tuning, unsuited parameter leads to undesirablé Signal source & Delay estimator Channel Signal receiver & transmitter
chattering [19, p.6-8] or degrades the TDE performance. .. Transmission delay

The above drawback is overcome with the adaptive super- I L

twisting algorithm, and the parameters are self-adagited ( g 1. Architecture of the remote data transmission (repri
be the smallest value that ensures the predefined estimatifpgm [16, Fig. 2])

accuracy). The above discussions are illustrated by the ex-
perimental results given in subsection IV-A.

In [16], it is shown that the super-twisting algorithm base
TDE method is more robust than the measurement approach h(t) = ho(t) + hi(t — ho(t)). 3)
[15] with respect to t_he channel m_herent noise. With th?f the time-delays are constant, (3) can be simplified as
proposed method, this advantage is preserved. Moreover

B'= h + hy. One assumes that an external sigsa) (e.g.
the simulation results show that the proposed method Is i+ o gs@) (e.g

also more robust than [15] when the communication Ioo?ﬁ/Stem clock in [15]) is transmitted between the two nodes
is subject to deception attacks [20, Section VI]. entioned in Figure 1. The delay estimator implemented on

Node 1 generates the external sigsél) and sends it to
Node 2. After receiving the delayed sigreél — hi(t)), Node
2 next sends the delayed signal back to the delay estimator.
This paper is organized as follows. Some notations ar@ecause of the output-delé(t), the delay estimator finally
the problem statement are addressed in Section Il. Theceivess(t — h(t)).
main results of this paper are introduced in Section Ill. Remark 1:The external signas(t) is totally defined by
The performance of the proposed method is illustrated be user and is independent of the control system. It can
the experiment and simulation results given in Section I\he regarded as a special communication loop to provide the
Finally, the conclusion and future works are given in Settioonline estimation of the round-trip transmission delay. (3)
V. For instance, the delay measurement technique [15] uses the
system clock to measure the round-trip delay, so it is ptessib
Il. PRELIMINARIES to say that [15] chooses an external sigs{g) =t to estimate

This section includes the mathematical notations, the-prof€ time-delay. _ _ _
lem statement and the estimation architecture of the pexpos. 1he problem to solve is the design of a delay estimator

(?nd ho(t). As a consequence, the round-trip delay reads as

D. Organisations

method. h(t) that globally converges to the round-trip delaft) by
using the knowledge dd(t) ands(t —h(t)).
A. Notations Remark 2:The proposed method can be used for the

control of RCS [1, Chapter 3.4] with unknown transmission
delays. As shown in Figure 2, the delay estimator sends
the external signak(t) along with the control inpuu(t)

and receives the delayed external sigsél— h(t)) with

the system outpuy(t) by using the same communication
channel. Remind that the black arrows of Figure 2 represent
the control loop and the green arrows represent the delay
‘estimation loop. The round-trip delay of the remote control

In this paper, the following notations are used. 1@t
denote the set of all functions witk times continuous
derivatives. The%, norm of an integrable signal is defined
as || - ||. The right-hand time-derivative of a functiofi(-)
at instantt — h(t) reads asf(t —h(t)), and %(f(t —h(t)))
denotes the right-hand time-derivative of the functtor
f(t—h(t)). Recall the chain rule given in [21, Theorem 5.5]

the relation betweelg%f(t—h(t)) andf(t—h(t)) is given as system is estimated only by the estimation losft)(and
d . . s(t —h(t))), and the delay estimation is transmitted to the
gi [ t=h(®) = F(t=h(t))(1 - h(t)). (1) control loop in order to stabilize the system. In [4], the



Control Architecture

u(t-hit))

Remote Delay
Controller Estimator

s(t-h@))

Fig. 2: Delay estimation scheme of remote control system sigguexternal signal (reprint from [16, Fig. 1]).

stabilization of linear time-invariant (LTI) systems withput Assumption 2:The first and second derivative bft) are
and output time-varying delays is studied, the statements bounded such that

[4, p.27] explain that one can use the round-trip delay (3) to :

build a predictor-feedback control law. IO <8, t> —hmax (6)

and
I1l. ADAPTIVE SUPERTWISTING ALGORITHM BASED

TDE METHOD

!
In this section, a delay estimator based on adaptive supdf’® Poundsd and &’ are not assumed to be known.
twisting algorithm is proposed. Some assumptions and defts mentioned in [16, Section IlI-A], Assumption 2 can be
initions are stated in subsection I1-A. The main results arverified in application, for instance, consider a time-vagy

()| <&, t>—hmax (@)

given in subsection I1I-B. d_elay h(t) that is upper bounded bimayx It is possible to
find the bounds h
A. Assumptions and definitions 5< ?ax, (8)
S

Denote the external signa(t) and the unknown time-

varying delayh(t) which is upper bounded b{imax The and e _ (e
following two assumptions are introduced. 5 < - Ts 7 _ 2h”;a><7 9)
Assumption 1.The external signad(t) € C? satisfies that Ts Ts

with Ts the sampling period of the RDT process. By using
the worst case analysis, fit) varies fromhmnaxto O in one
and sampling period, then its derivative must be upper bounded
by (8), and (9) can be ensured in the same way.

§t)| < & > —hmax . . _—
SOl €, T2 —Nmax ©) After stating the necessary assumptions, the definitioh®f t
The positive constants £, ande’ are assumed to be known. “réal sliding mode” [18, p.761] is recalled in the sequel.
Assumption 1 implies that the external signst) is Definition 1: Given the sliding variable (s;t), the “2-real
strictly monotonic. sliding mode” of the variable is defined as

Remark 3:In [9] and [11], the delay-identifiability of the
TDS is required. Indeed, Assumption 1 shows th@} is
globally identifiable in the sense of the delay identifiabilwith n;,n, > 0.
ity theory [9, p.268, Definition 2]. However, as stated in
Remark 1, this signa$(t) is generated by the user and itB. Main results
is independent of the control system. In other words, with Before stating the main results of this work, one first
the proposed approach, the round-trip delay is estimated bycalls the main result of the previous work [16].
using a specific delay-identifiable signal, but not the syste
information. Thus, the delay |dent|f|ab|I|ty of the control Theorem 1[16] Consider the TDE pr0b|em formulated
system can be relaxed by using the proposed technique. in Section II-B, suppose that the external sigs(a) satisfies

S ={s:lo(st)<n, |o(st)<n2}.  (10)



Assumption 1, and the time-varying deldyt) satisfies with a(t)= %s(t—h(t)) andb=1. Indeed, due to Assump-
Assumption 2. Define the sliding variable tions 1-2, the terna(t) has bounded derivative such that
o(t) = s(t — h(t)) — s(t — h(t)). D jaw) = st=heho -st-h)A-h03
The following dynamics <&d +€(1+95)2
h(t)=1- g(t—fmw(t), In (19), sincea(t) has bounded derivative aruis constant,
W(t) = —A|o(t)|Y3sign(o(t)) +wy(t), (12) then the dynamic (19) satisfies all of the 5 assumptions given

. o in [18, p.760,A1-A5]. Finally, according to [18, Theorem 1]
Wa(t) = —a-sign(a(t)), the super-twisting algorithm (15) with adaptive parameter
ensure the finite-time delay estimation (16) establishes the 2-real sliding mode (10).
L Next, one derives the estimation error bound (17) from
= >
h(t) =h(t), t=>te (13) the 2-real sliding mode (10). Apply the mean value
if the two parameterd, a are sufficiently large such that theorem [21, Theorem 5.11] to (11), there exists c

a>C=20 +€(1+0)>, [min{(h(t)),A(t)},max{(h(t)),h(t)}] such that
2> ac8tC a4 ()] = [t — h) |t —Fi(t) — (¢~ h(t)|
a— - (21)
In real application, the TDE performance of Theorem 1 = [S(t—hy)l[e(t)].

totally depends on the choice of the parameterand A Thus, with the use of Assumption 1, the estimation error
(namely, the bound® and &’). If the parameters are too satisfies that
small, then the delay estimator fails to converge, and if the
parameters are too large, they result in undesirable chagte ot)] = lo()] lo()] (22)
[19, p.6-8]. In order to deal with the case when the bouhds |st—hy)| — €

] .
and§ are not perfectly known beforehand, the main resuF—'inally, the main result (17) can be obtained by combining
of this paper is proposed.

Theorem 2:Consider the TDE problem formulated in (22) and (10). . - ..
Section 1I-B, suppose that the external sigsdl satisfies Theorem 2 presepts an a_daptlve super-tw|st|ng alg(_)rlthm
Assumption 1, the time-varying deldyt) satisfies Assump- based TDE technique and it has the following properties:
tion 2, and the sliding variable (11). Given the TDE dynamics « the parameter tuning (14) is no longer required, it is
replaced by the adaptive gains (16);

ht) =1- S ())W(t)a « the delay estimatiom(t) cannot reach the ideal finite-
w(t) = —A(t)|o(t)|Y2sign(o(t)) +wy(t), (15) time convergence (13), it can only establish the 2-
Vi (t) = _af) sign(a(t)), real sliding mode (10). However, one can improve the
2 estimation accuracy by tuning the parametein (16)
with the adaptive parameters smaller.
A= Fsigno(t)]—p), i At) > Am IV. |LLUSTRATIVE EXAMPLES
n, ifA(t)<Am  (16)

In this section, 3 examples are given to illustrate the
a(t) =2¢A () proposed method by considering TDE of the following
where >0, w; >0, 1>y >0, n > 0 are arbitrarily chosen, round-trip delay
andAm > 0 is sufficient small. IfA (0) > A, then there exist ) ) .
ni1> M, N2 > 0, andtg > 0 such that the 2-real sliding mode h(t) = 1.3+ 0.3sin(3t) +0.5sin(2(t — 0.8 - 0.3siN3t)))

(10) is established for all> tr. Finally, the delay estimation . o (23)
errore(t) = h(t) — h( ) satisfies that that is introduced by the following input and output delays:

le(t)| < ?1 t>te. (17) hi(t) = 0.5+ 0.5sin(2t),

—0.8+0.3sin3t). (24)

Proof: Taking the time-derivative of the sliding variable ho(t)
(11) leads to The first example is an experiment that compares the per-
. . - d A formances of the proposed method and the one of [16].
o(t) :s(t—h(t))—as(t— h(t)) — st~ ())h() (18) In the second example, a simulation is given to illustrate
A( )) 0 for all that the proposed method provides better performance than

By virtue of Assumption 1, one hagt — h(t . . .
t >0, then it is possible to substitute the first dynamic of (15515] in the presence Of. channel inherent noise. Moreover,
R he proposed method is also better than [15] when the

into (18) without singularity. Therefore, (18) is equivaléo communication loop is subject to deception attack, this

the following dynamic: property is shown by the simulation results provided by the
o(t) =a(t) 4+ bw(t) (19) third example.



A. Experiment: comparison with [16] 28 T G5TW)

= = = happros(t)

In this subsection, the proposed method is implemented oL
on the test bench of [16] and compared with the standard
super-twisting method (12). The test bench is based on i

the communication between two computers through WiFi
network, see Figure 3.
Indeed, the time-delaysi(t), hro(t) (see Figure 3) intro-

0

0 5 10 1‘5 Z‘D Tmzl‘f © 3‘0 3‘5 A‘D 4‘5 50
(a) Time-varying delay(t) and delay estimatioh(t) with the
- ———— e e — ! proposed method (Experiment).

Router
D-Link DIR-880L

IEEE 802.11ac

5GHz
-

—~ Teal transmission delay” ~.

| |
| |
: @ 7 g hii(®) S N @Ar(iﬁcial delayl

ey |
| (. |
| |
| |
! |

-

Computer 1 4 Computer 2

Dell Precision 5520 _ 7 Dell Latitude E6410
y ~ -
Intel |7;682|]HQ processor - hm(t) _ - Intel i7-M640 processor
0S: Ubuntu 16.04 -0z

OS: Ubuntu 14.04

Real transmission delay

Fig. 3: Test bench based on the communication between two

. - b) Adaptive gainA (t) versus time (Experiment).
computers via WiFi network. () piive gaim (t) versus time (Exper )

0.04 —— Capproc(t) (STW with A = 50, a = 15)
duced by a real network are small (about several millisec- 003 N it A — 50— 75)
onds) and in a random manner, which are different from the -
ones given in (24). In order to create the transmission delay 0
(23) on the test bench, an artificial delay equalhtp is
added onto Computer 2. As a consequence, the real round .
trip delay of this experiment is a composite function of the 004
artificial delay and the real input/ output delays introdiice - I N R S B
by the network, it can be approximated as E e
happrox(t) = hri (t) + h(t) + heo(t) (25) (c) Estimation errore(t) of [16] and the proposed method

(Experiment).
sincehyi (t) andhy(t) are much smaller thah(t).
In the experiment, the external signal is chosers(s=t,
and the two algorithms are tested with sampling tifge-=
0.005s. The parameters of the proposed method are set to
w=11,1%=038, u=000251,=01,n=0.3,{=0.7,
andA (0) =9. The method of [16] is tested with two cases
the first case is witlh =5 anda = 7.5, the second case is
based om =50 anda = 15. B. Simulation 1: TDE with channel inherent noise
The experimental results are presented in Figure 4. Firstly |, this part, one takes into account the effect of the
Figures 4a-4b show that the round-trip delay is estimated Q,annel inherent noise [17] in the TDE problem. In this case,
the proposed method, and the adaptive g4 is decreased he accurate value of the delayed sigsél— h(t)) is not
to a suitable size (the gain(t) is not given because it yyqgilable to the delay estimator, and the perturbed delayed
is proportional toA(t), see (16)). Figure 4c displays thesignal
approximated estimation err@pprox(t) = happroxt) — h(t) st —h(t)) = st — h(t)) + n(t) (26)
of the 3 cases, it is observed that the method (12) with
A =50 anda = 15 brings high-amplitude chattering, and thewith n(t) a Gaussian noideis used to calculate the error
chattering is reduced if one uses lower gains 5, a =7.5. term (11). Similar to [16, Section IV-E], one uses tli&
However, it is impossible to find the best tuning parametersorm of the estimation error
beforehand, then the proposed method is used to handle t 1/2
this problem. See Figure 4c, the proposed method ensures el = (/ |e(s)|2ds) (27)
the similar estimation accuracy with (12) €5, o =7.5) =
without any prior knowledge of the parameters. Thus, the 1As stated in [22, p.173], the channel inherent noise can bdefad as
experimental results given in Figure 4 highlight the use of Gaussian noise.

Fig. 4: Comparison between the proposed method and [16]
with two different cases (Experiment).

the adaptive super-twisting algorithm, it is able to harttke
tradeoff between the accuracy and the applicability.



to evaluate the TDE performance ¢, to], lower |le]ly,,)  network. In this case, the adversary may hijack the commu-
represents more accurate estimation and less oscillation nication network and inject false data into the measurement
[t1,t2]. or control signal [20, Section VI-C] in order to damage the
This simulation deals with the TDE of (23), the noisg) system. According to Remark 2, the proposed method is

based on the communication between the plant and the con-
25 —_——————— troller, then it is at risk from the cyber attack. Thus, theima
purpose of this simulation is to compare the performances of
[15] and the proposed method under deception attack [23].
Consider the TDE problem given in (23), and one assumes
that the communication network sft) is under the follow-

05 v ‘{ y f ing deception attack:
— hyg5(t)
: s S(t—h) =st—ht) +BOXE),  (28)
o s w s ow IO with B(t) a Bernoulli distribution such that
(a) Time-varying delayh(t) and delay estimatior(t) with Prob{f(t) =1} =0.03, Prob{B(t)=0}=0.97. (29)
[15] and the proposed method (Simulation 1). )
e The attack valug (t) is set to:
" rﬁ*“) —0.3+&(t), tel510U[2530U[45,50
| t)=1<05+&(t), te[1520U[3540
m \,\ A X(
{ V W M"»’N “W W’ﬂf” 0, otherwise
7.04 1 | U‘ il (30)
’\” with [&(t)| < 1.
7ij ] Remark 4:In real application, (28) is a sampled-data
I S Y U I (N SR B process with sampling perioti = 0.005s, then (28) can be

Time ) transformed into the discrete deception attack model [@3, e
(4)] such that:

Prob{p(k) =1} =0.03, Prob{f(k)=0} =0.97, (31)
and
—0.3+¢&(k), k-Tse[5,10/U[25,30U[45,50
X(K)=4¢05+&(k), k-Tse[1520/U[35,40]
0, otherwise
(32)
with & (k)| < 1.

L L L L L L L
5 10 15 20 25 30 35 40 45 50

In this simulation, the proposed method stands on the fellow

(c) % norms of the TDE error of [15] and the proposed
method (Simulation 1).

ing parameter settingo, = 4 = 0.7, 4 = 0.00025,A, = 0.1,
n=0.3,{=0.8, andA(0) =7.

Fig. 5: Comparison between the proposed method and [15]The simulation results are presented in Figure 6. See

with channel inherent noise (26) (Simulation 1).

Figure 6a, when the communication network is not sub-

ject to deception attack.é. t € [0,5) U (10,15) U (20,25) U
is chosen as a Gaussian noise such théy| < 0.2. The (30,35 U (40,45)), both methods can accurately estimate
simulation results are presented in Figure 5. The parametdp€ round-trip delayn(t). If the communication network is
of the proposed method are the same as the ones giventipder the deception attack (28), the performance of [15] is
section IV-A, excepts = 0.04 is redefined. Both methods canMore degraded than the proposed method. The estimation
estimate the round-trip deldyt) by using the perturbed sig- €rorse(t) of the two methods are displayed in Figure 6c,
nal sh(t — h(t)) with slight estimation error, but the channelit is ob_served that [15] has large estimation error when the
inherent noise has lower effect on the proposed method (sd@ception attack (28) appears, but the proposed method only
Figure 5¢). By comparing with the main theoretical resufts ghas weak fluctuations during this period. Thus, the proposed
[16], although the gaina anda are replaced by the adaptive method provides a better robustness than [15] when the delay
version, the TDE algorithm is still robust with respect te th estimation communication loop is under deception attack.

channel inherent noise. V. CONCLUSION

C. Simulation 2: TDE under deception attack In this paper, one improves the TDE method introduced
In real application, the messages (measurement and can-[16] by using the adaptive super-twisting algorithm [18]
trol signal) of RCS can be transmitted via communicatiolWith this new technique, the gains of the TDE algorithm are
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under deception attack (28) (Simulation 2).

automatically tuned, and it is not necessary to pay attemtio

[19]

[20]

the parameter settings (14). The experiment and simulation
results illustrate that the proposed method can achieve thg,
expected TDE accuracy by using the lowest adaptive gains.
Moreover, by comparing with the delay measurement methd¢f!
[15], the proposed method provides better robustness degk,
ing with channel inherent noise and deception attack. The
combination of the proposed method and the predictor-based a“a‘;ks through sensor networkstitomatica vol. 78, pp. 231-240,

controller [4] for real RCS will be investigated for future

work.
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