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Non autonomous maximal regularity for the fractional
evolution equations

Mahdi Achache ∗

September 1, 2020

Abstract

We consider the problem of maximal regularity for the semilinear non-autonomous
fractional equations

Bαu(t) + A(t)u(t) = F (t, u), t-a.e.

Here, Bα denotes the Riemann-Liouville fractional derivative of order α ∈ (0, 1)
w.r.t. time and the time dependent operators A(t) are associated with (time de-
pendent) sesquilinear forms on a Hilbert space H. We prove maximal Lp-regularity
results and other regularity properties for the solutions of the above equation under
minimal regularity assumptions on the forms and the inhomogeneous term F.

keywords: Fractional equations, maximal regularity, non-autonomous evolution
equations.

1 Introduction

The present paper deals with maximal Lp-regularity for non-autonomous evolution frac-
tional equations in the setting of Hilbert spaces. Before explaining our results we introduce
some notations and assumptions.
Let (H, (·, ·), ‖ · ‖) be a Hilbert space over R or C. We consider another Hilbert space V
which is densely and continuously embedded into H. We denote by V ′ the (anti-) dual
space of V so that

V →֒d H →֒d V ′.

We denote by 〈, 〉 the duality V-V ′ and note that 〈ψ, v〉 = (ψ, v) if ψ, v ∈ H. Noting here
that V ,H,V ′ are all UMD-Banach spaces (we refer the reader to [20] for the definition
and more details about this space type).
Given τ ∈ (0,∞) and consider a family of sesquilinear forms

a : [0, τ ] × V × V → C

such that
∗Univ. Aix Marseille , CNRS, CPT, Marseille, France. Mahdi.achache@cpt.univ-mrs.fr
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• [H1]: D(a(t)) = V (constant form domain),

• [H2]: |a(t, u, v)| ≤ M‖u‖V‖v‖V (uniform boundedness),

• [H3]: ℜa(t, u, u) + ν‖u‖2 ≥ δ‖u‖2
V (∀u ∈ V) for some δ > 0 and some ν ∈ R

(uniform quasi-coercivity).

Here and throughout this paper, ‖ · ‖V denotes the norm of V .
To each form a(t) we can associate two operators A(t) and A(t) on H and V ′, respec-

tively. Recall that u ∈ H is in the domain D(A(t)) if there exists h ∈ H such that for
all v ∈ V: a(t, u, v) = (h, v). We then set A(t)u := h. The operator A(t) is a bounded
operator from V into V ′ such that A(t)u = a(t, u, ·). The operator A(t) is the part of
A(t) on H. It is a classical fact that −A(t) and −A(t) are sectorial operators and both
generators of holomorphic semigroups (e−rA(t))r≥0 and (e−rA(t))r≥0 on H and V ′, respec-
tively. The semigroup e−rA(t) is the restriction of e−rA(t) to H. In addition, e−rA(t) induces
a holomorphic semigroup on V (see, e.g., Ouhabaz [30, Chapter 1]).
We define kα ∈ L1

loc(R
+), α ∈ (0, 1) by kα(t) = 1

Γ(1−α)
t−α, where Γ is the gamma function.

It is easy to see that lα(t) = 1
Γ(α)

tα−1 satisfies kα ∗ lα = 1 in R+, kα ∗ lα stands the convo-
lution on the halfline, i.e. kα ∗ lα(t) =

∫ t
0 kα(t− s)lα(t)(s) ds.

Given a function f defined on [0, τ ] with values either in H or in V ′. In this paper we
study the abstract problem

d

dt
[kα ∗ (u− u0)](t) + A(t)u(t) = f(t), t-a.e. (1.1)

Here, d
dt

[kα ∗ (u − u0)] is Riemann-Liouville fractional operator of order α and u0 plays
the role of the initial value for u. This is an abstract non-autonomous fractional equation
and our aim is to prove well-posedness and maximal Lp−regularity for p ∈ (1,∞) in V ′

and in H.
For the autonomous case (i.e. A(t) = A(0) for all t ∈ [0, τ ]), the problem (1.1) was the
subject of treatment of many authors, see for instance [14], [43], [44], [6] and [38].

Definition 1.1. We say that the problem (1.1) has maximal Lp-regularity in H( resp. V ′)
if for every f ∈ Lp(0, τ,H)( resp.Lp(0, τ,V ′)), there exists a unique u ∈ Lp(0, τ,V) with
u(t) ∈ D(A(t))( resp. V) for a.e. t ∈ [0, τ ] such that A(.)u ∈ Lp(0, τ,H)( resp.Lp(0, τ,V ′))
and u is a solution of (1.1) in the Lp-sense.

Note that if (1.1) has maximal Lp-regularity in H then the terms d
dt

[kα∗(u−u0)](.), A(.)u(.)
and f lie in the space Lp(0, τ,H), which is the reason for the terminology ”maximal reg-
ularity”.
A well known result [41][Theorem 3.1] proved maximal L2-regularity in the space V ′. That
is for every f ∈ L2(0, τ ; V ′) and u0 ∈ H there exists a unique u ∈ Hα(0, τ ; V ′)∩L2(0, τ ; V)
which solves the equation (1.1). In this result only measurability of t → a(t, ., .) with
respect to the time variable is required to have a solution u ∈ L2(0, τ ; V) and the proof
is based on the form method. However, considering boundary valued problems one is
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interested in strong solutions, i.e., A(.)u ∈ L2(0, τ ; H) and not only in L2(0, τ ; V ′) (note
that H →֒ V ′ by the canonical identification). So the central problem can be formulated
as follows.

Problem 1.2. Under which conditions on the forms a(.) the equation (1.1) has maximal
Lp-regularity in H.

Noting that in the parabolic case (i.e. for the equation u′(t) + A(t)u(t) = f(t)) this
problem is called Lions’ problem on maximal regularity, we refer to [2] for an account on
recent development on this topic.
Our result in V ′ (see Theorem 3.14) is to extend the results in [41] in two directions.
The first direction is to deal with maximal Lp−regularity, for all p ∈ (1,∞). The second
direction is to assume less regularity on initial data u0. In this paper we give an answer
to the Problem 1.2. In order to achieve this we shall use in a crucial way the results
of Monniaux and Prüss [34] for dore-venni type theorem for noncummuting operators.
We remark that Lp(Lq)-maximal regularity for non autonomous time fractional diffusion
equations in Rd have been proved recently in [9], [11] by PDE methods. For Lp-estimates
for fractional equations in divergence form with measurable coefficients we refere the
reader to [10]. We refer also to [7] where the authors applied the approach of [41] to
establish the existence of strong solutions for non autonomous time fractional diffusion
equations.
Our main results can be summarized as follows (see Theorems 3.10, 3.16 and 4.2 for more
general and precise statements). Suppose that for some β ∈ [0, 1], K > 0, ǫ > 0

|a(t, u, v) − a(s, u, v)| ≤ K|t− s|αβ
2

+ǫ‖u‖V‖v‖[H,V]β , t, s ∈ [0, τ ], u, v ∈ V.

Then the equation (1.1) has maximal Lp-regularity in H. Moreover for p = 2, γ ∈ [0, 1]
we have ∫ τ

0

‖u(t)‖2
[H,V]γ

t(2−γ)α
dt < ∞

and u(t) ∈ [H,V ]2α−1 for all t ∈ [0, τ ]. Assume in addition that t → F (t, x), x ∈ H satisfies
F (., 0) ∈ Lp(0, τ ; H) and the following continuity property: for any ǫ > 0 there exists a
constant Nǫ,p > 0 such that

‖F (., u) − F (., v)‖p
Lp(0,τ ;H) ≤ ǫ‖u− v‖p

MR(α,p,τ) +Nǫ,p‖u− v‖p
Lp(0,τ ;H), (1.2)

for any u, v ∈ MR(α, p, τ).Here, ‖u‖MR(α,p,τ) = ‖ d
dt

[kα∗(u−u0)](.)‖Lp(0,τ ;H)+‖A(.)u‖Lp(0,τ ;H).
Then there exists a unique u ∈ MR(α, p, τ) be the solution to the semilinear equation

d

dt
[kα ∗ (u− u0)](.) + A(.)u = F (., u).

This work is structured as follows. In the second section we work towards an time frac-
tional operator, we prove some results and preparatory lemma. Section (3) we prove
maximal Lp-regularity and some other results for the solution to the Problem (1.1). We
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prove our results for the semilinear equation in section (4). In section (6), we show that
the embedding MR(α, p, τ) into Lp(0, τ ; V) ∩C([0, τ ]; H) is compact whenever V is com-
pactly embedded in H. This is important for our application to quasilinear problems
given in Section.
We illustrate our abstract results by four applications. One of them concerns the heat
equation with non-autonomous Robin-boundary-conditions

∂µu(t) + γ(t, .)u = 0.

on a bounded Lipschitz domain Ω. Here ∂µ denotes the normal derivative. Under ap-
propriate assumptions on γ we prove maximal regularity, i.e., that the solution is in
MR(α, p, τ). This is of great importance if non-linear problems are considered.
Notation. We denote by L(E,F ) (or L(E)) the space of bounded linear operators from
E to F (from E to E). The spaces Lp(a, b;E) and W 1,p(a, b;E) denote respectively the
Lebesgue and Sobolev spaces of function on (a, b) with values in E. Recall that the norms
of H and V are denoted by ‖ · ‖ and ‖ · ‖V . The scalar product of H is (·, ·).
We denote by C, C ′ or c... all inessential constants. Their values may change from line
to line.
Finally, by (E,F )θ,p, [E,F ]θ, θ ∈ (0, 1), p ∈ (1,∞) we denote the real and complex inter-
polation spaces respectively between E and F.

2 Time fractional operator

In this section we prove several properties and estimates for the time fractional operator
which will play an important role in the proof of our main results.
We define the differentiation operator on X := L2(0, τ ; H) by

D(B) = H1
0 (0, τ ; H) := {u ∈ H1(0, τ ; H);u(0) = 0}, B : D(B) → X,Bu = u′, ‖u‖D(B) = ‖u′‖X

and consider B as a closed operator in X.

Theorem 2.1 ([35](Theorem 3.1)). We have

• R− ∪ {0} ⊂ ρ(B) and for all λ ≥ 0, ‖(λ+B)−1‖L(X) ≤ C0

1+|λ|
.

• ∀s ∈ R, Bis ∈ L(X), moreover s → Bis is a strongly continuous group in L(X) with
‖Bis‖L(X) ≤ C1(1 + s2)e

π
2

|s|.

We note that B is a positive operator, then by Balakrishnan formula we have for
α ∈ (0, 1) and f ∈ D(Bα)

Bαf :=
1

Γ(α)Γ(1 − α)
B
∫ ∞

0
ξα−1(ξ +B)−1fdξ,

where (ξ +B)−1f(t) =
∫ t

0 e
−(t−s)ξf(s) ds, t ∈ [0, τ ], ξ ∈ [0,∞).
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Proposition 2.2. We have

• D(Bα) = [X,D(B)]α for all α ∈ (0, 1) and for t ∈ (0, τ)

(Bαf)(t) =
1

Γ(1 − α)
d

dt

∫ t

0

1
(t− s)α

f(s) ds, f ∈ D(Bα)

is the Riemann-Liouville fractional derivative operator.

• Bα is a sectorial operator of angle θb = απ
2

and has a bounded imaginary power with

‖(Bα)is‖L(X) ≤ C1(1 + α2s2)e
απ
2

|s|, s ∈ R.

• For λ ∈ Σπ−θb
, f ∈ L2(0, τ ; H)

(λ+Bα)−1f(t) =
∫ t

0
(t− s)α−1Eα,α(−λ(t− s)α)f(s) ds,

here Eα,α is the Mittag-Leffler function defined by

Eα,α(z) :=
∞∑

k=0

zk

Γ(αk + α)
, z ∈ C.

• For all u ∈ D(Bα)
‖u‖L2(0,τ ;H, dt

t2α ) ≤ 2α‖u‖D(Bα),

where ‖u‖2
L2(0,τ ;H, dt

t2α )
=
∫ τ

0 ‖u(t)‖2 dt
t2α .

Remark 2.3. • Let 0 ≤ s ≤ τ. If we define the differentiation operator on Xs :=
L2(s, τ ; H) by

D(Bs) = {u ∈ H1(s, τ ; H) : u(s) = 0}, Bs : D(Bs) → X,Bsu = u′.

Then Bα
s is defined in Xs by

(Bα
s f)(t) =

1
Γ(1 − α)

d

dt

∫ t

s

1
(t− r)α

f(r) dr.

Note that Bα
s f = Bα(1(s,τ)f) but Bα

s f 6= 1(s,τ)B
αf in general. Indeed, let f = H(.)

be the Heaviside function (H(t) = 1 if t ≥ 0 and 0 otherwise). We have (Bα
s f)(t) =

Bα(1(s,τ)H)(t) = BαH(.−s)(t) = 1
Γ(1−α)

(t−s)−αH(t−s). But (Bαf)(t) = 1
Γ(1−α)

t−α.

Hence, if s > 0 we obtain Bα
s f 6= 1(s,τ)B

αf.

• (B−αf)(t) = 1
Γ(α)

∫ t
0(t− s)α−1f(s) ds, and so

‖B−α‖L(X) ≤ τα

Γ(α+ 1)
.
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Proof. Since B is a positive and maximal accretive operator (see [32] Example p. 252)
with dense domain and has bounded imaginary power, it follows by ([29], Theorem 4.2.6)
that D(Bα) = [X,D(B)]α for all α ∈ (0, 1).
Let t ∈ (0, τ). Then for f ∈ D(Bα)

(Bαf)(t) =
1

Γ(α)Γ(1 − α)
d

dt

∫ ∞

0
ξα−1

(
(ξ +B)−1f

)
(t)dξ

=
1

Γ(α)Γ(1 − α)
d

dt

∫ ∞

0
ξα−1

∫ t

0
e−(t−s)ξf(s) ds dξ

=
1

Γ(α)Γ(1 − α)
d

dt

∫ t

0

∫ ∞

0
ξα−1e−(t−s)ξ dξf(s) ds

=
1

Γ(1 − α)
d

dt

∫ t

0

1
(t− s)α

f(s) ds.

Now, since B is closed and maximal accretive operator, by [32][ Theorem 24] Bα is regu-
larly accretive with index ≤ tan απ

2
. The latter means that

|ℑ(Bαx, x)X | ≤ Cℜ(Bαx, x)X , x ∈ D(Bα), C ≤ tan
απ

2
.

Thus, Bα is a sectorial operator of angle απ
2
.

Let λ ∈ Σπ−θ and g ∈ D(Bα) and set f = (λ + Bα)g. By the Laplace transform we
have f̂(s) = λĝ(s) + (̂Bαg)(s) = λĝ(s) + sαĝ = (λ + sα)ĝ(s), here the hat indicates the

Laplace transform. Then ĝ(s) = 1
λ+sα f̂(s). Therefore g(t) =

(
L−1( 1

λ+sα )1R+ ∗ f
)

(t), here

L−1 denotes the inverse Laplace transform. Since L−1( 1
λ+sα )(t) = tα−1Eα,α(−λtα), then

the third claim follows immediately.
Define the spaces

F0 := L2(0, τ ; H, s2ds), F1 := X.

Then for every α ∈ (0, 1),

[F0, F1]α = L2(0, τ ; H, s2(1−α)ds),

(see [37], p. 130). For u ∈ D(B) we define

T (u)(s) :=
u(s)
s
.

Then, T : D(B) → F1 is bounded. Indeed, by the Hardy’s inequality

‖T (u)‖2
F1

=
∫ τ

0

(‖ ∫ s
0 u

′(l)dl‖)2

s2
ds

≤
∫ t

0

(1
s

∫ s

0
‖u′(l)‖dl

)2
ds

≤ 4
∫ τ

0
‖u′(l)‖2dl

≤ 4‖u‖2
D(B).
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It follows immediately from the definition that T : L2(0, τ ; H) → F0 is bounded with

‖T (u)‖2
F0

= ‖u‖2
X .

Therefore, by interpolation

T : [X,D(B)]α → [F0, F1]α

is a bounded operator with

‖u‖L2(0,τ ;H, ds

s2α ) = ‖Tu‖L2(0,τ ;H,s2(1−α)ds) ≤ 2α‖u‖D(Bα). (2.1)

Lemma 2.4. We have

D(Bα) =





Hα
0 (0, τ ; H) := {u ∈ Hα(0, τ ; H);u(0) = 0}, α ∈ (1

2
, 1]

{u ∈ H
1
2 (0, τ ; H);

∫ τ
0

‖u(t)‖2

t
dt < ∞}, α = 1

2

Hα(0, τ ; H), α ∈ (0, 1
2
).

(2.2)

In addition, ‖u‖D(Bα) = ‖u‖Hα(0,τ ;H) if α 6= 1
2

and

‖u‖
D(B

1
2 )

= ‖u‖
H

1
2 (0,τ ;H)

+
( ∫ τ

0

‖u(t)‖2

t
dt
) 1

2 .

Remark 2.5. The space Hα(0, τ ; H) endowed with norm

‖u‖2
Hα(0,τ ;H) := ‖u‖2

X +
∫ τ

0

∫ τ

0

‖u(t) − u(s)‖2

|t− s|2α+1
ds dt.

Proof. Since by Lemma 2.2 D(Bα) = [X,H1
0 (0, τ ; H)]α, then the result follows immedi-

ately by [[33], p. 68].

For the adjoint operator B∗α we have

Proposition 2.6. For f ∈ D(B∗α), α ∈ (0, 1) we get

(B∗αf)(t) = − 1
Γ(1 − α)

d

dt

∫ τ

t

1
(s− t)α

f(s) ds.

Moreover, we obtain that for α ∈ (0, 1
2
), D(B∗α) = D(Bα) but D(B∗α) 6= D(Bα) for

α ∈ [1
2
, 1).

Proof. By integration by parts we can show easily that

D(B∗) = H1
τ (0, τ ; H) := {u ∈ H1(0, τ ; H);u(τ) = 0}, B∗ : D(B∗) → X,B∗u = −u′.

Then by Balakrishnan formula we have

(B∗αf)(t) = − 1
Γ(1 − α)

d

dt

∫ τ

t

1
(s− t)α

f(s) ds, f ∈ D(B∗α).
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Moreover,

D(B∗α) = [X,H1
τ (0, τ ; H)]α =





Hα
τ (0, τ ; H) = {u ∈ Hα(0, τ ; H);u(τ) = 0}, α ∈ (1

2
, 1]

{u ∈ H
1
2 (0, τ ; H);

∫ τ
0

‖u(t)‖2

τ−t
dt < ∞}, α = 1

2

Hα(0, τ ; H), α ∈ (0, 1
2
).

(2.3)
This gives D(B∗α) = D(Bα), α ∈ (0, 1

2
). Now, let α ∈ [1

2
, 1), u ∈ D(B∗α). Since u need

not satisfy the boundary condition on D(Bα) (even if u ∈ D(B∗)), hence D(B∗α) 6=
D(Bα).

Lemma 2.7. Let u ∈ D(Bα) with α ∈ (1
2
, 1). Then for all s ∈ (0, τ ] we have

∫ s

0
‖u(s) − u(s− l)‖2l−2α dl ≤ Cs,α‖u‖D(Bα).

Proof. Let 0 < s ≤ τ. For l ∈ [0, s] we set v(l) = u(s) − u(s− l). Then by Proposition 2.2
we get ∫ s

0
‖v(l)‖2l−2α dl ≤ Cα‖v‖D(Bα) = Cα‖v‖Hα(0,s;H).

In light of the definition of the norm in Hα(0, τ ; H) and the fact that Hα(0, s; H) →֒
L∞(0, s; H) (see Lemma 2.9) we find

‖v‖Hα(0,s;H) ≤ Cs(‖u(s)‖ + ‖u‖Hα(0,τ ;H))
≤ C ′

s,α‖u‖Hα(0,τ ;H).

This finishes the proof of the lemma.

Lemma 2.8. Let 0 < α2 < α1 < 1. Then for all u ∈ D(Bα1), ǫ > 0 there exists a
K(ǫ) > 0 such that

‖u‖D(Bα2 ) ≤ ǫ‖u‖D(Bα1 ) +K(ǫ)‖u‖X .

Proof. The reiteration theorem for the real method [[37], 1.10.3, Theorem 2] or property
of power of positive operator [29][Theorem 4.3.11] shows that

D(Bα2) = [H, D(B)]α2 = [H, [H, B]α1 ]α2
α1

= [H, D(Bα1)]α2
α1

. (2.4)

Let u ∈ D(Bα1). Then the interpolation inequality (see [29][Corollary 2.1.8]), the Holder
inequality and (2.4) gives

‖u‖D(Bα2 ) ≤ ‖u‖
1−

α2
α1

X ‖u‖
α2
α1

D(Bα1 )

≤ ǫ‖u‖D(Bα1 ) +K(ǫ, α1, α2)‖u‖X .

Where K(ǫ, α1, α2) = C(α1, α2)ǫ
α2−α1

α2 and C(α1, α2) is a positive constant depending only
on α1 and α2.

Let p ∈ (1,∞), v ∈ Lp(0, τ ; H) and set Cαv = lα ∗ v.
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Lemma 2.9. We have

• Cα ∈ L(Lp(0, τ ; H), Cα− 1
p ([0, τ ]; H)) for α ∈ (1

p
, 1) and for α ∈ (0, 1

p
) we get

Cα ∈ L(Lp(0, τ ; H), L
p

1−αp (0, τ ; H)).

• D(Bα) →֒ Cα− 1
2 ([0, τ ]; H) for α ∈ (1

2
, 1) and for α ∈ (0, 1

2
), D(Bα) →֒ L

2
1−2α (0, τ ; H).

• For all u ∈ Lp(0, τ ; H) such that Bαu ∈ Lp(0, τ ; H), we have for t ∈ (0, τ ]
∫ t

0
‖u(s)‖p ds ≤ K(α, τ, p)

∫ t

0
(t− s)α−1

∫ s

0
‖Bαu(r)‖p dr ds,

where K(α, τ, p) = τ
α

p2

p−1

αp−1Γ(α)p .

Proof. Let α ∈ (1
p
, 1), u ∈ Lp(0, τ ; H), t ∈ [0, τ ]. The Hölder’s inequality implies that

‖(Cαv)(t)‖ ≤ ‖lα‖Lq(0,t)‖v‖Lp(0,t;H) ≤ 1

(q(α− 1
p
))

1
q Γ(α)

tα− 1
p ‖v‖Lp(0,τ ;H),

where q = p
p−1

.
Let 0 ≤ s ≤ t ≤ τ. We have

‖(Cαv)(t) − (Cαv)(s)‖ = ‖(lα ∗ v)(t) − (lα ∗ v)(s)‖

≤ 1
Γ(α)

‖
∫ t

s
(t− r)α−1v(r) dr +

∫ s

0

(
(t− r)α−1 − (s− r)α−1

)
v(r) dr‖

≤ 1

(q(α− 1
p
))

1
q Γ(α)

(t− s)α− 1
p ‖v‖Lp(s,t;H)

+
1

Γ(α)

( ∫ s

0

(
(t− r)α−1 − (s− r)α−1

)q

dr
) 1

q ‖v‖Lp(0,s;H).

By using the inequality

(a− b)p ≤ ap − bp, a ≥ b ≥ 0, p ≥ 1,

we get

‖(Cαv)(t) − (Cαv)(s)‖ ≤ 1

(q(α− 1
p
))

1
q Γ(α)

(t− s)α− 1
p ‖v‖Lp(s,t;H)

+
1

Γ(α)

( ∫ s

0
(t− r)q(α−1) − (s− r)q(α−1) dr

) 1
q ‖v‖Lp(0,s;H)

=
1

(q(α− 1
p
))

1
q Γ(α)

(t− s)α− 1
p ‖v‖Lp(s,t;H)

+
1

(q(α− 1
p
))

1
q Γ(α)

(
(t− s)q(α−1)+1 + (tq(α−1)+1 − sq(α−1)+1)

) 1
q ‖v‖Lp(0,s;H)

≤ 2

(q(α− 1
p
))

1
q Γ(α)

(t− s)α− 1
p ‖v‖Lp(0,τ ;H).
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Let v ∈ Lp(0, τ ; H) and α ∈ (0, 1
p
). We obtain for t ∈ (0, τ), ‖(Cαv)(t)‖ ≤

(
lα ∗ ‖v(.)‖

)
.

Applying [19][ Theorem 4] we get

‖Cαv‖
L

p
1−αp (0,τ ;H)

≤ C(α, p)‖v‖Lp(0,τ ;H)

which finishes the proof of the second assertion.

Let u ∈ Lp(0, τ ; H) such that Bαu ∈ Lp(0, τ ; H). Set v = Bαu = (kα ∗ u)′. Then
u = lα∗v = Cαv. Therefore the second assertion follows immediately by the first assertion.
For t ∈ (0, τ ] we obtain

‖u(t)‖ = ‖(Cαv)(t)‖ ≤ 1
Γ(α)

∫ t

0
(t− s)α−1‖Bαu(s)‖ ds

≤ 1
Γ(α)

( ∫ t

0
(t− s)α−1

) 1
q
( ∫ t

0
(t− s)α−1‖Bαu(s)‖p ds

) 1
p

≤ τ
α
q

Γ(α)α
1
q

( ∫ t

0
(t− s)α−1‖Bαu(s)‖p ds

) 1
p .

Therefore
∫ t

0
‖u(s)‖p ds ≤ K(α, τ, p)

∫ t

0

∫ s

0
(s− r)α−1‖Bαu(r)‖p dr ds

=
K(α, τ, p)

α

∫ t

0
(t− r)α‖Bαu(r)‖p dr

= K(α, τ, p)
∫ t

0

∫ t

r
(t− s)α−1 ds ‖Bαu(r)‖p dr

= K(α, τ, p)
∫ t

0
(t− s)α−1

∫ s

0
‖Bαu(r)‖p dr ds.

This finishes the proof.

3 Maximal regularity for non-autonomous fractional

equation

In this section we prove our main result on maximal regularity for the linear equation.
We begin by proving most of the arguments which we will need for the proofs.

We consider the non-autonomous fractional equation

Bα(u− u0)(t) + A(t)u(t) = f(t), t-a.e. (3.1)

Note that (3.1) is equivalent to the integro-differential equation u−u0+lα∗(A(.)u) = lα∗f.
In the sequel we assume that ν = 0.

10



Definition 3.1. Let α ∈ (0, 1), p ∈ (1,∞). We say that the fractional evolution equation
(3.1) has the maximal Lp-regularity if for all f ∈ Lp(0, τ ; H) and u0 ∈ Hα,p ⊆ H there
exists a unique solution u(t) ∈ D(A(t)), t−a.e such that A(.)u ∈ Lp(0, τ ; H) and Bα(u−
u0) ∈ Lp(0, τ ; H).

Maximal regularity may fail even for ordinary non-autonomous fractional equation,
letting H = R.

Example 3.2. Consider φ(t) = tp, p ∈ (−1
2
, 0). Then φ ∈ L2(0, 1

2
). Let α ∈ (p+ 1, 1). For

t ∈ (0, 1
2
] we define a(t) := −Γ(p+1)

Γ(p−α+1)
(t−α − 1) > −Γ(p+1)

Γ(p−α+1)
(
√

2 − 1) > 0. Then a ∈ Lq(0, 1
2
)

for all q ∈ [1, 1
α
). Consider now the ordinary non-autonomous fractional equation

Bαu(t) + a(t)u(t) =
Γ(p+ 1)

Γ(p− α+ 1)
φ(t).

It easy to check that u(t) = tp is the solution for this equation. But

Bαu(t) =
Γ(p+ 1)

Γ(p− α+ 1)
tp−α /∈ L1(0,

1
2

).

Notice however, this example is not a counterexample to the questions we raise, since our
standing hypothesis [H2] is not satisfied here.

Proposition 3.3. The solution of the Problem (3.1) is unique.

Proof. Assume that there are two solutions u1, u2 to the problem (3.1). Obviously, v =
u1 − u2 satisfies in X

Bαv + A(.)v = 0.

Since Bα is regularly accretive we have ℜ(A(.)v, v) ≤ ℜ(Bαv, v)X + ℜ(A(.)v, v) = 0.
Which gives δ‖v‖L2(0,τ ;V) = 0. Thus, u1 = u2.

We assume the following conditions for some β ∈ [0, 1], ǫ > 0, K > 0

|a(t, u, v) − a(s, u, v)| ≤ K|t− s|αβ
2

+ǫ‖u‖V‖v‖[H,V]β , u, v ∈ V and t, s ∈ [0, τ ]. (3.2)

Note that the assumption (3.2) is equivalent to ‖A(t) − A(s)‖L(V,([H,V]β)′) ≤ K|t −
s|αβ

2
+ǫ, t, s ∈ [0, τ ].

Lemma 3.4. 1- For all 0 < β < 1
2
, s ∈ [0, τ ] we have

D(A(s)β) = [H, D(A(s))]β = [H,V ]2β with equivalent norms.

As consequence D(A(s)α− 1
2 ) = [H,V ]2α−1 for all 1

2
< α < 1.

2- For all s ∈ R, t ∈ [0, τ ],A(t)is ∈ L(Y ), Y = V ′,H, moreover s → A(t)is is a strongly
continuous group in L(Y ) with

‖A(t)is‖L(Y ) ≤ e
π
2

|s|.
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Proof. For the proof of the first assertion see [[32],Theorem 3.1]. For the second assertion
we refer to [29][Theorem 4.3.5].

It is known that −A(t) is sectorial operator and generates a bounded holomorphic
semigroup on H. The same is true for −A(t) on V ′. From [30] (Theorem 1.52 and Theorem
1.55), we have the following lemma which point out that the constants involved in the
estimates are uniform with respect to t

Lemma 3.5. For any t ∈ [0, τ ], the operators −A(t) and −A(t) generate strongly con-
tinuous analytic semigroups of angle γ = π

2
− arctan(M

δ
) on H and V ′, respectively. In

addition, there exist constant Cθ, independent of t, such that

‖(z + A(t))−1‖L(Y ) ≤ Cθ

1 + |z| for all z ∈ Σπ−θ with fixed θ < γ.

Here, Y = H,V or V ′.
All of the previous estimates holds for the adjoint operator A(t)∗.

Lemma 3.6. We have for all t ∈ [0, τ ], ‖(λ + A(t))−1‖L(H,[H,V]β) ≤ Cβ,θ

1+|λ|1−
β
2

, λ ∈ Σπ−θ.

This estimate is also hold for the adjoint operator and we obtain ‖(λ+A(t)∗)−1‖L(H,[H,V]β) ≤
Cβ,θ

1+|λ|1−
β
2

, λ ∈ Σπ−θ.

Proof. Let v ∈ H. We get

δ‖(λ+ A(t))−1v‖2
V ≤ ℜ

(
A(t)(λ+ A(t))−1v, (λ+ A(t))−1v

)

≤ ‖A(t)(λ+ A(t))−1v‖‖(λ+ A(t))−1v‖

≤ 1 + Cβ,θ

1 + |λ| ‖v‖2.

Therefore
‖(λ+ A(t))−1‖L(H,V) ≤ Cθ√

1 + |λ|
.

By interpolation we obtain

‖(λ+ A(t))−1‖L(H,[H,V]β) ≤ Cβ‖(λ+ A(t))−1‖1−β
L(H)‖(λ+ A(t))−1‖β

L(H,V)

≤ Cβ,θ

(1 + |λ|)1− β
2

≤ 2
β
2Cβ,θ

1 + |λ|1− β
2

,

where in the last inequality we use (1 + x1− β
2 ) ≤ 2

β
2 (1 + x)1− β

2 , x ≥ 0.

Lemma 3.7. We have for all 0 ≤ s, t ≤ τ and λ ∈ Σπ−θ

‖A(t)(λ+ A(t))−1(A(t)−1 − A(s)−1)‖L(H) ≤ C
|t− s|αβ

2
+ǫ

1 + |λ|1− β
2

.
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Proof. Let 0 ≤ s, t ≤ τ and λ ∈ Σπ−θ. We get by Lemma 3.6

‖A(t)(λ+ A(t))−1(A(t)−1 − A(s)−1)‖L(H)

= ‖(λ+ A(t))−1(A(t) − A(s))A(s)−1‖L(H)

= sup
‖u‖=‖v‖=1

|a(t,A(s)−1u, (λ̄+ A(t)∗)−1v) − a(s,A(s)−1u, (λ̄+ A(t)∗)−1v)|

≤ K|t− s|αβ
2

+ǫ sup
‖u‖=‖v‖=1

‖A(s)−1u‖V‖(λ̄+ A(t)∗)−1v‖[H,V]β

≤ C
|t− s|αβ

2
+ǫ

1 + |λ|1− β
2

.

Let rλ,α, α ∈ (0, 1) be the solution of the Volterra equation

rλ,α(t) + λ
∫ t

0
lα(t− s)rλ,α(s) ds = lα(t), t ≥ 0, λ ∈ Σπ−θr

, θr >
απ

2
.

By Laplace transform we get r̂λ,α(z) = 1
zα+λ

. Then by [[36], 2.15] we obtain

rλ,α(t) = tα−1Eα,α(−λtα), t ≥ 0.

By a simple computation we can see also that rλ,α is solution of the equation Bαrλ,α +
λrλ,α = δ0, where δ0 is the Dirac measure at 0.
Therefore rλ,α(t) =

(
(Bα +λ)−1δ0

)
(t) =

(
sα−1Eα,α(−λsα)∗δ0

)
(t) = tα−1Eα,α(−λtα), t ≥ 0.

Lemma 3.8. We have
∫ τ

0 |tαβ
2

+ǫrλ,α(t)| dt ≤ C

|λ|1+
β
2 +ǫ

.

Proof. We get
∫ τ

0
|tαβ

2
+ǫrλ,α(t)| dt

=
∫ τ

0
|tαβ

2
+ǫtα−1Eα,α(−λtα)| dt

≤ C
∫ τ

0
t

αβ
2

+α+ǫ−1 1

(|λ|tα)1+ β
2

+ǫ
dt

≤ Cτ ǫ(1−α)

|λ|1+ β
2

+ǫ
,

where in the first inequality we have used (see [39][Theorem 1.4])

|Eα,α(z)| ≤ C

|z|1+γ
, 0 ≤ γ ≤ 1, |arg(z)| > απ

2
.
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Let p ∈ (1,∞). Define the space Trp
α = H if α < 1

p
and Trp

α = {0} for α ≥ 1
p

and for
u0 ∈ Trp

α

MR(α, p, τ) := {u ∈ D(A(t)), t−a.e : A(.)u,Bα(u− u0) ∈ Lp(0, τ ; H)}

endowed with norm

‖u‖MR(α,p,τ) = ‖Bα(u− u0)‖Lp(0,τ ;H) + ‖A(.)u‖Lp(0,τ ;H).

From [[34], Theorem 2, Corollary 3] we have the following theorem for the evolutionary
integral equation

Theorem 3.9. Let a ∈ L1
loc(R

+) a nontrivial scalar kernel of subexponential growth. The
latter means that ∫ ∞

0
|a(t)|e−εt dt, for each ε > 0.

Assume that

(a) |arg â(λ)| ≤ θb, |â′(λ)/â(λ)| ≤ k for all λ ∈ Σπ
2
.

Here θb ∈ (0, π) and k > 0 are constants.
Consider the following evolutionary integral equation:

u(t) +
∫ t

0
a(t− s)[L(t)u(t) − f(s)] ds = 0, t ∈ [0, τ ]. (3.3)

Let rλ be the solution of the Volterra equation

rλ(t) + λ
∫ t

0
a(t− s)rλ(s) ds = a(t), t ≥ 0, λ ∈ Σπ−θb

.

Assume that for each t ∈ [0, τ ], L(t) is a sectorial operator with angles θA and admit
bounded imaginary powers on a UMD-Banach space Y such that

‖(λ+L(t))−1‖L(Y ) ≤ MA

1 + |λ| ; ‖L(t)is‖L(Y ) ≤ Kse
sθA ; t ∈ [0, τ ];λ ∈ Σπ−θA

; s ∈ R;MA, Ks ≥ 0.

(3.4)
Suppose in addition that θA + θb < π and

‖L(t)(λ+ L(t))−1(L(t)−1 − L(s)−1)‖L(Y ) ≤ M1|t− s|γ
1 + |λ|1−d

for all t, s ∈ [0, τ ], λ ∈ Σπ−θA
,

(3.5)
there exist constants ρ > d ≥ 0 and M2 > 0 such that

∫ τ

0
tγ|rλ(t)| dt ≤ M2

|λ|1+ρ
, λ ∈ Σπ−θb

. (3.6)

Then for every f ∈ Lp(0, τ ;Y ), (3.3) admits a unique solution u ∈ Lp(0, τ ;Y ) such that
L(.)u ∈ Lp(0, τ ;Y ).
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The following theorem is our main result in this section

Theorem 3.10. Assume that (3.2). Then for all u0 ∈ Trp
α the fractional evolution equa-

tion (3.1) has maximal Lp-regularity.

Remark 3.11. Noting that by the closed graph theorem it follows that there is N > 0
independent of u0, f such that

‖u‖MR(α,p,τ) ≤ N(‖u0‖T r
p
α

+ ‖f‖Lp(0,τ ;H)).

Proof. First we consider the case u0 = 0. We remark that (3.1) is equivalent to the
evolutionary integral equation (3.3) with L(t) = A(t), a(t) = lα(t). We would like to apply
Theorem 3.9, so we need to verify that the assumptions of this theorem are satisfied. Let
us first observe that the operator −A(t) is a sectorial operator with angle θ < π

2
and

admit bounded imaginary powers on H and in V ′ and the assumptions (3.4) are verified
by Lemmas 3.4 and 3.5. Let us turn our attention to the assumptions (3.5), (3.6). Indeed,
the condition (3.5) is verified by Lemma 3.7 for γ = αβ

2
+ ǫ, d = β

2
and the condition (3.6)

is satisfied by Lemma 3.8 for ρ = β
2

+ ǫ. The condition (a) in Theorem 3.9 is obvious.
Therefore the fractional evolution equation (3.1) has maximal Lp-regularity.
Now let u0 ∈ Trp

α, g = f + kαu0 and u be the solution of (3.1) for initial data 0 and the
inhomogeneous term g. It is clear that t → kα(t)u0 ∈ Lp(0, τ ; H) and u is the solution of
the integro-differential equation

u = −lα ∗ A(.)u+ lα ∗ g = −lα ∗ A(.)u+ lα ∗ f + (lα ∗ kα)u0 = −lα ∗ A(.)u+ lα ∗ f + u0.

Then u is the unique solution to the Problem (3.1) for u0 ∈ Trp
α and the source term f.

This finishes the proof.

Proposition 3.12. For all f ∈ L2(0, τ ; H) there exists a unique v ∈ H1
0 (0, τ ; H) ∩

L2(0, τ ; V) be the solution to the following problem

v′(t) +
1

Γ(α)
A(t)

d

dt

∫ t

0

1
(t− s)1−α

v(s) ds = f(t), t− a.e. (3.7)

Moreover, there exists C > 0 such that

‖v‖D(B) + ‖A(.)B1−αv‖ ≤ C‖f‖L2(0,τ ;H).

Remark 3.13. • We note that

(B1−αv)(t) =
1

Γ(α)
d

dt

∫ t

0

1
(t− s)1−α

v(s) ds

and since v ∈ H1
0 (0, τ ; H), then by a simple computation we find

(B1−αv)(t) =
1

Γ(α)

∫ t

0

1
(t− s)1−α

v′(s) ds

which is the Caputo fractional derivative.
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Proof. Let u ∈ D(Bα)∩L2(0, τ ; V) be the unique solution to the problem Bαu+A(.)u = f
inX. Set v = kα∗u. Then v ∈ H1

0 (0, τ ; H)∩L2(0, τ ; V) and we have v′ = Bαu = −A(.)u+f.
Now since v = kα ∗ u, one has lα ∗ v = lα ∗ kα ∗ u = 1R+ ∗ u. Thus B1−αv = u and so
v′ + A(.)B1−αv = f in X.

For maximal Lp-regularity in V ′ of the fractional evolution equation (3.1) we have the
following theorem

Theorem 3.14. Assume that |a(t, u, v) − a(s, u, v)| ≤ C|t− s|ǫ‖u‖V‖v‖V fore some ǫ > 0
and all t, s ∈ [0, τ ], u, v ∈ V. Then for all p ∈ (1,∞), f ∈ Lp(0, τ ; V ′), u0 ∈ V ′ for α ∈ (0, 1

p
)

and u0 ∈ (V ′,V)1− 1
p

,p for α ∈ [ 1
p
, 1) there exists a unique u ∈ Lp(0, τ ; V) be the unique

weak-solution to the Problem (3.1).

Remark 3.15. • We note that for p = 2 we have (V ′,V) 1
2

,2 = H. For p = 2 the result

was proving in [41][Theorem 3.1] with less regularity in time for the forms (t → a(t)
measurable ) and u0 ∈ H for all α ∈ (0, 1).

• In the case α ∈ (1
p
, 1), u0 play the role of initial data of u. Indeed, since u(.) −

u0 = lα ∗ (−A(.)u + f) = Cα(−A(.)u + f), where Cα is the operator defined in
Lemma 2.9, then if we follows the proof of Lemma 2.9 we can show that u(.) −u0 ∈
C([0, τ ]; V ′), u(t) − u0 → 0 as t → 0. Thus, u(0) = u0.

Proof. First we prove the result for u0 = 0. As in the proof of Theorem 3.10 we apply
Theorem 3.9, so we need to verify that the assumptions of this theorem are satisfied. We
shall verify only the conditions (3.5), (3.6), the others are obvious.
Let 0 ≤ s, t ≤ τ and λ ∈ Σπ−θ. We get by Lemma 3.6

‖A(t)(λ+ A(t))−1(A(t)−1 − A(s)−1)‖L(V ′)

= ‖(λ+ A(t))−1(A(t) − A(s))A(s)−1‖L(V ′)

= sup
‖u‖

V′ =‖v‖V =1
|a(t,A(s)−1u, (λ̄+ A(t)∗)−1v) − a(s,A(s)−1u, (λ̄+ A(t)∗)−1v)|

≤ C|t− s|ǫ sup
‖u‖

V′ =‖v‖V =1
‖A(s)−1u‖V‖(λ̄+ A(t)∗)−1v‖V

≤ C
|t− s|ǫ
1 + |λ| .

So the condition (3.5) is satisfied for d = 0 and γ = ǫ. We now use Lemma 3.8 in the
case β = 0 to get the assumption (3.6). Therefore there exists a unique solution to the
Problem (3.1) with u0 = 0.

We consider now the case u0 6= 0. For the case α ∈ (0, 1
p
) we proceed analogously

to the proof of Theorem 3.10. Let α ∈ [ 1
p
, 1), v satisfies Bαv(t) + A(t)v(t) = f(t) and

w be the solution to the problem w′(t) + A(t)w(t) = 0, w(0) = u0, u0 ∈ (V ′,V)1− 1
p

,p.

Then by [3][Theorem 2.2] one has w ∈ W 1,p(0, τ ; V ′) ∩ Lp(0, τ ; V). Set u = w + v. Hence,
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u ∈ Lp(0, τ ; V) such that Bα(u − u0) ∈ Lp(0, τ ; V ′) and u is the solution to Bα(u −
u0)(t) + A(t)u(t) = f(t) + (Bα(w − u0)(t) + A(t)w(t)), u(0) = u0. Then for f = g −
(Bα(w − u0) + A(.)w), g ∈ Lp(0, τ ; V ′), we have u ∈ Lp(0, τ ; V) is the unique solution to
Bα(u− u0) + A(.)u = g, u(0) = u0.

We remark that for u ∈ Hα
0 (0, τ ; V ′) ∩ L2(0, τ ; V), α ∈ (0, 1) we have by [41][Corollary

3.1] ∫ τ

0

‖u(t)‖2

tα
dt < ∞.

Moreover, if α > 1
2

we get by [40][Proposition 2.5] that u ∈ C([0, τ ]; [V ′,V ]α− 1
2
).

For the space MR(α, 2, τ) we have the following theorem.

Theorem 3.16. • In case p = 2 with u0 = 0 we have for all α ∈ (0, 1), γ ∈ [0, 1], u ∈
MR(α, 2, τ)

∫ τ

0

‖u(t)‖2
[H,V]γ

t(2−γ)α
dt ≤ Cα,γ‖u‖2

MR(α,2,τ).

• For all s ∈ [0, τ ], α ∈ (1
2
, 1) the operator

TRs : MR(α, 2, τ) −→ [H; V ]2α−1

u −→ u(s)

is well defined and bounded.

Proof. First we prove the first assertion for γ = 1. Let u ∈ MR(α, 2, τ). Then by the
uniform quasi-coercivity of the forms and Proposition 2.2 we get for u ∈ MR(α, 2, τ)

∫ τ

0

‖u(t)‖2
V

tα
dt ≤ 1

δ

∫ τ

0
ℜ(A(t)u(t), u(t))

dt

tα

≤ 1
2δ2

‖Au‖2
L2(0,τ ;H) +

1
2

∫ τ

0

‖u(t)‖2

t2α
dt

≤ 1
2δ2

‖Au‖2
L2(0,τ ;H) + 22α−1

∫ τ

0
‖Bαu(t)‖2 dt

≤ C(α, δ)‖u‖2
MR(α,2,τ),

where C(α, δ) = 1
2

(
1
δ2 + 22α

)
.

By interpolation we have for γ ∈ [0, 1]

∫ τ

0

‖u(t)‖2
[H,V]γ

t(2−γ)α
dt

≤
∫ τ

0

‖u(t)‖2(1−γ)

t2(1−γ)α

‖u(t)‖2γ
V

tγα
dt

≤ Cγ

∫ τ

0

‖u(t)‖2

t2α
dt+ Cγ

∫ τ

0

‖u(t)‖2
V

tα
dt

≤ C(α, δ, γ)‖u‖2
MR(α,2,τ).
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This finishes the proof of the first assertion.
Noting that by Lemma 3.4 we have [H,V ]2α−1 = [H, D(A(s))]α− 1

2
for all s ∈ [0, τ ]. Let

u ∈ MR(α, 2, τ) and s ∈]0, τ ] we get
∫ s

0
‖A(s)e−lA(s)u(s)‖2l2(1−α) dl

≤ 2
∫ s

0
‖A(s)e−lA(s)(u(s) − u(s− l))‖2l2(1−α) dl

+ 4
∫ s

0
‖
[
A(s)e−lA(s) − A(s− l)e−lA(s−l)

]
u(s− l)‖2l2(1−α) dl

+ 4
∫ s

0
‖e−lA(s−l)A(s− l)u(s− l)‖2l2(1−α) dl

:= I1(s) + I2(s) + I3(s).

The analyticity of the semigroup and Lemma 2.7 gives

I1(s) ≤ M
∫ s

0
‖u(s) − u(s− l)‖2l−2α dl ≤ Mα‖u‖D(Bα).

Choose a contour Γ in the positive half-plane and write by the holomorphic functional
calculus for the sectorial operators A(s), A(s− l)

A(s)e−lA(s)−A(s−l)e−lA(s−l) =
1

2πi

∫

Γ
λe−tλ(λI−A(s))−1

(
A(s)−A(s−l)

)
(λI−A(s−l))−1 dλ.

Therefore, by using Lemmas 3.6 and 3.5 we obtain

‖
[
A(s)e−lA(s) − A(s− l)e−lA(s−l)

]
u(s− l)‖

≤ C
∫ ∞

0
|λ|e−t| cos γ||λ|‖(λI − A(s))−1‖L([H,V]′

β
,H)

× ‖(λI − A(s− l))−1‖L(H,V) d|λ|‖A(s) − A(s− l)‖L(V,[H,V]′
β

)‖u(s− l)‖

≤ C
‖A(s) − A(s− l)‖L(V,[H,V]′

β
)

l
β+1

2

‖u(s− l)‖.

Thus,

I2(s) ≤ C
∫ s

0

‖A(s) − A(s− l)‖2
L(V,[H,V]′

β
)

lβ+2α−1
dl‖u‖2

L∞(0,τ ;H)

≤ Cα,β,s‖u‖2
D(Bα).

For I3 one has

I3(s) ≤ Ms2(1−α)
∫ s

0
‖A(s− l)u(s− l)‖2 dl ≤ Ms2(1−α)‖A(.)u‖2

X .

Therefore, by the definition of the interpolation space (see [29][Proposition 5.1.1]) we have

‖u(s)‖2
[H,V]2α−1

= ‖u(s)‖2

D(A(s)α−
1
2 )

≤ Cs

(
‖u(s)‖2+

∫ s

0
‖A(s)e−lA(s)u(s)‖2l2(1−α) dl

)
≤ Cs,α‖u‖2

MR(α,2,τ),

which prove the desired result.
For the case s = 0, we estimate

∫ τ
0 ‖A(s)e−lA(s)u(s)‖2l2(1−α) dl and to do this we proceed

similarly as before.

18



4 Semilinear equation

Let F (t, u) : (0, τ) × H → H and F0(t) = F (t, 0). Assume that F0 ∈ Lp(0, τ ; H) and
F (., u) satisfies the following continuity property: for any ǫ > 0 there exists a constant
Nǫ,p > 0 such that

‖F (., u) − F (., v)‖p
Lp(0,τ ;H) ≤ ǫ‖u− v‖p

MR(α,p,τ) +Nǫ,p‖u− v‖p
Lp(0,τ ;H), (4.1)

for any u, v ∈ MR(α, p, τ).

Example 4.1. 1- If we assume that ‖F (t, x) − F (t, y)‖ ≤ K‖x − y‖V , K > 0, x, y ∈
V , t ∈ (0, τ) then the conditions (4.1) is satisfied. Indeed, let u, v ∈ MR(α, p, τ) one
has

‖F (., u) − F (., v)‖p
Lp(0,τ ;H) ≤ Kp‖u− v‖p

Lp(0,τ ;V)

≤ Kp

δ
p
2

∫ τ

0

(
δ‖u(t) − v(t)‖2

V

) p
2 dt

≤ Kp

δ
p
2

∫ τ

0

(
ℜ
(
A(t)(u(t) − v(t)), u(t) − v(t)

)) p
2

dt

≤ Kp

δ
p
2

∫ τ

0
‖A(t)(u(t) − v(t))‖ p

2 ‖u(t) − v(t)‖ p
2 dt

≤ ǫ‖A(.)(u− v)‖p
Lp(0,τ ;H) +Nǫ,p‖u− v‖p

Lp(0,τ ;H),

where Nǫ,p = K2p

δpǫ
.

2- Let F (t, u) = Bα1u, u ∈ MR(α, 2, τ), 0 < α1 < α. Then the Lemma 2.8 implies

‖F (., u)‖X = ‖Bα1u‖X ≤ ǫ‖u‖D(Bα) +K(α, α1, ǫ)‖u‖X .

Hence, the condition (4.1) is satisfied.

In the following theorem we assume the same hypothesis with Theorem 3.10 for the
forms (a(t))t∈[0,τ ]

Theorem 4.2. Let u0 ∈ Trp
α. Then the equation

Bα(u− u0) + A(.)u = F (., u) (4.2)

admits a unique solution u ∈ MR(α, p, τ).
Moreover, there is Cα,p > 0 independent of u0, F0 such that

‖u‖MR(α,p,τ) ≤ Cα,p(‖F0‖Lp(0,τ ;H) + ‖u0‖T r
p
α
).

Proof. For v ∈ MR(α, p, τ) consider the linear equation

Bαu+ A(.)u = F (., v).
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By Theorem 3.10, this equation has a unique solution u ∈ MR(α, p, τ).
We define

S : MR(α, p, τ) → MR(α, p, τ)
v 7→ u.

For v1, v2 ∈ MR(α, p, τ) we have by Theorem 3.10 and Lemma 2.9

‖Sv1 − Sv2‖p
MR(α,p,τ) ≤ N‖F (., v1) − F (., v2)‖p

Lp(0,τ ;H)

≤ Nǫ‖v1 − v2‖p
MR(α,p,τ) +NNǫ,p‖v1 − v2‖p

Lp(0,τ ;H)

≤ Nǫ‖v1 − v2‖p
MR(α,p,τ) +NNǫ,p

∫ τ

0
(τ − s)α−1

∫ s

0
‖Bα(v1 − v2)(r)‖p dr ds

≤ Nǫ‖v1 − v2‖p
MR(α,p,τ) +NNǫ,p

∫ τ

0
(τ − s)α−1‖v1 − v2‖p

MR(α,p,s) ds.

Set K0 := Nǫ and K1 := NNǫ,p. Then repeating the above inequality and using the
identity

∫ t

0
(t− s1)α−1

∫ s1

0
(s1 − s2)α−1...

∫ sn−1

0
(sn−1 − sn)α−1 dsn...ds1 =

Γ(α)n

Γ(nα+ 1)
tnα,

we obtain

‖Snv1 − Snv2‖p
MR(α,p,τ) ≤

n∑

0

(
n
k

)
Kn−k

0 (K1τ
α)k Γ(α)k

Γ(kα + 1)
‖v1 − v2‖p

MR(α,p,τ)

≤ (2K0)n

[
max

k=1,..,n

((K−1
0 ταK1Γ(α)

)k

Γ(kα+ 1)

)]
‖v1 − v2‖p

MR(α,p,τ).

For the second inequality we use
∑n

0

(
n
k

)
= 2n. Note that maxk=1,..,n

((
K−1

0 ταK1Γ(α)

)k

Γ(kα+1)

)
is

bounded for all n ∈ N∗.
Now, we take ǫ < 1

4N
, which gives K0 <

1
4

and n sufficiently large to get

‖Snv1 − Snv2‖p
MR(α,p,τ) <

1
2n

[
max

k=1,..,n

((K−1
0 ταK1Γ(α)

)k

Γ(kα+ 1)

)]
‖v1 − v2‖p

MR(α,p,τ)

< ‖v1 − v2‖p
MR(α,p,τ).

Then Sn is a contraction on MR(α, p, τ) and this yields the existence and uniqueness of
a solution u ∈ MR(α, p, τ) to the equation (4.2). Therefore it only remains to prove the
a priori estimate. From the linear equation and (4.1) we have for all ǫ > 0

‖u‖p
MR(α,p,τ) ≤ N‖F (., u)‖p

Lp(0,τ ;H)

≤ NC(p)‖F (., u) − F0(.)‖p
Lp(0,τ ;H) +NC(p)‖F0(.)‖p

Lp(0,τ ;H)

≤ NC(p)ǫ‖u‖p
MR(α,p,τ) +NNǫ,pC(p)‖u‖p

Lp(0,τ ;H) +NC(p)‖F0(.)‖p
Lp(0,τ ;H)

≤ NC(p)ǫ‖u‖p
MR(α,p,τ) +NNǫ,pC(p)

∫ τ

0
(τ − s)α−1‖u‖p

MR(α,p,s) ds+NC(p)‖F0(.)‖p
Lp(0,τ ;H).
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Here, C(p) is a positive constant depending only on p.
Now, taking ǫ = 1

4NC(p)
and applying Gronwall’s lemma gives that there exists C > 0

such that
‖u‖MR(α,p,τ) ≤ C‖F0‖Lp(0,τ ;H).

Corollary 4.3. Let C : (0, τ) × V → H is a linear operator such that ‖C(t)u‖ ≤
K‖u‖V , K > 0, u ∈ V, t ∈ (0, τ) and F (., .) as in the Theorem 4.2. Then for λ ∈ C

the semi-linear equation

Bα(u− u0) + A(.)u+ C(.)u+ λu = F (., u) (4.3)

admits a unique solution u ∈ MR(α, p, τ) for all u0 ∈ Trp
α.

Moreover, there is Cα,p > 0 independent of u0, F0 such that

‖u‖MR(α,p,τ) ≤ Cα,p

(
‖F0‖Lp(0,τ ;H) + ‖u‖T r

p
α

)
.

Proof. Set G(t, u) = F (t, u) − (C(t)u + λu). Then it is easy to check that G satisfies
the conditions (4.1) and G(t, 0) = F0(t). So the claim follows immediately by Theorem
4.2.

Remark 4.4. As consequence of the previous corollary, we can take ν = 0 in [H3] without
loss a generality.

For the non-autonomous evolution equations with two fractional time derivatives we
have

Corollary 4.5. Let C : (0, τ) × V → H is a linear operator such that ‖C(t)u‖ ≤
K‖u‖V , K > 0, u ∈ V, t ∈ (0, τ) and F (., .) as in the Theorem 4.2. Then for λ ∈ C, 0 <
α1 < α the semi-linear equation

Bα(u− u0) + A(.)u+ C(.)u+ λBα1u = F (., u) (4.4)

admits a unique solution u ∈ MR(α, 2, τ) for all u0 ∈ Tr2
α.

Moreover, there is Cα > 0 independent of u0, F0 such that

‖u‖MR(α,2,τ) ≤ Cα

(
‖F0‖L2(0,τ ;H) + ‖u‖T r2

α

)
.

Proof. Set G(t, u) = F (t, u) − (C(t)u+ λBα1u). Then it is easy to check that G satisfies
the conditions (4.1) and G(t, 0) = F0(t). So the claim follows immediately by Theorem
4.2.

In the following proposition we prove that maximal Lp−regularity holds without re-
quiring any regularity in time for the operators (or the forms).
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Proposition 4.6. Assume that

t → a(t, x, y), x, y ∈ V is measurable and |a(t, x, y) − a(s, x, y)| ≤ C‖x‖V‖y‖, s, t ∈ [0, τ ].
(4.5)

Then the equation
Bαu+ A(.)u = f (4.6)

admits a unique solution u ∈ MR(α, p, τ) for all f ∈ Lp(0, τ ; H), p ∈ (1,∞).
Moreover, there is Cα > 0 independent of f such that

‖u‖MR(α,p,τ) ≤ Cα‖f‖Lp(0,τ ;H)

and in the case p = 2 we get for β ∈ [0, 1] that u ∈ Hαβ(0, τ ;A(0)1−β)∩L2(0, τ ;D(A(0)1−β), dt
t2αβ ).

Remark 4.7. The condition (4.5) is equivalent to A(t)−A(s) ∈ L(V ,H), s, t ∈ [0, τ ] and
we have D(A(t)) = D(A(s)) with equivalent norms.

Proof. Set F (t, u) = f + (A(t) − A(0))u(t), u ∈ Lp(0, τ ;D(A(0))).
We have for u, v ∈ Lp(0, τ ;D(A(0)))

‖F (., u) − F (., v)‖p
Lp(0,τ ;H) = ‖(A(.) − A(0))(u− v)‖p

Lp(0,τ ;H) = ‖ sup
‖x‖=1

(
(A(.) − A(0))(u− v), x

)
‖p

Lp(0,τ)

= ‖ sup
‖x‖=1

(
a(., u− v, x) − a(0, u− v, x)

)
‖p

Lp(0,τ)

≤ Cp‖u− v‖p
Lp(0,τ ;V)

≤ ǫ‖A(0)(u− v)‖p
Lp(0,τ ;H) +

C2p

δpǫ
‖u− v‖p

Lp(0,τ ;H).

Now we proceed exactly as the proof of Theorem 4.2 we prove that there exists a unique
u ∈ Lp(0, τ ;D(A(0))) such that Bαu ∈ Lp(0, τ ; H) be the solution to the semi-linear
equation

Bαu+ A(0)u = F (., u).

Hence, u is the unique solution to the following problem

Bαu(t) + A(t)u = f(t), t-a.e

and we have the apriori estimate

‖Bαu‖Lp(0,τ ;H) + ‖A(0)u‖Lp(0,τ ;H) ≤ Cα‖f‖Lp(0,τ ;H).

Define the operator

Ezu = BαzA(0)1−zu, z ∈ C, u ∈ D(Bα) ∩ L2(0, τ ;D(A(0))).

We have for z = is, s ∈ R

‖Eisu‖X = ‖BisαA(0)1−isu‖X ≤ ‖Bisα‖L(X)‖A(0)−is‖L(X)‖A(0)u‖X

≤ Cα,s‖u‖D(Bα)∩L2(0,τ ;D(A(0))).
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Similarly for z = 1 + is we have

‖E1+isu‖X = ‖B(1+is)αA(0)−isu‖X = ‖A(0)−isBisαBαu‖X ≤ Cα,s‖u‖D(Bα)∩L2(0,τ ;D(A(0))).

We apply Stein’s complex interpolation theorem to obtain that

Eβ = BαβA(0)1−β ∈ L
(
D(Bα) ∩ L2(0, τ ;D(A(0))), X

)
, β ∈ [0, 1].

Hence,

‖u‖Hαβ(0,τ ;A(0)1−β) = ‖BαβA(0)1−βu‖X ≤ Cα,β‖u‖D(Bα)∩L2(0,τ ;D(A(0))) ≤ Cα,β‖f‖L2(0,τ ;H).

By using Lemma 2.2 we get Hαβ(0, τ ;A(0)1−β) →֒ L2(0, τ ;D(A(0)1−β), dt
t2αβ ). This finishes

the proof.

5 Time dependent perturbations-Maximal regularity

Let a(t), A(t),V and H be as above and suppose again that the standard assumptions
[H1]-[H3] are satisfied with ν = 0. Let (C(t))t∈[0,τ ] be a family of bounded invertible
operators on H. We assume that there exist constants δ1 > 0 and M1 > 0 independent
of t such that

ℜ(C(t)−1u, u) ≥ δ1‖u‖2
H ∀u ∈ H, (5.1)

and
‖C(t)−1‖L(H) ≤ M1. (5.2)

We assume moreover that for all s, t ∈ [0; τ ]

‖C(t) − C(s)‖L(H) ≤ L|t− s|ǫ, L, ǫ > 0.

As a consequence of (5.1) and (5.2) the numerical range of C(t)−1 is contained in a sector
of angle w1 for some w1 ∈ [0, π

2
), independent of t. Note that (5.1) implies that

‖C(t)−1u‖ ≥ δ‖u‖

and hence
‖C(t)‖L(H) ≤ 1

δ
. (5.3)

We denote by w0 the common angle of the numerical range of forms a(t), t ∈ [0, τ ]. We
assume in addition that

w0 + w1 <
π

2
, (5.4)

and the operator C(t)A(t) is accretive for all t ∈ [0, τ ], i.e.

ℜ(C(t)A(t)u, u) ≥ C‖u‖2, u ∈ D(A(t)), C > 0.

Note that w0 ≤ arctan(M
δ

) and w1 ≤ arctan(M1

δ1
).

From [34] we have the following Dore-venni theorem type of non-commuting operators on
UMD-Banach space
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Theorem 5.1. Let A and B be two sectorial operators with angles θA, θB and admit
a bounded imaginary powers on a UMD-Banach space Y . Suppose that 0 ∈ ρ(A) and
θA + θB < π. Suppose in addition that for some 0 ≤ α < β ≤ 1 and c ≥ 0 the Labbas-
Terreni commutator estimate

I(λ, σ) = ‖A(λ+ A)−1
(
A−1(σ +B)−1 − (σ +B)−1A−1

)
‖L(Y ) ≤ c

(1 + |λ|1−α)|σ|1+β

holds for all λ and σ with | arg(λ)| < π − θA and | arg(σ)| < π − θB. Then there exists a
c0 such that c0 + A + B with domain D(A) ∩ D(B) is invertible and there is a constant
C > 0 such that

‖(λ+ A+B)−1‖L(Y ) ≤ C

λ
, for all λ > c0.

Remark 5.2. We have the same result if

I(λ, σ) ≤ c

(1 + |λ|1−α)|σ|1+β
+

c′

(1 + |λ|1−α1)|σ|1+β1

for 0 ≤ α < β ≤ 1 and 0 ≤ α1 < β1 ≤ 1, c ≥ 0, c′ ≥ 0 with | arg(λ)| < π − θA and
| arg(σ)| < π − θB.

Theorem 5.3. Assume that (3.2). Then the fractional evolution equation

Bαu+ C(.)A(.)u = f (5.5)

has maximal L2-regularity.

Remark 5.4. If τ is small enough, the regularity assumption on C(t) can be weakened
considerably. Indeed, the continuity is sufficient and in order to avoid the inadequate
expense of the size of descriptions, we do not prove this result.

Proof. Define the operator A in X by (Au)(t) = C(t)A(t)u(t) with domain

D(A) = {u ∈ X, u(t) ∈ D(A(t)) a.e t and A(.)u ∈ L2(0, τ ; H)}.

We would like to apply the Theorem 5.3, so we need to verify that the assumptions of this
theorem are satisfied. Then we have to prove the operator L = Bα +A (which is the sum
of non-commuting operators) is bounded invertible on X. By using [1][Proposition 3.2] it
follows that C(t)A(t) is a sectorial operator of angle θA = w0 + w1 on H for all t ∈ [0, τ ]
such that

‖(λ+ C(t)A(t))−1‖L(H) ≤ C

1 + |λ| , C > 0, λ ∈ Σπ−θA .

Hence, A is a sectorial operator on X. Now, since C(t)A(t) is an accretive operator
we obtain by [29][Theorem 4.3.5] that C(t)A(t) has a bounded imaginary power for all
t ∈ [0, τ ] and

‖
(
C(t)A(t)

)is‖L(H) ≤ e
π
2

|s|, s ∈ R.

24



Thus,
‖(A)is‖L(X) ≤ e

π
2

|s|, s ∈ R.

We remark that by Proposition 2.2, Bα is a sectorial operator of angle θb = απ
2

and has a
bounded imaginary such that for all ǫ > 0

‖(Bα)is‖L(H) ≤ C(1 + α2s2)e
απ
2

|s| ≤ Cǫe
( απ

2
+ǫ)|s|, s ∈ R.

Therefore it remains only to prove the Labbas-Terreni commutator estimate. Indeed, let
λ and σ with | arg(λ)| < π − θA and | arg(σ)| < π(1 − α

2
). Then

I(λ, σ)2

= sup
f∈X,‖f‖X=1

‖A(λ+ A)−1
(
A

−1(σ +Bα)−1 − (σ +Bα)−1
A

−1
)
f‖2

X

= sup
f∈X,‖f‖X=1

∫ τ

0
‖C(t)A(t)(λ+ C(t)A(t))−1

[(
C(t)A(t)

)−1
(σ +Bα)−1f(t)

− (σ +Bα)−1
(
C(.)A(.)

)−1
f(t)

]
‖2 dt.

Since
(σ +Bα)−1f(t) =

∫ t

0
(t− s)α−1Eα,α(−σ(t− s)α)f(s) ds,

we get
(
C(t)A(t)

)−1
(σ +Bα)−1f(t) − (σ +Bα)−1

(
C(.)A(.)

)−1
f(t)

= (C(t)A(t)
)−1

∫ t

0
(t− s)α−1Eα,α(−σ(t− s)α)f(s) ds

−
∫ t

0
(t− s)α−1Eα,α(−σ(t− s)α)

(
C(s)A(s)

)−1
f(s) ds

=
∫ t

0
(t− s)α−1Eα,α(−σ(t− s)α)

[(
C(t)A(t)

)−1−
(
C(s)A(s)

)−1]
f(s) ds.

This gives

I(λ, σ)2

= sup
f∈X,‖f‖X=1

∫ τ

0
‖
∫ t

0
(t− s)α−1Eα,α(−σ(t− s)α)C(t)A(t)(λ+ C(t)A(t))−1

[(
C(t)A(t)

)−1−
(
C(s)A(s)

)−1]
f(s) ds‖2 dt.

We write
(
C(t)A(t)

)−1−
(
C(s)A(s)

)−1

= [
(
C(t)A(t)

)−1−
(
C(s)A(t)

)−1
] + [

(
C(s)A(t)

)−1−
(
C(s)A(s)

)−1
]

= A(t)−1[C(t)−1 − C(s)−1] + [A(t)−1 − A(s)−1]C(s)−1.
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This gives

C(t)A(t)(λ+ C(t)A(t))−1
[(
C(t)A(t)

)−1−
(
C(s)A(s)

)−1]
f(s)

= C(t)A(t)(λ+ C(t)A(t))−1A(t)−1[C(t)−1 − C(s)−1]f(s)
+ C(t)A(t)(λ+ C(t)A(t))−1[A(t)−1 − A(s)−1]C(s)−1f(s)
= (λ+ C(t)A(t))−1[C(s) − C(t)]C(s)−1f(s) + (λ+ C(t)A(t))−1C(t)[A(s) − A(s)]A(s)−1C(s)−1f(s)

:= K1(t, λ) +K2(t, λ).

For the first term on the RHS we obtain

‖K1(t, λ)‖ ≤ ‖(λ+ C(t)A(t))−1‖L(H)‖C(s) − C(t)‖L(H)‖C(s)−1‖L(H)‖f(s)‖

≤ C|t− s|ǫ
1 + |λ| ‖f(s)‖.

By [1][Proposition 3.2, Proposition 3.4] we have

‖(λ+ C(t)A(t))−1C(t)‖L(([H,V]β)′,H) ≤ C

(1 + |λ|1− β
2 )
, C > 0, λ ∈ Σπ−θA .

Thus,

‖K2(t, λ)‖ ≤ ‖(λ+ C(t)A(t))−1C(t)‖L(([H,V]β)′,H)‖A(s) − A(s)‖L(V,([H,V]β)′‖A(s)−1C(s)−1‖L(H,V)‖f(s)‖

≤ C|t− s|αβ
2

+ǫ

1 + |λ|1− β
2

‖f(s)‖.

Therefore,

I(λ, σ)2 ≤ C1

(1 + |λ|)2
sup

f∈X,‖f‖X=1

∫ τ

0

( ∫ t

0
(t− s)α+ǫ−1|Eα,α(−σ(t− s)α)|‖f(s)‖ ds

)2
dt

+
C2

(1 + |λ|1− β
2 )2

sup
f∈X,‖f‖X=1

∫ τ

0

( ∫ t

0
(t− s)

αβ
2

+α+ǫ−1|Eα,α(−σ(t− s)α)|‖f(s)‖ ds
)2
dt.

In light of Lemma 3.8 and Young’s inequality for convolution we have

I(λ, σ) ≤ C1

1 + |λ|
∫ τ

0
tα+ǫ−1|Eα,α(−σtα)| dt sup

f∈X,‖f‖X=1

‖f‖X

+
C2

1 + |λ|1− β
2

∫ τ

0
t

αβ
2

+α+ǫ−1|Eα,α(−σtα)| dt sup
f∈X,‖f‖X=1

‖f‖X

≤ C1

(1 + |λ|)|σ|1+ǫ
+

C2

(1 + |λ|1− β
2 )|σ|1+ β

2
+ǫ
.

This prove the Labbas-Terreni commutator estimate. Therefore, there exists a c0 > 0 such
that c0 +L is bounded invertible on X. Now, by applying the fixed point argument we can
easily prove that L is bounded invertible on X. Then, (5.5) has maximal L2-regularity.
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6 An Aubin-Lions lemma for MR(α, p, τ )

The following theorem is due to Simon [28]. Let X be a Banach space and let τ > 0, p ∈
(1,∞).

Theorem 6.1. A subset F ⊂ Lp(0, τ ;X) is relatively compact in Lp(0, τ ;X) for 1 ≤ p <
∞ or in C([0, τ ], X) for p = ∞ if and only if

1- {∫ t
s f dr : f ∈ F} is relatively compact in X for all 0 < s < t < τ and

2- ‖f(.+ h) − f‖Lp(0,τ−h;X) → 0 as h → 0 uniformly for f ∈ F.

Theorem 6.2. Suppose that V is compactly embedded in H. Then MR(α, p, τ) is com-
pactly embedded in Lp(0, τ ; V) ∩ C([0, τ ]; H) for all p ∈ (1,∞) and α ∈ (1

p
, 1).

Proof. Let us first prove that MR(α, p, τ) →֒c C([0, τ ]; H), if V →֒c H. To do this we
show the conditions of Theorem (6.1). Let F be the unit ball of MR(α, p, τ). The first
condition is easy to check since F is a subset of the unit ball of Lp(0, τ ; V). For the second
let 0 < h < τ and u ∈ F, then by Lemma 2.9 we have for α ∈ (1

p
, 1)

‖u(.+ h) − u‖L∞(0,τ−h;H) = ‖(lα ∗ v)(.+ h) − lα ∗ v‖L∞(0,τ−h;H)

= ‖(Cαv)(.+ h) − Cαv‖L∞(0,τ−h;H)

≤ K(α, τ, p)hα− 1
p ‖v‖p

Lp(0,τ ;H),

where v = Bα(u− u0).
Let u ∈ MR(α, p, τ). Then

‖u‖p
Lp(0,τ ;V) ≤ 1

δ
p
2

∫ τ

0
(δ‖u(t)‖2

V)
p
2 dt

≤ 1
δ

p
2

∫ τ

0
(ℜa(t, u, u))

p
2 dt

≤ 1
δ

p
2

∫ τ

0
‖A(t)u(t)‖ p

2 ‖u(t)‖ p
2 dt

≤ 1
δ

p
2

‖A(.)u‖
p
2

Lp(0,τ ;H)‖u‖
p
2

Lp(0,τ ;H). (6.1)

Let (un)n∈N ⊂ MR(α, p, τ) be a bounded sequence. Thus there exists a subsequence
of (un)n∈N which is Cauchy in Lp(0, τ ; H). Finally by (6.1) and the boundedness of
(Aun)n∈N in Lp(0, τ ; H) we obtain that this subsequence is also Cauchy in Lp(0, τ ; V).
Hence, MR(α, p, τ) is compactly embedded in Lp(0, τ ; V).

7 Applications

This section is devoted to application of our results on existence and maximal regularity
of the sections to concrete evolution equations. We show how they can be applied to both
linear and non-linear evolution equations.
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7.1 Elliptic operators.

Define on H = L2(Rd) the sesquilinear forms

a(t, u, v) =
d∑

k,j=1

∫

Rd
akj(t, x)∂ku∂jv dx+

d∑

j=1

∫

Rd
bj(t, x)∂juv dx+

∫

Rd
c(t, x)uv dx, u, v ∈ H1(Rd).

We assume that akj, bj, c : [0, τ ] × Rd → C such that:

akj, bj, c ∈ L∞([0, τ ] × R
d) for 1 ≤ k, j ≤ d,

and

ℜ
d∑

k,j=1

akj(t, x)ξkξ̄j ≥ δ|ξ|2 for all ξ ∈ C
d and a.e. (t, x) ∈ [0, τ ] × R

d.

Here δ > 0 is a constant independent of t.
It easy to check that a(t, ., .) is H1(Rd)-bounded and quasi-coercive. The associated
operator with a(t, ., .) is elliptic operator given by the formal expression

A(t)u = −
d∑

k,j=1

∂j(akj(t, .)∂ku) +
d∑

j=1

bj(t, .)∂ju+ c(t, .)u.

In addition to the above assumptions we assume that for α ∈ (0, 1), some constants
K, ǫ > 0

|akj(t, x) − akj(s, x)| ≤ K|t− s|α
2

+ǫ for a.e.x ∈ R
d and all t, s ∈ [0, τ ].

Let F (t, u) : (0, τ) × H → H and F0(t) = F (t, 0). Assume that F0 ∈ Lp(0, τ ; H) and
F (., u) satisfies the following continuity property:

‖F (t, u) − F (t, v)‖L2(Rd) ≤ K‖u− v‖H1(Rd), K > 0, u, v ∈ H1(Rd), t ∈ (0, τ).

Therefore, applying Theorem 4.2 and Corollary 4.3 we conclude that for every u0 ∈ H if
α ∈ (0, 1

p
) and u0 = 0 otherwise the problem

Bα(u(.)−u0)(t)−
d∑

k,j=1

∂j(akj(t, .)∂ku(t))+
d∑

j=1

bj(t, .)∂ju(t)+c(t, .)u(t) = F (t, u(t)), t−a.e.

has a unique solution u ∈ Lp(0, τ ;H1(Rd)) such that A(.)u ∈ Lp(0, τ ; H), Bα(u(.) − u0) ∈
Lp(0, τ ; H).
The maximal Lp-regularity we proved here holds also in the case of elliptic operators on
Lipschitz domains with Dirichlet or Neumann boundary conditions. The arguments are
the same. One define the previous forms a(t) with domain V = H1

0 (Ω) (for Dirichlet
boundary conditions) or V = H1(Ω) (for Neumann boundary conditions).
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7.2 Non-autonomous Robin boundary conditions

Let Ω be a bounded domain of Rd with Lipschitz boundary ∂Ω. We denote by Tr the
classical trace operator. Let γ : [0, τ ] × ∂Ω → R be a bounded measurable function which
is Hölder continuous w.r.t. the first variable, i.e.,

|γ(t, σ) − γ(s, σ)| ≤ K|t− s|α
4

+ε (7.1)

for some constantsK > 0, ε > 0 and for all t, s ∈ [0, τ ], σ ∈ ∂Ω.We consider the symmetric
form

a(t, u, v) =
∫

Ω
∇u∇v dx+

∫

∂Ω
γ(t, .)uv dσ, u, v ∈ H1(Ω). (7.2)

The forms a(t) is H1(Ω)−bounded, quasi-coercive and symmetric. The first statement
follows readily from the continuity of the trace operator and the boundedness of γ. The
second one is a consequence of the inequality

∫

∂Ω
|u|2dσ ≤ ε‖u‖2

H1(Ω) + Cε‖u‖2
L2(Ω)

which is valid for all ε > 0 (Cε is a constant depending on ε). Note that this is a
consequence of compactness of the trace as an operator from H1(Ω) into L2(∂Ω, dσ).
Let A(t) be the operator associated with a(t, ·, ·). Note that the part A(t) in H := L2(Ω)
of A(t) is interpreted as (minus) the Laplacian with time dependent Robin boundary
conditions:

∂µv + γ(t, .)v = 0 on ∂Ω.

Here we use the following weak definition of the normal derivative. Let v ∈ H1(Ω) such
that ∆v ∈ L2(Ω). Let h ∈ L2(∂Ω, dσ). Then ∂µv = h by definition if

∫
Ω ∇u∇w dx +∫

Ω ∆u∇w dx =
∫

∂Ω hw dσ for all w ∈ H1(Ω). Based on this definition, the domain of A(t)
is the set

D(A(t)) := {u ∈ H1(Ω) : ∆u ∈ L2(Ω), ∂µu+ β1(t, .)u = 0}
and for u ∈ D(A(t)) the operator is given by A(t)u := −∆u. Note that for any ε > 0

|a(t;u, v) − a(s;u, v)|
= |

∫

∂Ω
[γ(t, .) − γ(s, .)]uv dσ|

≤ ‖γ(t, .) − γ(s, .)‖L∞(∂Ω)‖u‖
H

1
2 +ε(Ω)

‖v‖
H

1
2 +ε(Ω)

≤ K|t− s|α
4

+ε‖u‖
H

1
2 +ε(Ω)

‖v‖
H

1
2 +ε(Ω)

,

where we used the fact that the trace operator is bounded from H
1
2

+ε(Ω) into L2(∂Ω).
Let m : [0, τ ] × Ω → [r, 1

r
] for some constant r > 0, such that for some ǫ, L > 0

|m(t, x) −m(s, x)| ≤ L|t− s|ǫ, t, s ∈ [0, τ ], x ∈ Ω. (7.3)

Now, the assumptions (7.1), (7.3) allows us to apply Theorem 5.3 with β = 1
2

+ ε and
obtain maximal L2-regularity for the corresponding evolution equations





Bαu(.)(t) −m(t, .)∆u(t) = f(t)

∂µu(t) + γ(t, .)u = 0, on ∂Ω.
(7.4)
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7.3 Operators with terms of lower order.

Let Ω be a domain of Rn and let bk,m : [0, τ ] × Ω → R be a bounded measurable function
for each k = 1, · · · , n.
We define the forms

a(t, u, v) =
∫

Ω
∇u.∇v dx+

n∑

k=1

∫

Ω
bk(t, x)∂kuv dx+

∫

Ω
m(t, x)uv dx,

with domain V , a closed subset of H1(Ω) which contains H1
0 (Ω). It is clear that

|a(t, u, v) − a(s, u, v)| ≤ M0‖u‖V‖v‖2

for some constant M0. This means that the assumption of the Proposition 4.6 is satisfied.
Note that the forms a(t) are symmetric, then D(A(t)

1
2 ) = V . We apply Proposition 4.6

and obtain that there exists a unique solution u ∈ Hα(0, τ ;L2(Ω)) ∩ H
α
2 (0, τ ; V) for the

correspond fractional evolution equation.

7.4 A quasi-linear equation

In this subsection we consider the non-linear evolution equation




Bαu(t) −m(t, x, u(t))∆u(t) = f(t)

∂µu(t) + β(t, .)u = 0, on ∂Ω.
(7.5)

The function m is supposed to be measurable from [0, τ ] × Ω × R with values in [δ, 1
δ
]

for some constant δ > 0 continuous in the first and the last variable. The domain Ω is
bounded with Lipschitz boundary and the function β satisfies (7.1).
We have the following result.

Theorem 7.1. Let f ∈ L2(0, τ ;L2(Ω)), α > 1
2
. Then there exists a solution u ∈ D(Bα) ∩

L2(0, τ ;H1(Ω)) of (7.5).

Proof. We shall use Schauder’s fixed point theorem to prove this result. Let us denote
by H = L2(Ω),V = H1(Ω) and the operator A(t) on H associated with the form a(t, ·, ·)
defined by (7.2). Given v ∈ L2(0, τ ; V) ∩ C([0, τ ]; H) we set for g ∈ H

Cv(t)g = m(t, x, v(t))g.

Note that
δ‖g‖2 ≤ (Cv(t)g, g)H ≤ 1

δ
‖g‖2

and t → Cv(t) is continuous. By Theorem 5.3, for τ small enough there exists a unique
u ∈ MR(α, 2, τ) such that

Bαu(t) + Cv(t)A(t)u(t) = f(t).
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Now we consider the mapping

S : L2(0, τ ; V) ∩ C([0, τ ]; H) → L2(0, τ ;V ) ∩ C([0, τ ]; H), Sv = u.

Since V = H1(Ω) is compactly embedded into H (recall that Ω is bounded and has
Lipschitz boundary), we obtain from 6.2 that MR(α, 2, τ) is compactly embedded in
L2(0, τ ; V)∩C([0, τ ]; H). As a consequence, it is enough to prove continuity of S and then
apply Schauder’s fixed point theorem to find u ∈ MR(α, 2, τ) such that Su = u.
Now we prove continuity of S. For this, we consider a sequence (vn)n which converges to
v in L2(0, τ ; V) ∩ C([0, τ ]; H) and let un = S(vn). It is enough to prove that (vn)n has a
subsequence which converges to Sv. For each n ∈ N, un is the solution of

Bαun(t) + Cvn
(t)A(t)un(t) = f(t).

the sequence (un)n is bounded in MR(α, 2, τ) and hence by extracting a subsequence
we may assume that (un)n converges weakly to some u in MR(α, 2, τ). In particular,
A(.)un → A(.)u weakly in L2(0, τ ; H) and un converges in norm to u in L2(0, τ ; V) ∩
C([0, τ ]; H). By extracting a subsequence again we can also assume that vn(t, x) → v(t, x)
and ∇vn(t, x) → ∇v(t, x) a.e. with respect to t and to x. Hence for g ∈ L2(0, τ ; H) we
have Cvn

(.)g(.) → Cv(.)g(.) a.e. and also in L2(0, τ ; H) by the Dominated Convergence
Theorem. Thus for all g ∈ L2(0, τ ; H) we obtain

0 =
∫ τ

0
(Bαun(t) + Cvn

(t)A(t)un(t) − f(t), g(t)) dt

0 =
∫ τ

0
(Bαun(t), g(t)) dt+

∫ τ

0
(A(t)un(t), Cvn

(t)g(t)) dt+
∫ τ

0
(f(t), g(t)) dt

→
∫ τ

0
(Bαu(t) + Cv(t)A(t)u(t) − f(t), g(t)) dt (n → ∞).

Now the particular choice of g(t) = Bαu(t) + Cv(t)A(t)u(t) − f(t) shows that Bαu(t) +
Cv(t)A(t)u(t) = f(t). We conclude that u = Sv which is the desired identity.
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