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ABSTRACT

Visually impaired people encounter many challenges in their every-
day life, especially when it comes to navigating and representing 
space. The issue of shopping is addressed mostly on the level of 
navigation and product detection, but conveying clues about the 
ob-ject position to the user is rarely implemented. This work 
presents a prototype of vibrotactile wristband using spatiotemporal 
patterns to help visually impaired users reach an object in the 2D 
plane in front of them. A pilot study on twelve blindfolded sighted 
subjects showed that discretizing space in a seven by seven 
targets matrix and conveying clues with a discrete pattern on the 
vertical axis and a continuous pattern on the horizontal axis is an 
intuitive and effective design.
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1 INTRODUCTION

Visual impairment is a major obstacle to a person’s autonomy in
everyday life, especially in relation to space. Many works have been
carried out and are underway to help navigation in space ([1, 5, 6])
but the problem of close space seems to be less considered. A task
like shopping however requires both aspects: first the user needs
to navigate through the shop and then precisely locate a specific
object. That kind of task is perceived as particularly difficult by
people whose eyesight is severely impaired [9].

According to Kostyra et al [8], around a third of visually impaired
participants indicated that they run their basic necessities shopping
online. Themajority travel to the store, and 72% said they do it alone.
But the poor availability of sellers and lack of braille information on
packagingmakes this task frustrating and time consuming. Locating
one object precisely among others within a radius can be facilitated
by the use of assistive devices, but few solutions exist to overcome
these problems. The use of text-to-speech applications allows the
labels to be read, however this does not make the search for a
product faster. Some devices already offer guidance through the
shelves and the transmission of product information to the customer
via audio feedback, for example BlindShopping [11]. But guidance
when catching the object is only rarely finalized, and when it is,
audio is usually used, which masks the ambient noises necessary
for visually impaired people to understand their environment.

In this paper, we propose a wearable device using vibrotactile
feedback that provides spatial information to precisely locate an
object close to the user in a reliable, discreet, rapid manner that
does not mask the ambient sound cues. In our study, we considered
two main factors. First, the division of space into discrete circular
positions, hereinafter called Target Density. Second, the methods
of encoding the information transmitted along the vertical axis
and along the horizontal axis, designated below by "combination
of vibration codes" or Encoding. Target position can be encoded in
either a discrete or continuous manner.

Our results suggest that the best working encoding is a hybrid
combination, relying on discrete encoding on the vertical axis, and
continuous encoding on the horizontal one. The contribution of this
paper is two-fold: (1) a wearable device with four vibration motors
that can encode the position of objects in space and (2) the results
of our user study in which we compare three Target Densities and
four Encodings.

2 RELATEDWORK

2.1 Challenges for Visually Impaired People

A study by Papadopoulos et al [12] about the concerns of visually
impaired children and their parents showed that the area most
affected by their disability concerns life skills compared to commu-
nication skills and social skills. It has also shown that navigation
capabilities are an indicator of performance and lag in develop-
ment in this area. In addition, autonomous navigation would allow
children to participate in more social activities and improve their
social skills. For these reasons, mobility has been at the center of
research and development for assistive devices in recent decades.
Simple actions for a sighted person such as keeping a direction
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while walking present a strong cognitive load in the absence of
visual feedback.

2.2 Vibrotactile Guidance

Navigation in space is a well addressed problem by researchers
working on visual impairment. Many navigation aids based on a
vibrotactile feedback have been developed, which suggests a good
efficiency of this method. Kammoun et al [7] use two vibrating
bracelets to help a blind person to maintain a direction while walk-
ing. Results were encouraging despite some confusion due to the
vibration encodings. Lim et al [10] offers another example of guid-
ance based purely on haptic feedback. This article showed that it
was possible to guide a sighted person in a shopping center only by
means of vibration indices via a smart watch and a mobile phone.
Dobbelstein et al [4] have sought to accomplish the same goal by
transmitting less information: only the general direction of the des-
tination was communicated through a vibrotactile wristband while
the subject was walking in the streets. The study showed a reduced
cognitive load for the user, at the cost of navigation problems, e.g.
pedestrian crossings without an audible signal or markings on the
ground. Aggravi et al [1] have developed a guidance system for
blind skiers. The principle is that the person guiding the skier can
send vibrotactile "left" or "right" instructions of different lengths
using buttons in the handles of his poles.

2.3 Locating an Object

The problem of this research is to design a device helping the
visually impaired in an object search task, e.g. shopping in a super-
market. Surveys have shown that visually impaired people regard
shopping centers as the most difficult environments to navigate
in [13]. In addition, shopping would be a major problem [9] because
it requires both information about nearby objects (e.g. reaching the
desired object in a department) and the environment as a whole (e.g.
finding a particular department in the store). This type of task re-
quires an independent and secure mobility of the subject, a problem
commonly explored in research today as it was presented previ-
ously. The device presented in this article deals with the second
task, reaching the object of your choice once you have arrived at its
location. People with tunnel vision have a clear field of vision but
reduced to less than 10 degrees, located in the center of the retina,
which deprives them of peripheral vision and therefore makes it
difficult and time-consuming to find specific points of interest in
a visual scene. The work of Appert et al [2] studied techniques of
vibrotactile interactions communicating the relative position of a
target in the visual reference of the user. Their results show that
encoding the distance using discrete vibrations in a Cartesian co-
ordinates system is preferable to encoding with polar coordinates.
Our work builds from Appert et al.’s and shows that for best results,
an hybrid encoding using both discrete and continuous vibration
in a cartesian frame of reference leads to the best results.

3 PROPOSED SOLUTION

To help visually impaired users locate an object in a vertical 2D
plane in front of them, we designed a wearable device that can be
used to convey vibrotactile feedback to encode the position of an
object.

Figure 1: Hardware prototype used in the experiment. The

wires going to the wristband are connected to the top and

left vibration motors respectively.

3.1 Hardware

We designed a wristband using Velcro, which allows us to adjust
the device size as well as the locations of the vibration motors.
We used four coin-type vibration motors with a diameter of 10
mm (Precision Microdrives, 310-103) operating at 130 Hz. The four
motors are distributed equally around the user’s wrist, on Top, Left,
Right and Bottom. Figure 1 shows the wristband.

The wristband is connected to an Arduino Uno micro-controller,
which receives orders from the experimental software located on the
experimenter’s computer. The Arduino Uno is also connected to the
laptop using a USB cable. We initially considered using a wireless
connection for the Arduinomicro-controller but the connectionwas
not always stable, thus we reverted to a wired solution (Figure 1).

The experimental software handles the workflow for the experi-
ment, and displays a view of the targets, allowing the experimenter
to perform the target selection with a mouse. It also sends order to
the Arduino to encode specific positions.

3.2 Vibrotactile Encoding

We encode the position of an object in a 2D frame using X and Y
coordinate. The center of the 2D plane is located at the level of the
user’s sternum. Every target position is encoded from the origin of
the frame and the frame has a dimension of 80 × 80 cm (Figure 2).
Each of the four motors codes a different direction: Up, Left, Right,
Down. Following Appert et al [2], we encoded the coordinates
using either a discrete or continuous method on both axis. For the
discrete encoding, we used different number of pulses, where a
low number of pulses represents a target closer to the origin. In
that encoding, pulses last for exactly 200 milliseconds, with a 120
milliseconds pause between them. For the continuous encoding, we
used a varying duration of the pulses, with a shorter pulse showing
a position closer to the origin of the frame, with a duration of
vibration between 200 and 1300 milliseconds.

The encoding is transmitted sequentially, with the vertical en-
coding sent first, and the horizontal encoding sent afterwards, with
a pause of 800 milliseconds between them. We avoided sending
the encoding simultaneously following guidelines from Carcedo
et al [3]. In our experiment, we used an odd number of targets on
both axis, resulting in some targets having a X or Y coordinate of 0
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Figure 2: Target densities used in the experiment: 5 × 5, 7 × 7, 9 × 9.

(e.g. the origin). For these special cases, the system will send a brief
120 ms pulse on the two motors encoding the axis with 40 ms in
between. The origin point is thus coded with a 120 ms pulse on the
top motor, followed by a 40 ms pause, 120 ms pulse on the bottom
motor, 800 ms pause, 120 ms pulse on the left motor, 40 ms pause,
120 ms pulse on the right motor. The intensity of the vibration is
always the same (100% PWM, i.e. the maximum intensity available).

4 EXPERIMENT

We ran an experiment to understand which encoding allows blind-
folded users to be the most accurate for different target densities.

4.1 Participants

Twelve participants (9 female, 11 right-handed), aged 19 to 33 (M =
22.4, SD = 3.6) were recruited from the university community and
were given the equivalent of 4 euros for the participation. For this
study we used blindfolded participants as their behavior and spatial
acuity is similar to a late-blind user.

4.2 Task and Stimuli

At the start of each trial, blindfolded participants were instructed
to put their dominant hand on the origin of the frame, which had
a tactile mark to make it easy to find. The software would then
send the encoding for the target they had to reach. The borders of
the frame also had tactile marks, making it easier for participants
to find the extremities. Participants would then move their hand
towards the target and notify the experimenter when they thought
the position of their hand was accurate, by enumerating the ex-
pected position of the target (e.g. "two up, one left"). This allowed
the experimenter to classify potential errors as either an incorrect
interpretation of the encoding, or simply a positional error (i.e. the
hand not reaching the exact position). Participants were allowed to
receive the encoding a second time. As soon as the participant felt
confident with their choice, the experimenter would stop the timer
on the experimental software by clicking on the selected target on
the experimental software.

4.3 Procedure

At the beginning of the experiment, participants answered a ques-
tionnaire on their demographics. The experimenter would thus
explain the purpose of the study, and help the participant put on

the wristband, and adjust the location of the motors. The experi-
menter would then send a pulse on each four motors and ask the
participants to correctly identify the position of each motor in space.
After that, the participant would be blindfolded and put in front of
the frame, with the position of the frame adjusted to the sternum.
Participants were placed at a distance that would allow them to
easily reach each four corners of the frame with their arm in a
comfortable position.

The participants were then trained on each encoding scheme,
and would thus proceed with each three target densities. Within
each target density all 4 vibrotactile encodings were tested. There
was a short 2 seconds break between each trial. Each condition
comprised one block, with 9 trials per condition. The 9 targets
of each block were randomly selected from the 9 areas following
areas: top left, top central column, top right, central row left, origin,
central row right, bottom left, bottom central column, bottom right.

4.4 Design

We used a 3 × 4 within subject design with two indepent vari-
ables: Target Density { 5 × 5, 7 × 7, 9 × 9 } and Encoding { Vertical-
Discrete/Horizontal-Discrete (VDHD), Vertical-Discrete/Horizontal-
Continuous (VDHC), Vertical-Continuous/Horizontal-Discrete (VCHD),
Vertical-Continous/Horizontal-Continous (VCHC) } . The order of
presentation of both independent variable is counterbalanced using
a Latin Square. The experiment is divided into 12 blocks (1 per
condition), with 9 trials per block.

We measured the time to acquire a target as well as accuracy as
dependent variable. A trial was considered successful if the index
finger of the participant was within the circle representing the
target. Participants were encouraged to take breaks between blocks
and completed the experiment in approximately 60 minutes. Our
overall design is as follows: 12 participants × 3 target densities × 4
encodings × 1 block per condition × 9 trials = 1296 trials.

4.5 Results

We used a two-way ANOVA with repeated measures on all factors
to get our main effect for time, and a Friedman’s test for accuracy.
For post-hoc comparisons we used pairwise t-tests with Bonferroni
correction for time, or pairwise Wilcoxon tests with Bonferroni-
Holm correction for accuracy.
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4.5.1 Time. Our time data did not follow a normal distribution,
and we thus used a logarithmic transformation to perform our
ANOVA. After transforming the data, we found a significant main
effect of Target Density (F2,22 = 6.53, p < .01) on time. Post-hoc
analysis showed that our participants were significantly faster in
the 5× 5 density (M = 3.77s) compared to 7× 7 (M = 4.2s) and 9× 9

(M = 4.87s , both p < .01). We also found a significant difference
between the 7× 7 and 9× 9 densities (p < .001). We did not find any
significant main effect of the Encoding (p = .96) with average time
performance ranging from 4.19s (VDHD) to 4.33s (HCVD) or any
interaction (p = .97). Time performance is summarized in Figure 3.
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Figure 3: Average trial time for each Target Density and En-

coding condition. Error bars show .95 confidence intervals.

4.5.2 Accuracy. Our participants were overall quite accurate with
an average accuracy of 87%. Among the 13% error rates, 6% is due to
an incorrect understanding of the encoding (e.g. confusion top vs.
bottom or left vs. right) and 7% due to positional errors. We found
a significant main effect of Target Density on accuracy (χ2(2) =
9.04, p < .01). Participants were significantly more accurate in the
5 × 5 density (M = 96%) compared to 7 × 7 (M = 85%, p < .05)
and 9 × 9 (M = 78%, p < .01). We also found a significant main
effect of Encoding on accuracy (χ2(3) = 10.23, p < .05). Post-hoc
analysis reveals that participants tended to be more accurate in the
VDHC condition (M = 90.4%) as compared to VCHC (M = 83.6%,
p < .05) and VCHD (M = 84.3%, p < .05). Accuracy performance is
illustrated in Figure 4.

5 DISCUSSION

Overall, our results suggest that our participants were able to ac-
curately locate targets in space with a low error rate. The highest
density suggests that participants were able to locate a circular tar-
get of 9 cm radius nearly 4 times out of 5 (78%) with limited training.
The accuracy is even better in the 5× 5 (96%) and 7× 7 (85%), which
represent a target radius of 16 cm and 11.5 cm respectively. None of
the encoding we designed seemed to allow participants to identify a
target faster, however, the Vertical-Discrete/Horizontal-Continuous
encoding led to significantly higher accuracy overall.

Discretizing vertical space can be convenient in any scenario
when an object is located on a shelf, as there is a natural mapping
between a number of pulse and a "shelf number" which discretizes
the physical space as well. For that reason, the VCHD seems like
the best choice for real life usage. Our participants reported that
they generally preferred techniques where the information was
discrete as opposed to continuous, with their favorite technique

!"#$%&'( )#*+,%#-(

.
**
/
01
*'
(2
%#
(3
4(

!"#"$ !%#%$ !%#"$ !"#%$

.
**
/
01
*'
(2
%#
(3
4(

Figure 4: Average accuracy for each Target Density and En-

coding condition. Error bars show .95 confidence intervals.

being VDHD, as counting pulses is easier than mapping a time
duration to a coordinate. This result is in line with Carcedo et al [3].

6 LIMITATIONS AND FUTUREWORK

This experiment is a first step towards the conception of a new
generation of assistive devices that can accurately help visually im-
paired users to locate objects in a 2D frame in front of them. In this
experiment, we used blindfolded users, which can be compared to
late-blind users, but future work should use visually impaired users
to confirm our results. In addition, we used a physical apparatus
with tactile marks on the edges and center of our frame, which may
be hard to replicate in real life. Finally, this study only investigates
the best type of vibrotactile feedback to help guide the users but
does not provide a recovery mechanism whenever a wrong target
is selected and also does not offer any input solution to recognize
specific objects.

We do believe that our results are encouraging and provide an
interesting encoding system that users can quickly learn to get a
better understanding of the space in front of them.

7 CONCLUSION

In this paper, we developed a wristband prototype embedding four
vibration sensors. In a controlled experiment, we comparedmultiple
vibrotactile encodings to locate targets in a 80 × 80 cm 2D frame
in front of them. Our results suggest that blindfolded participants
are able to accurately locate object with a 11.5 to 16 cm radius
in that space with more than 85% accuracy. More specifically, we
showed that the most accurate encoding uses a discrete encoding
for vertical axis and continuous encoding for the horizontal axis,
which maps very well with scenarios where the user is trying to
find objects on shelves.
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