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Abstract. The analysis of sensors’ behavior becomes one of the essential
challenges due to the growing use of these sensors for making a decision in
IoT systems. The paper proposes an approach for a formal specification
and analysis of such behavior starting from existing sensor traces. A
model that embodies the sensor measurements over the time in the form
of stochastic automata is built, then temporal properties are feed to
Statistical Model Checker to simulate the learned model and to perform
analysis. LTL properties are employed to predict sensors’ readings in
time and to check the conformity of sensed data with the sensor traces
in order to detect any abnormal behavior.

Keywords: 10T - Sensor- Stochastic Automata - Statistical Model Checking -
LTL - BIP

1 Introduction

Internet of Things (IoT) has become one of recent technology mostly used in
various domains such as health and environmental monitoring [26], construction
and energy management [22], smart vehicles [2], and buildings [7]. Tt consists
of a collection of entities that interacts with users to fulfill a common goal.
The sensor is a critical device in the IoT ecosystem that allows to measure the
state information over time and monitor physical components. Data gathered
from different sensors are used to make a decision and promote automation in
IoT systems by providing efficient and intelligent services, whereas, corrupted
data during transmission or malfunction of sensors, due to natural events or
other causes can influence the correct operation of the entire system. Indeed,
the massive increase of these issues with the growing number of deployed sensors
push towards the sensors’ behavior analysis by checking their sensed data.

The analysis of sensors’ behavior and detecting the erroneous readings have
attracted great attention. Many approaches have been proposed based on sev-
eral methods such as statistical methods [30], probabilistic methods [28, 14],
clustering-based methods [12] and prediction-based methods [25]. Governed by
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the standard learning requirements, the approaches rely on the metadata and
structure of the sensed data.

In this paper, we propose a model-based approach involving formal verifi-
cation for sensor behavior analysis. Our approach aims to make the analysis
process of sensed data rigorous, automatic, scalable, and meaningful. Figure 1
shows the steps of our approach. First, we start by collecting sensor traces and
data preprocessing required to build an approximate model of the sensor behav-
ior, then we apply formal verification techniques to analyze this model and then
check if new measurements are compliant with the learned model.

S %@ﬁ:’i@

Collection and |:> Specification of
preprocessing of sensor behavior
sensor data model

Analysis of
sensor behavior

Fig. 1. Generic Approach for Sensor Behavior Analysis

Model checkers allow checking the conformity of a system model expressed
in formal notation to a set of properties expressed in a logical language. In
this study, we apply a type of model checkers called Statistical Model Checkers
(SMC) to verify whether a sensor model expressed in Stochastic Automata (SA)
satisfies a given logical property up to some probability, based on model simula-
tions. We use quantitative properties expressed by Linear-time Temporal Logic
(LTL) to predict the sensor readings in time and qualitative LTL properties to
check the quality of sensed data and their compliance with the provided traces.
Several SMC tools have been proposed such as PRISM-SMC [15], UPPAAL-SMC
[8]. The BIP language [4] and SBIP [17] are used in this paper for behavior mod-
eling and SMC analysis. We apply our approach to the industrial case study of
the Cecebre dam in Spain, which is equipped with wireless sensors that measure
the water contributions to the dam.

This paper is organized as follows: we build the sensor behavior model in
Section 2. The analysis results of the sensor model will be presented in Section
3. Finally, we present related works in Section 4 and draw our conclusions in
Section 5.

2 Sensor Behavior Model

In this work, we use BIP ! (Behavior, Interaction, Priority), a component-based
language for rigorous design of systems. In BIP, components are finite-state
automata having transitions labeled with ports and states that denote control

! https://www-verimag.imag.fr/TOOLS/DCS /bip/doc/latest /html/index.html
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locations (see Figure 4). We first start by data preprocessing and extraction of
some statistical information needed to build the behavior models of sensors.

2.1 Data Preprocessing

In our case study, we consider three sensors deployed in the dam of Cecebre in the
city of la Coruna in Spain. These sensors are used to measure the Water Height
(WH), the Rain Precipitation (RP), and the Water output Flow (WF). As shown
in Figure 2, the data collected from sensors are used to control the opening of
the spillgate in order to ensure that the water does not reach a maximum level
in the dam. The anomalous behavior of these sensors can influence the correct
operation of the dam system. Our objective is to build formal models that specify
the normal behavior of the sensors. These models will be used to control the
sensors’ readings and to detect any failure or anomaly.

nme Water Height

Rain Precipitation —— Sensor

Sensor ()

Spillgate /* _—

Level

_ Water Flow Spillwar
/ —Pest

Sensor \

JToilwater g

Soil/Bedrock

Fig. 2. Dam Infrastructure

A trace of time series data recorded by each sensor per day since 1989 to 2016
has been collected. We reorganized the original trace by creating a separate CSV
file per sensor. The new file contains the sensor readings per day for 28 years.
As shown in Figure 3, the data preprocessing is done in three steps:

1. Data cleaning: we use a filter to remove faulty sensors data. The filter deletes
NaN data and data that not make sense, such as negative and inconsistent
data.

2. Data discretization: we convert continuous (or quantitative) data into dis-
crete (or qualitative) ones. The paper [27] presents the several methods pro-
posed for time series data discretization. In this study, we use the EWD
(Equal Width Discretization) method [9] because of its simplicity. It con-
sists of mapping numerical values into predefined fixed intervals that have
an equal-width. Each bin or level is associated with a distinct discrete value.
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Fig. 3. Preprocessing of Sensors Data

In this work, we relied on data visualization using histograms to determine
the number of levels. For the water height sensor, we use five levels for data

discretization.

3. Generation of distribution: Once data was discretized, we extract some sta-
tistical information. We generate a sensor distribution file by counting the

occurrence of each level of water height (WH_L) each day.

2.2 Specification of Sensor Model

Figure 4 presents a behavior model for the water height sensor expressed in the

BIP language.

[Day < 366]
H Day=Day+1, Day=1

DayDist
WH_L=1

DayDist
WH_1=2

DayDist >
WH_L=3

DayDist=
select(sensorDistribution, Day)

DayDist >
WH_L—=4

DayDist
WH_1=5

Fig. 4. Behavior Model of Water Height Sensor
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BIP supports several formal modeling formalisms based on Discrete and
Continuous Time Markov Chains (DTMC and CTMC) and Generalized Semi-
Markov Process (GSMP). In this work, we use Stochastic Automata (SA) to
express a behavior model of the sensors. The stochastic semantics is defined by
variables based on the probability distributions. In the model of Figure 4, we
select the day distribution based on sensorDistribution file generated in the
previous section. According to this distribution, the water high level (1, 2, 3, 4
or 5) is defined.

The models that specify the behaviors of the other sensors (RP and WF) are
defined using the same pattern as WH sensor model. Only the number of levels
can change depending on the sensor data. Using these models, we can simulate
and analyze the behavior of the different sensors for any period of the year.

3 Analysis of Sensor Behavior

SBIP framework? has a graphical user-interface permitting to edit, compile and
simulate models, and automates the different statistical analysis. As shown in
Figure 5, the input of the tool is a system model S expressed in BIP language
like that of Figure 4 and a property ¢ expressed in Linear-time Temporal Logic
(LTL)[23] and/or Metric Temporal Logic (MTL) [3]. Using SBIP, we can perform
two types of analysis:

1. Quantitative: we estimate the probability that the system S satisfies a given

property ¢.
2. Qualitative: we test whether the probability of a given property ¢ being
satisfied by the system S is greater or equal to a certain threshold 6.

Quantitative
Analysis
Qualitative
Analysis

Fig. 5. SBIP Statistical Model Checker

r—

BIP

Model \
SR
LTL/MTL /'

Property

To decide whether S satisfies ¢ (written S = ¢), SBIP refers to simulation
based techniques: Probability Estimation (PE) [13] for quantitative properties
and Hypothesis Testing (HT) [29] for qualitative properties.

2 http://www-verimag.imag.fr/BIP-SMC-A-Statistical-Model-
Checking.html?lang=en
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3.1 Quantitative Analysis

In this work, we use a stochastic bounded variant of LTL to express properties. In
LTL, path formulas are defined using four bounded temporal operators namely,
Next (N1b1), Until (v UFqhy), Eventually (F*4);), and Always (G¥41), where
k is an integer value that specifies the length of the considered system execution
trace and 11,95 are called state formulas, which is a Boolean predicate evaluated
on the system states.

SBIP allows to check parametric property ¢(x), where x is a parameter
ranging over a finite instantiation domain. It also provides a summary of analysis
results and generates specific curves and/or plots of results. We present four
examples of quantitative properties:

Property 1: the probability of water height levels on April 27.
In LTL: P_,[F**° (WH_L =L && Day=117)]; L=1:5:1;

The results are given in Figure 6. We find that level 5 is the most likely
and levels 4 and 3 are less likely. However, levels 1 and 2 are never observed on
this day. These predictions concerning water height sensor and estimations from
other sensors can help the managers of dam infrastructure to adjust the spillgate
level.

0.70
0.60
0.50
0.40
0.30

SMC verdict

0.20
0.10
0.00

WH_L

Fig. 6. Probability of water height levels on April 27

Property 2: the probability of each level of water height at the first weeks of
January and May.

In LTL:
{P_7[F100° (WHL=L&& Day=T)]; T=1:7:1;T=121:127:1;

L=1{1,2,3,4,5}

Figure 7 shows the SMC verdict of property 2. We see that level 5 is rarely
observed in the first week of January, however, this level is most likely in the
first week of May. The opposite for levels 1 and 2, which are more possible in the
first week of January and rare in the first week of May. With LTL properties,
we can predict the evolution of water height level at any period of the year.
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Fig. 7. Probability of water height levels at first weeks of January and May

Property 3: the probability that the water height level stays on the same level
the last week of May.

In LTL:
P_y[GY%% (WH_L = L && Day = 145) U (WH_L = L && Day = T)];
T=146:151:1; L={1,2,3,4,5}

As shown in Figure 8, there is a high possibility that the water height level
will remain at levels 4 or 5 in the last week of May.

Property 4: the probability that the water height changes from first level on
January 16th to other levels on the next day.

In LTL:
Py (WH_L =1 && Day = 16) U1 (WH_L = L && Day =17) |;
L ={2,3,4,5}

Figure 9 shows that change to levels 2 and 3 is most likely while there is little
chance of change to levels 4 and 5.
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Fig. 8. Results of property 3 Fig. 9. Results of property 4
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3.2 Qualitative Analysis

For qualitative analysis of sensor behavior, we rate sensors’ readings based on
their probabilities as following:

1. Not observed (RED): never seen in 28 years.

2. Rare (ORANGE): observed once or twice within 28 years.
3. Possible (YELLOW): observed 3 to 21 times in 28 years.
4. Very possible (GREEN): observed more than 21 times.

Table 1 defines the possible probabilities. Based on these considerations, we
express qualitative properties that allow testing the compliant of sensors’ read-
ings with the learned model.

‘ State ‘Not observed‘ Rare ‘ Possible ‘Very Possible‘
‘Probability‘ 0 ‘]0, 0.09]“0.097 0.75]‘ 10.75, 1] ‘

Table 1. Sensor State Rate

Property 5: Check whether the probability that water height reaches level 5 is
higher than 0.75.

In LTL: Peg75[F0%° (WH_L=5&& Day=1T)); T =1:365:1;

Figure 10 shows the results provided by SBIP. This property allows calcu-
lating the set DL5,, = {124, ..,202} of days where the level 5 of water height is

very possible.

E e @ m o s Y ~
RE@ S sﬁﬁaﬁzsﬂaﬁtaiﬁénnmmﬁznﬁﬁiﬁ mmmmmmmmmmmm

True

SMC verdict

False

n oo e

Fig. 10. Probability that water height level 5 is very possible
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In the same way, we can calculate the sets DL4,,, DL3,,, DL2,,, DL1,,
where levels 4, 3, 2, and 1 are very possible. Based on these calculations, we
define the function isVeryPossibe as:
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isVeryPossibe(W H_L, Day) <
(WH_L=5&& Day € DL5,, || WH_L =4 && Day € DLA4,,||
WH_L =3 && Day € DL3,,, || WH_.L=2 && Day € DL2,, ||
WH_L =1 && Day € DL1,,)

We have also defined the functions isPossible, isRare, and isNotObserved
which allow respectively to check if the data collected by the sensors are possible,
rarely observed, or never observed.

The defined functions are used to build the model of Figure 11 that allows
evaluating the conformity of any water height sensor reading regarding the pro-
vided trace. The model can help to distinguish between anomalous and correct
sensor readings.

__________ nextDay()

isNotObserved(WH_L,Day)
SR State=RED

isRare(WH L, Day)
SR_State=ORANGE

Sensor
State

Sensor
Level

isPossible(WH_L, Day)
SR_State=YELLOW,

get(Day,5R)
WH _L=discrete(SR)

isvVeryPossible(WH_L, Day)
SR_State=GREEN

Fig. 11. Sensor State Model

The sensor state model can be used to check the quality of sensed data
from the existing trace. In Figure 12, we discover very possible readings (Green
points), possible readings (Yellow points), and rare readings (Orange points) in
the months April and May of 2016. As shown in the Figure, some rare readings
are detected at the beginning of April and May.
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Fig. 12. Score of water height sensor data for April and May of 2016

The sensor state model also allows for checking new observations. Figure 13
presents the test results for April and May of 2017. We see that no unusual
observation is found and that the observations of Avril are possible and the
observations of May are highly possible.

e o e e e O e e e o o o

AERIFEEREESS582885883 340 T8RRI 85A8 AOERELRBRER FBRERY 5533925388843

Fig. 13. Score of water height sensor data for April and May of 2017

4 Related Work

Time series analysis is one of the active areas of research due to its application
in different fields, such as in the context of IoT-based systems. For sensors time
series data, predicting the next measurements and detecting erroneous readings
are the relevant tasks. The paper [11] presents the several approaches proposed
for this purpose:

— Statistical approaches such as the method proposed by [30] that builds a
window-based forecasting model from past observations, then it classifies
the sensors’ readings as anomalous based on a given prediction confidence
interval.

— Probabilistic approaches use probabilistic models such as Bayesian Networks
(BNs) [14] to measure the probability of sensors’ readings. However, these
approaches do not scale well.

— Proximity-based or clustering-based approaches such as [12, 6] use distances
between the sensed data to detect the erroneous readings. For high dimen-
sional data, these approaches do not work well.
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— Prediction-based approaches such as [25, 16] use machine learning methods
to predict the sensors’ readings based on a model trained from past obser-
vations. However, training is time-intensive.

In our approach, we generate stochastic automata that specify the sensor
behavior from past observations, and then we apply SMC to simulate the learned
model and express LTL properties that predict the sensors’ readings and analyze
the sensor behavior in time. SMC is a powerful technique that handles scalability
and requires less memory and time. The paper [1] provides a survey of the
existing SMC tools. SBIP tool used in this work was applied for the analysis
of various systems [21,20,5]. Our approach is different from all the approaches
presented above. It allows to build a behavioral automata-based model from data
and analyze this model using formal verification techniques. Among the works
in this direction:

— The authors in [24] use Extended Finite Automata and residuals techniques
to detect deviations of the behavior of the inhabitant in a smart home from
a log of binary sensor events.

— The paper [18] models logs from SCADA systems using timed automata and
applies the UPPAAL model checker to express a set of logic properties for
detecting attacks targeting these systems.

— [19] uses Markov Decision Process for modeling the behavior of elastic cloud
applications based on past log and then introduces probabilistic model check-
ing to perform cloud elasticity decision using PCTL properties.

— [10] specifies a stochastic model in Deterministic-Time Markov Chain from
the architecture description of the managed system considering different met-
rics related to cloud-infrastructure execution traces. Then, the PRISM model
checker is used to optimize the self-adaptation decisions.

5 Conclusion

We presented an approach for a formal analysis of sensors’ behavior. A formal
model expressed as stochastic automata has been derived from sensor time se-
ries data then quantitative LTL properties expressed on this model are used to
predict sensor readings. Also, qualitative LTL properties are used for defining a
second automata-based model that allows checking if the new measurements are
compliant with past observations. We have applied our approach to analyzing
the behavior of three sensors from a dam infrastructure at different times. Our
approach provides several advantages, including:

— We use BIP formalisms that allow the rigorous specification and analysis of
sensor behavior.

— We use a component-based approach supported by BIP that facilitates por-
traying sensors behavior with reusability, and maintainability features.

— We developed a prototype that automatically generates sensor behavior and
sensor state models from any existing traces.
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— We use statistical model checkers that consume less memory and can check
models with large state spaces.

In the future, we are planning to enhance the proposed approach by analyzing
the consistency between the behaviors of a set of sensors and expressing inter-
sensors properties.
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