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Abstract—An important and challenging research problem in web of things is how to select an appropriate composition of concrete services in a dynamic and unpredictable environment. The main goal of this article is to select from all possible compositions the optimal one without knowing a priori the users’ quality of service (QoS) preferences. From a theoretical point of view, we give bounds on the problem search space. As the QoS user’s preferences are unknown, we propose a vector-valued MDP approach for finding the optimal QoS-aware services composition. The algorithm alternatively solves MDP with dynamic programming and learns the preferences via direct queries to the user. An important feature of the proposed algorithm is that it is able to get the optimal composition and, at the same time, limits the number of interactions with the user. Experiments on a real-world large size dataset with more than 3500 web services show that our algorithm finds the optimal composite services with around 50 interactions with the user.
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I. INTRODUCTION

THE web of things (WoT) opens the way for the development of new intelligent applications that can be used to provide innovative and valuable services in several domains, such as smart cities, smart homes, ambient assisted living, and connected cars [11], [35]. One of the WoT challenges is to deal with services composition to ensure suitable services flexibility and customization. This is crucial to meet the evolving needs of users, which can be expressed through several parameters of quality of service (QoS) (such as response time, throughput, availability, price, popularity, etc.).

Following the web service paradigm [4] services, composition problems are specified as a workflow involving abstract and concrete services. A concrete service refers to an executable service, where an abstract service describes the abstract functionality of the concrete service. In environments such as the WoT, concrete services are web interfaces to objects functionalities, which are exposed by using functional and nonfunctional metadata. At a given run time and for a given user, each abstract service can be achieved using several concrete services with the same functionality but possibly with different nonfunctional parameters, such as the QoS. A composite service (workflow) specifies what are the concrete services that should be selected for each abstract service and what is the best services permutation to satisfy the user’s requirements in terms of the QoS. An important and challenging research problem is, therefore, how to select an appropriate composition of concrete services in a dynamic and unpredictable environment [32].

Composing services to achieve more complex workflows can be formulated as a mathematical composition, which is always associative and commutative [15]. To limit the combinatorial explosion of the composition, specific domain constraints must be taken into account: same time execution for several concrete services is allowed, abstract services are used to instantiate unlimited number of concrete services and each concrete service appears at most once in the composition. Therefore, the services composition problem can be viewed as the selection of concrete services offering the overall best QoS.

Although state-of-the-art approaches find the services composition workflow by knowing the users’ priorities in advance [20], [26], [36], these approaches are limited and static; therefore, they can not handle the following cases: 1) the presence of the user uncertainties before the service executions, 2) unpredictable services manners such as service failures. We propose a reinforcement learning (RL)-based approach to dynamically obtain the optimal service composition, according to the user’s expectations on the QoSs. Markov Decision Processes (MDP) with unknown rewards enable us to tackle this challenge by optimizing rewards according to the answered queries for any user [1], [2]. Based on our approach and according to the given theoretical results, our algorithm minimizes the number of queries needed to select the best service composition. The proposed algorithm is validated with a large number of experiments on the most representative real-world dataset for our problem [50]. The experiments show that the proposed approach is able to provide the best composite service integrating dynamically user QoS preferences during the algorithm computation process. We also show some theoretical lower and upper bounds on the size of the search space of the composition problem.

The main contributions of this article are as follows.
1) We propose the first approach in the literature able to provide a web services composition that explicitly takes into account the users’ expectations and preferences on the QoS.

2) Within the given framework, we show a theoretical lower bound for the number of possible services compositions by respecting the mentioned constraints.

3) Our method is able to select an optimal services composition among all the possible permutations without knowing a priori the users’ preferences.

4) We validate the algorithm on a real world dataset of web services.

The article is organized as follows: The next section summarizes the related work on QoS-aware services composition. Section III provides the problem formulation, together with the theoretical results on the search space. Section IV formalizes the services composition problem as an MDP. Section V details the proposed interactive RL algorithm to deal with the services composition problem and Section VI summarizes the experimental results. Finally, Section VII gives the conclusion and some perspectives.

II. RELATED WORKS

Usually, acquiring user preferences is not easy in practice, this is due to the fact that the users are not always certain about their preferences until the service execution. Moreover, collecting user preferences can be complex in terms of time and memory [33]. For these reasons, most of the services composition studies in the literature are based on the assumption of knowing the user preferences on the QoS attributes in advance.

For what concerns services composition problems where the user preferences are known in advance, several works are proposed in the literature [6], [14], [24], [36]. Such works can be classified accordingly to the techniques used: graph search [12], [31], Pareto optimality [44], [46], constraints decomposition [3], meta-heuristic population [7], [17], [39], [42], [49], planning [8], [51], integer linear programming [47], [48], recommender system [9], [22], [25], and machine learning [13], [26], [29], [30], [40]. In the following, we will describe with more details some of the mentioned papers.

A services selection algorithm combining qualitative and quantitative QoS attributes is proposed in [39]. The qualitative attributes considered in this approach are provider, location, and platform, whereas the quantitative attributes are response time, throughput, reliability, and availability. The services selection problem is solved using a global optimization algorithm and a genetic algorithm.

RL techniques have been often used to deal with dynamic and uncertain environments in services composition problems. In [30] and [40], the services composition problem in a dynamic environment is modeled as an MDP and solved using a Q-learning method. In these approaches, the QoS attribute values are extracted through executing the services, while the optimal workflow of elementary service invocation actions is updated according to the change occurred in the environment. In [40], Wang et al. used a normalized reward function combining the QoS attributes and the known user preferences on the attributes, while the approach proposed in [30] aims at maximizing the expected cumulative rewards, which is on behalf of the satisfaction degree of the user’s QoS constraints. In [26], two multiobjective MDP methods are proposed to handle services composition in uncertain and dynamic environments. The first approach addresses the single-policy multiobjective composition scenarios, whereas the second approach addresses the multiple-policies composition scenarios. In the first approach, the user’s preferences are given a priori, whereas in the second one, the set of all suitable services compositions is represented as a convex hull of extreme services. Recently, several works have been proposed to use RL methods on large-scale services composition. For instance, Wang et al. [37] used hierarchical RL, Liu et al. [21], [38] utilized recurrent neural networks and deep RL approaches, and Yang and Xie [45] proposed an actor-critic method as a deep RL approach.

Many services composition approaches are based on machine learning technique different from RL. For instance, Hossain et al. [18], [23] proposed services selection approaches in the context of QoS-aware services composition. In [23], the services selection with global QoS constraints is first formulated as a set-based optimization problem, whereas the k-Means clustering method is then used to find the composite service by maximizing the QoS value and satisfying the global QoS constraints. On the other hand, Hossain et al. [18] presented an algorithm, which first uses the k-means clustering to obtain clusters of candidates services, then, for each cluster it obtains the composite service in terms of QoS using a heuristic method.

To the best of our knowledge, very few approaches have been proposed for solving the services composition problem in interaction with the users dynamically and without knowing the user’s preferences a priori. The closest existing approaches are [9], [10], [20], [26], and [36]. In [9], Chen et al. proposed to extract the user preferences on the QoS attributes in advance, with a location-aware web service recommendation system. This system first collects users’ QoS observations related to the past usage experience of different Web services. The users are then clustered, according to their locations and their observed QoS, in order to propose personalized service recommendations to each user. In [20], the services composition problem in highly dynamic environments is modeled as an uncertainly planning problem using a partially observable MDP. A time-based RL approach is then proposed to find the composite service satisfying the user’s requirements. The proposed approach does not require knowledge of complete information about services. It uses historical information to estimate the success probability of a services’ composition using results. Finally, Tsai et al. [36] suggested a user-centric service composition to identify the subset of correlated services that best match the users’ requirements from a designed ontology.

Chen et al. [10], [26] introduced a method for finding the set of all nondominated workflows, regardless of the user preferences on the QoS attributes. Our approach goes beyond the identification of the nondominated workflows: it proposes an approach for identifying one optimal workflow (among the set of non-dominated workflows) for each system user.
TABLE I
ENTRY FROM THE REAL DATASET [49], [50] USED IN OUR EXPERIMENTS

<table>
<thead>
<tr>
<th>User</th>
<th>time</th>
<th>service</th>
<th>con. service</th>
<th>time resp.</th>
<th>throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>97</td>
<td>5</td>
<td>19994</td>
<td>3104</td>
<td>0.238</td>
<td>0.773</td>
</tr>
</tbody>
</table>

Fig. 1. Abstract services precedence graph of Example 2.

III. PROBLEM FORMULATION

For the sake of simplicity, the problem of identifying a services composition able to satisfy the end-to-end user requirements can be defined as follows. Given a set of $n$ abstract services $S = \{S_1, \ldots, S_n\}$ where each abstract service $S_i$ can be implemented by $n_i$ concrete services $\{S_{i1}, \ldots, S_{in_i}\}$. Each concrete service $S_{ij}$ may be executed by a set of actors $\{a_1, \ldots, a_k\}$. An actor can be an end-user or any other entity for which the service is rendered. We denote the concrete service $S_{ij}$ executed by the actor $a_k$ by $S_{ij}^k$. Furthermore, in several situations, the same service instance can be executed more than once over time by the same actor. In this work, we assume that the time horizon can be divided in time steps. The concrete service $S_{ij}$ executed by the actor $a_k$ at time $t$ is denoted by $S_{ij}^k(t)$ and is called execution. Example 1 shows a sample of a real case database for the services composition problem.

Example 1: Table I is an extracted line from the real dataset [49], [50] used in our experiments. According to the aforementioned notations, this line should be denoted as $S_{19994, 3104}(5)$. It represents for the abstract service 19994, the response time and throughput values of the concrete service 3104 executed by user 97 at time step 5.

Each service performs functions that serve the actors. To evaluate the quality of a service at the application level, a set of criteria is used, such as response time, throughput, reliability, availability, price, etc. [43], [48].

In service-oriented architectures, the orchestration process composes the existing services in order to create a new service having central control over the whole process [19]. In our context, the main part of the orchestration process is the abstract service composition. This composition process is guided by one main constraint: an abstract service can have a set of prerequisite abstract services that must be executed in order to make its execution possible. All such precedence constraints can be represented with a suitable oriented graph (see Fig. 1). A path in the precedence graph represents a possible orchestration of abstract services.

We denote as orchestration of abstract services a sequence of subsets of the set of possible abstract services $S$, one for each time step (one abstract service can be included in at most one timestep). Moreover, we will consider only feasible abstract service orchestrations, i.e., orchestrations where an abstract service is included in a set at time steps only if all its prerequisite abstract services are included in the set of precedent time steps (see Example 2).

Example 2: Let $S_1$, $S_2$, $S_3$, and $S_4$ be four abstract services. Services $S_2$ and $S_3$ need outputs of the service $S_1$ and the service $S_4$ can be executed only after $S_2$. The abstract services precedence graph is given in Fig. 1. The possible orchestrations with respect to this graph are: $(S_1, \{S_2, S_3\}, S_4)$, $(S_1, S_2, S_3, S_4)$, $(S_1, S_2, S_4, S_3)$, etc.

Each abstract service may be realized by several concrete services. When an abstract service orchestration is defined, we need to choose an appropriate concrete service that performs each corresponding service. In the context of the WoT, services composition can be seen as an invocation workflow or plan of the services, which are exposed by the objects through the web.

In this article, the possible concrete services organization for a given abstract service orchestration is represented by a concrete workflow. The concrete workflow must be coherent with the associated abstract service orchestration. Fig. 2 gives an example of a concrete workflow for the orchestration given in Fig. 1.

We define as workflow a concrete service concatenation of a given feasible abstract service orchestrations, i.e., a collection of subsets of concrete services obtained from a feasible abstract service orchestration after substituting each abstract service by one of its associated concrete services.

Let $M$ be the number of all possible feasible abstract service orchestrations and $\psi_k$ (for $k \in \{1, \ldots, M\}$) be the $k$th possible orchestration. We are interested in defining an evaluation function $F(\psi_k)$ that associates a numerical value to all possible concrete service concatenations of $\psi_k$.

Let $Q = \{q_1, \ldots, q_m\}$ be the set of all possible QoS criteria. The criteria can be applied both at the abstract and concrete levels. Without loss of generality, we limit the criteria to the concrete service level. In this case, $q_i(S_{ij})$ denotes the quality value of the $q_i$ criteria for the $S_{ij}$ concrete service. We suppose that the values of all criteria are normalized.

To obtain $F(\psi_k)$, it is necessary to select the best concrete service concatenation, according to the set of criteria in $Q$, among the concrete services in the given $\psi_k$ orchestration. In our context, the $F$ function is assumed to be a linear combination of these criteria (see Example 3).

Without loss of generality, the service selection problem can be defined as follows:

Find the orchestration $\psi_k$ with the best value of $F(\psi_k)$.

Example 3: Let us consider a problem with three abstract services $\{S_1, S_2, S_3\}$. Assume that this problem has a single
possible orchestration \( \psi_1 = (S_1, S_2, S_3) \) such that \( \psi_1 \) represents a serial orchestration (we execute first concrete services of \( S_1 \), then \( S_2 \) and end with \( S_3 \)). Let us consider a problem with two evaluation criteria \( Q = \{q_1, q_2 \} \), for instance, throughput and service time response. To each abstract service \( S_i \), we associate a value for \( q_1 \) and a value for \( q_2 \). The value of the orchestration is defined as a linear combination between these criteria: \( \sum_{i=1}^{3} (w_1 q_1 + w_2 q_2) \) where the coefficients \( w_i \) (one for each abstract service \( S_i \)) are given by the actor (user).

From an operational point of view, the evaluation of the concrete services quality is estimated over their executions through the time. In the above example, the users’ preferences are presented as weight values. In practice, the weights are not given a priori. In Section V, we propose an RL method based on MDPs for learning QoS attributes weights representing users’ predefined preferences.

A. On the Global Search Space Size

The purpose of this section is to enumerate the number of end-to-end concrete service combinations (workflows) in order to evaluate the QoS of each composition and then to select the best one according to a given set of user/actor preferences. To the best of our knowledge, there is no existing work in the literature dealing with this enumeration problem. In the rest of the section, we give the size of the search space for some special cases and for the generic case, where no constraints are imposed on the structure of the orchestration. Those sizes can be viewed, respectively, as lower and upper bounds on the search space for any service combination problem.

Let us consider the generic case of a services composition problem with \( n \) abstract services \( S_1, \ldots, S_n \), such that each abstract service \( S_i \) can be realized by exactly \( m \) possible concrete services. In the following sections, we analyze how the size of the search space changes according to the different constraints on the service order and concurrency.

1) Total Order (sequential) Abstract Services: No explicit constraint on the order of execution of the services is imposed but at each time step, it is possible to execute only one abstract service. Since each \( S_i \) can be realized by \( m \) possible concrete services, for a given fixed ordering of abstract services, the possible number of realizations for each order is \( m^n \). If there is no additional constraint between abstract services, the number of abstract services permutations is \( n! \). In this case, the total number of workflows is \( nm^n \).

2) Parallel Abstract Services: All abstract services are executed at the same time. In this case, there exists only one possible combination between abstract services. The only degree of freedom is to choose which concrete service to associate to each abstract service. For this reason, there exists \( m^n \) possible realizations.

3) General Case: For each time step, it is possible to execute simultaneously any number (up to \( n \)) of abstract services. We recall that \( S(n, k) \), the Stirling number of the second kind, counts the number of ways for partitioning an \( n \)-element set into \( k \) subsets\(^1\) [16]. On the contrary, \( k \) subsets can be ordered in \( k! \) different ways. This leads to a total of \( S(n, k)k! \) different orchestrations of time length exactly \( k \). This means that all abstract services in each set should be executed at the same time. Therefore, the total number of orchestrations is

\[
\sum_{k=1}^{n} S(n, k)k! = \sum_{k=1}^{n} \sum_{l=0}^{k} (-1)^{l} \binom{k}{l} (k-l)^n. \tag{1}
\]

For any given orchestration with \( n \) abstract services and \( m \) concrete services, we have \( m^n \) total number of workflows. Notice that each abstract service is associated to one and only one executed concrete service at each time step. Consequently, to obtain the total number of workflows, we need to multiply the quantities given by (1) with the total number of workflows for each orchestration

\[
m^n \sum_{k=1}^{n} S(n, k)k! \tag{2}
\]

We finally notice that the situation is slightly different if we impose to associate the same concrete abstract to all the abstract services at the same time step. If this is the case, we have a total number of workflows equal to

\[
\sum_{k=1}^{n} S(n, k)k!m^k. \tag{3}
\]

The results showed in this section give an idea of the combinatorial explosion one could expect if no precedence is imposed on the orchestrations. For this reason, we restrict this article to sequential orchestrations.

IV. SERVICES COMPOSITION AS AN MDP

MDPs are often used to model sequential decision problems [27].

In this section, we describe how to solve the services composition problem via MDP models. We are looking for an optimal QoS-selection strategy satisfying the user’s requirements in terms of QoS attributes. Since the user’s preferences with respect to QoS attributes are unknown, we use a partially known MDP model, and more particularly, a vector-valued MDP (VMDP) model [2].

A. Vector-Valued Markov Decision Process

The following definitions are necessary to define our VMDP model.

Definition 1: A discrete-time MDP [1] is defined by a tuple \( (T, S, A, P_t([s, a], r_t)) \) where

1) \( T = 0, \ldots, N \) are the decision time steps at which the decisions are made;\(^2\)
2) \( S \) is a finite set of states;
3) \( A(s) \) is a finite set of actions that the agent can select in a state \( s \in S \);

\(^1\)Several equivalent formulas are available to compute the Stirling number of the second kind, in this case we use \( S(n, k) = \frac{1}{k!} \sum_{l=0}^{k} (-1)^{l} \binom{k}{l} (k-l)^n \).

\(^2\)Time steps can be days, hours, minutes or any time interval;
4) \( P_t(s'|s, a) \) is the state transition probability distribution, it encodes the probability at time \( t \) of going to state \( s' \) when the agent is in state \( s \) and executes action \( a \); 
5) \( r_t : S \times A \rightarrow \mathbb{R} \) is the Reward Function, \( r_t(s, a) \) quantifies the value gained when executing action \( a \) in state \( s \) at time step \( t \).

Definition 2: A decision rule \( D_t \) is a function depending on time step \( t \) that defines what action \( D_t(s) \in A(s) \) at time \( t \) the agent should select. By assuming \( N \) number of time steps, we define policy \( \pi = (D_1, \ldots, D_{N-1}) \) as a sequence of \( N-1 \) decision rules.

A policy is stationary if the decision rule for all time steps are the same, i.e.: \( \forall t \in \{1, \ldots, T\} \) \( D_t = D \). A solution for an MDP is a policy \( \pi : S \rightarrow A \) that associates an action to each state. Normally, policies are evaluated by a value function \( v^\pi : S \rightarrow \mathbb{R} \). The value function is computed recursively as follows:

\[
v_N^\pi(s) = r_N(s, \pi(s)) \quad \forall s \in S_T
\]

where \( S_T \) is the set of terminal states as a subset of all states. For the rest of time steps \( t < T \), the value function is defined as

\[
v_t^\pi(s) = r_t(s, \pi(s)) + \gamma \sum_{s' \in S} P_t(s'|s, \pi(s))v_{t+1}^\pi(s')
\]

where \( \gamma \) is a discount factor \((0 < \gamma \leq 1)\). \( v_t^\pi(s) \) represents the expected gain in the future from state \( s \), at time step \( t \) if the policy \( \pi \) is executed. Therefore, the final value of a policy is given by \( v^\pi = v_0^\pi \). Let \( \pi \) and \( \pi' \) be two policies, in the following, we indicate \( \pi \succeq \pi' \) if the policy \( \pi \) is better than policy \( \pi' \):

\[
\pi \succeq \pi' \Leftrightarrow \forall s \in S \quad v^\pi(s) \geq v^{\pi'}(s).
\]

Equation (6) indicates that policy \( \pi \) is better than policy \( \pi' \) if its value is higher than the value of \( \pi' \) for all states. \( \pi^* \) is an optimal policy if \( \pi^* \succeq \pi \), for all feasible policies \( \pi \).

What remains to show is how to find an optimal policy. To find the value of the optimal policy, we can use a dynamic programming, namely, the Bellman equation [27]

\[
v_t^\pi(s) = \max_{a \in A(s)} \left\{ r_t(s, a) + \gamma \sum_{s' \in S} P_t(s'|s, a)v_{t+1}^\pi(s') \right\}.
\]

For extracting the optimal policy, we need to define a Q-value function on state \( s \) and action \( a \) at time step \( t \) as:

\[
Q_t(s, a) = r_t(s, a) + \gamma \sum_{s' \in S} P_t(s'|s, a)v_{t+1}^\pi(s').
\]

The optimal policy selects action \( a^*_t \) at state \( s \) and stage \( t \) as follows:

\[
a^*_t \in \arg\max_{a \in A(s)} \{Q_t(s, a)\} \quad \text{for} \quad t = 1 \ldots N-1.
\]

In the following, we present a generalization of MDPs where the rewards are vectors instead of scalars.

Definition 3 (see [40]): A discrete-time VMDP is defined by a tuple \((T, S, A, P_t(\cdot|s, a), \bar{r}_t))\) where \( T, S, A, P_t(\cdot|s, a) \) are the same as in Definition 1.

1) \( \bar{r}_t : S \times A \rightarrow \mathbb{R}^d \) is a vector-valued reward function defined as \( \bar{r}_t(s, a) = (\bar{r}_{t1}(s, a), \ldots, \bar{r}_{td}(s, a)) \)

In the following section, we will see that VMDPs are particularly suited for services composition context, because each executed service has several quality values, such as response time, throughput, price, availability, etc.

**B. Services Composition as a Discrete-Time VMMDP**

In this section, we adopt VMMDPs in the context of services composition problems. The solution of such MDPs gives the optimal service composition. There are basically two reasons for using an MDP:

1) MDPs make it easy and natural to model services composition problems: Every salient aspect present in the decision-making process relating to the services composition problem has an evident counterpart in an MDP context. The division of an MDP into states and actions is particularly suitable for representing the division of a composition service problem into abstract services and concrete services. Furthermore, an optimal policy in an MDP reduces to choose which actions to take at each state, while the optimal work flow reduces to find the best concrete service for each abstract service.

2) MDPs can be easily integrated into a dynamic environment with uncertainty. In this article, we use part of the results presented in [2] and [41] on how to efficiently learn the users’ preferences. These results are based on the combined use of MDP and RL techniques.

From now on, to be coherent with the services composition terminology, we will use the term workflow as a synonym of policy, abstract service as a synonym of state, concrete service as a synonym of action, and QoS as a reward value.

Definition 4: A concrete service \( S_i \) can be described by several functional and nonfunctional properties.

1) Functional properties: Each functional property is described through a transaction function, \( Action(S_i) \) that takes an input data vector \( InputData(S_i) \) to produce an output data vector \( OutputData(S_i) \).

2) Nonfunctional properties: Each nonfunctional property consists of a vector of QoS attributes \( Q(S_i) \), a set of quality of experience criteria, and other aspects about the service such as energy consumption and the context of use.

Definition 5: An abstract service \( S_t = \{S_{t1}, \ldots, S_{tn}\} \) is a class of \( n_t \) concrete services with similar functional properties, i.e., they have the same input and output data vectors, but their nonfunctional properties can be different.

In the rest of this section, we will explain how various classes of abstract services, each one associated to several concretes services, can be modeled as a VMMDP.

Definition 6: A VMDP-Service Composition (VMDP-SC) is defined by a tuple \((T, AS, CS, P_t(\cdot|as, cs), \bar{r}_t))\) similar to Definitions 1 and 3 given as follows:

1) \( T = 0, \ldots, N \) are the decision time steps;
2) AS is a finite set of abstract services;
3) CS(S_i) is a finite set of executable concrete services that
the agent can use for a chosen abstract service S_i ∈ AS.
We have that CS(S_i) = {S_i1, ..., S_in_i};
4) P_i(S_j|S_i, S_ik) is the probability of executing concrete
service S_ik for abstract service S_i and entering to abstract
service S_j;
5) QoS(S_i, S_ik) : AS × CS → R^d is the vector valued reward
function. QoS(S_i, S_ik) represents a vector of QoS attribute
values after invoking S_ik in S_i at time step \( t \). For d attributes, we obtain \( QoS(S_i, S_ik) = (qos_1(S_i, S_ik), ..., qos_d(S_i, S_ik)) \).
The terminal states, defined as AS_T, do not have any execute-
able services.

Definition 7: A workflow \( π : AS → CS \) is a function that
defines, which concrete service should be invoked for each
abstract service in order to give the best tradeoff among multiple
QoS attributes.

Since the rewards used in an MDP-SC are vectorial, also the
value function \( \bar{v}_t \) and the Q-value function \( Q \) are vectorial
\[
\bar{v}_t(S_i) = \overline{QoS}(S_i, π(S_i)) + γ \sum_{S_j ∈ AS} P_i(S_j|π(S_i), S_i) \bar{v}_{t+1}(S_j).
\] (10)

Thus, comparing two workflows boils down to comparing
two vectors. The optimal workflow can differ from user to user
according to their preference with respect to the d value qualities
of services. We make the assumption that each user assign a
different weight \( w_i \) to each QoS attribute. The simple additive
weighting (SAW) technique [28] is used to obtain a single QoS
value as a weighted linear combination of the QoS attributes.

Let \( W = (w_0, ..., w_d) \) be the set of normalized weights (i.e.,
\( \sum_{i=1}^d w_i = 1 \)) given by a user, the aggregated QoS becomes
\[
QoS_t(S_i, S_ij) = W \cdot QoS(S_i, S_ij) = \sum_{k=1}^d w_kqos_{kt}.
\] (11)

If the user preferences on QoS attributes are given, the optimal
workflow can be, therefore, computed using SAW techniques.
However, determining appropriate weights for QoS attributes
requires the knowledge of the user preferences, which is often
not obvious to obtain in practice. Even if the user preferences
have been obtained, setting accurately these weights remains
a problem. For instance, it is hard to decide the weight of an
attribute such as response time as 0.2 or 0.21, which appears
no big difference yet it can affect the result of the QoS optimal
composition [10]. We assume that W is unknown, and we try to
find the best workflow by querying the users when it is necessary.

The basic idea is to deduce the user weights by comparison:
we present to the users two alternative QoS vectors, and we
assume that he/she is always able to find which of the two he/she
prefers. In order to compute the optimal workflow in the service
composition, it is required to compare the vector value function
of two different workflows.

To compare workflow vector values with each other, we
consider first the \( d - 1 \)-dimensional polytope \( \mathcal{W} \) that represents
the set of all possible values for \( \mathcal{W} \)
\[
\mathcal{W} = \left\{ (w_1, ..., w_d) ∈ \mathbb{R}_+^d \mid \sum_{i=2}^d w_i ≤ 1, w_1 = 1 - \sum_{i=2}^d w_i \right\}.
\] (12)

Three methods can be used to compare vector values asso-
ciated to the workflows [41]. Assume \( \bar{v}^{π_a} = (a_1, ..., a_d) \) and \( \bar{v}^{π_b} = (b_1, ..., b_d) \) are two vector values associated to two
workflows \( π_a \) and \( π_b \) given as follows.
1) Pareto comparison:
\[
\bar{v}^{π_a} \geq π \bar{v}^{π_b} ⇔ \forall i \ a_i ≥ b_i.
\] (13)

2) K-dominance comparison: \( \bar{v}^{π_a} \) is preferred than \( \bar{v}^{π_b} \) if it is
better for any \( \bar{v} \) in the polytope \( \mathcal{W} \)
\[
\bar{v}^{π_a} ≥ K \bar{v}^{π_b} ⇔ \forall \bar{W} ∈ \mathcal{W}, \bar{W} \cdot \bar{v}^{π_a} ≥ \bar{W} \cdot \bar{v}^{π_b}.
\] (14)

3) Query to the user: \( \bar{v}^{π_a} ≥ q \bar{v}^{π_b} \) if the user prefers workflow
\( \bar{v}^{π_a} \) over \( \bar{v}^{π_b} \). This check is a sort of “last resort”:
if none of the previous methods allow to eliminate one of the two
vectors, the only option is to ask directly to the user.

It is possible to show that checking whether a K-dominance
exists between two workflow vector values can be done by solv-
ing an ad hoc linear programming problem [41]: \( \bar{v}^{π_a} ≥ K \bar{v}^{π_b} \)
true if there is a non-negative solution to the following linear
program:
\[
\min \bar{W} \cdot (\bar{v}^{π_a} - \bar{v}^{π_b})
\]
s.t. \( \bar{W} ∈ \mathcal{W} \). (15)

We noticed that
\[
\bar{v}^{π_a} ≥ K \bar{v}^{π_b} ⇔ \bar{v}^{π_b} ≥ K \bar{v}^{π_a}
\]
therefore, to check whether a dominance exists between the
two vectors, we need to solve two separate linear programs.
In the remaining of this article, we explain how to find the
optimal workflow that gives the best tradeoff among multiple
QoS criteria, satisfying the user requirements in terms of QoS
only querying a few times.

V. INTERACTIVE RL ALGORITHMS FOR THE SERVICES
COMPOSITION PROBLEM

After modeling the services composition environment as a
VMDP-SC, we are interested in finding a solution for our model,
i.e., how to compute the optimal workflow respecting the users’
preferences on the QoS attributes. In this section, we intro-
duce an algorithm with this aim, namely, interactive value iteration
for services composition (IVI-SC). It is possible to use interac-
tive value iteration methods for finding the optimal workflow by
learning user’s preferences weights dynamically [2], [41].

We assume that a VMDP-SC with finite discrete-time is given.
The services can be invoked in \( 0, ..., T - 1 \) or \( T \) where \( T \) is a final empty time
step. Since the MDP-SC objective is finding the workflow that
maximizes a measure of long-run expected \( \overline{Q} \) vector values,
we propose a backward induction method to solve the Bellman
Algorithm 1: Interactive Value Iteration for Services Composition. The algorithm computes the optimal workflow respecting the user preferences on QoS attributes.

**Data:** VMQP-SC\(\{T, AS, CS, P_t, r_t\}\), a \(W\) polytope of user weights.

**Result:** The optimal service selection workflow for the given user.

\[ t \leftarrow 0 \]
\[ \pi_{best} \leftarrow \text{choose random policy} \]
\[ \bar{\pi}_T(s_T) \leftarrow \{0, \ldots, 0\} \forall s_T \text{ at time } T \]
\[ K \leftarrow \text{set of constraints on } W \]

**while** \( t \geq 0 \) **do**

\[ t \leftarrow t - 1 \]

**for each** \( S_i(t) \in AS_i \) **do**

\[ \text{best} \leftarrow \{0, \ldots, 0\} \]

**for each** \( S_{ij}(t) \in CS(S_i(t)) \) **do**

\[ \bar{\pi}_t(S_{ij}(t)) \leftarrow QoS(S_{ij}(t), P_{ij}(t) + \sum_{k=t+1}^{\infty} P_t(S_k + 1)) \]

\[ \text{best}, K \leftarrow \text{getBest(best, } \bar{\pi}_t, K) \]

\[ \bar{\pi}_{best}(S_i(t)) \leftarrow \text{best} \]

**if** best = \( \bar{\pi}_{best}(S_i(t)) \) **then**

\[ \pi_{best}(S_i(t)) \leftarrow S_{ij}(t) \]

**end**

**end**

**end**

**return** \( \pi_{best} \)

Algorithm 2: getBest.

**Data:** Two vectors \( \bar{\pi} \) and \( \bar{\pi}' \), polytope constraints \( K \).

**Result:** Finds the more preferred between \( \bar{\pi} \) and \( \bar{\pi}' \) for the given user.

**if** paretoDominates(\( \bar{\pi}, \bar{\pi}' \)) **then**

\[ \text{return } (\bar{\pi}, K) \]

**end**

**if** paretoDominates(\( \bar{\pi}', \bar{\pi} \)) **then**

\[ \text{return } (\bar{\pi}', K) \]

**end**

**if** Kdominates(\( \bar{\pi}, \bar{\pi}', K \)) **then**

\[ \text{return } (\bar{\pi}, K) \]

**end**

**if** Kdominates(\( \bar{\pi}', \bar{\pi}, K \)) **then**

\[ \text{return } (\bar{\pi}', K) \]

**end**

\[ \bar{\pi}_{best}, K \leftarrow \text{query}(\bar{\pi}, \bar{\pi}', K) \]

**return** \( \bar{\pi}_{best}, K \)

---

The equation given in (7) to obtain the optimal policy/workflow, see (9). Our approach is formalized in Algorithm 1.

In the iterative Algorithm 1, first, we assign a zero vector to the set of states (abstract services) at time step \( T \). For each abstract service \( S_i(t) \) (at time \( t \)) given in the MDP-SC, the algorithm selects the best concrete service among the all available ones. These actions (concrete services) are dependent on various time steps, for instance, the possible actions of the \( S_i(t) \) service at times step \( t \) can be different from the possible actions for time step \( t+1 \). In the finite horizon time (our case), the iteration continues until either this difference becomes small enough or the horizon time steps finish.

Since the QoSs is the \( d \)-dimensional vectors, solving (7) and finding the maximum among the vectors is not obvious. For this reason, we use the Algorithm 2 getBest that applies the three comparison methods presented at the end of Section IV. The getBest function receives two \( d \)-dimensional vectors with the \( W \) polytope constraining the user weight preferences on the QoSs. If the Pareto comparison cannot find the greater vector, the K-dominance comparison is used to find the most preferred vectors. Otherwise, the query function should be called (given in Algorithm 3). The user’s response to the comparison between the two given vectors, adds a new constraint to the \( W \) polytope.

Algorithm 1 finally finds the optimal policy/workflow or services composition for the given system VMQP-SC and returns back the optimal policy \( \pi_{best} \). Notice that the condition \( \text{best} = \bar{\pi}_{best}(S_i(t)) \) in Algorithm 1 checks if the best selected concrete service for \( S_i(t) \) has been changed regarding the previous iteration. If it was, the optimal concrete service should be replaced by the concrete service \( S_{ij}(t) \) which generates a better vector value for \( S_i(t) \).

The proposed algorithm is exact, and its complexity is polynomial w.r.t three parameters: the number of abstract services forming the composition, the number of candidates concrete services per each abstract services, and the number of QoS attributes. Assuming \( |AS| \) is the set of all abstract services and \( M = \max_{i,t} \text{CS}(S_i(t)) \) is the maximum number of abstract services in each time step \( t \) and each abstract service \( S_i \). In order to compute the best QoS vector in each inner iteration, the Best algorithm tests the Pareto dominance and K-dominance comparison twice in the worst case, which are polynomial w.r.t \( d \), where \( d \) is the number of attributes for QoSs and any K-dominance (LP) can be solved in polynomial time. Finally, we suppose that the time necessary to ask a preference to the user is constant. Therefore, the complexity of the algorithm is \( O(Md|AS|) \).

---

**VI. PERFORMANCE EVALUATION**

We evaluate our methods on a publicly available dataset containing two QoS attributes: throughput and response time. These are the records between 339 users and 5825 web services...
distributed worldwide [49], [50]. The dataset also includes some information about user features and service features such as countries, autonomous systems, IP dresses, latitude, and longitude. In the studied database, 142 users execute various web services in different time steps. The information is available only for 64 time steps. In this section, we first explain how to model the dataset as a VMDP-SC and then we examine the performances of our algorithm on the dataset.

A. Dataset as a VMDP-SC

The main issue in implementing IVI-SC (Algorithm 1) on any database is how to model the given dataset as a VMDP. In the supported dataset [49], [50], there are several text files, including wslist.txt, userlist.txt, rtdata.txt, and tpdata.txt. The wslist.txt is our source file for extracting a list of web services and their related abstract services. In our dataset, we consider the web services as the concrete services. The userlist.txt file includes some information about users of different web services. The two other tpdata.txt and rtdata.txt files include the throughput and response time values, respectively, on various web services executed by 142 users. This means that any web service invoked by a user has two parameters for measuring the service quality: throughput (megabits per second, Mbps) and response time (second, s).

The studied database [49], [50] is generated in practice by observing various users utilizing enormous number of web services. After cleaning the database and extracting all web services and their related abstract services from the wslist.txt file, and getting the web services qualities from two files tp.txt and rt.txt, we have a VMDP-SC with the following parameters (see Definition 6):

1) 64 time steps;
2) 744 abstract services;
3) 3551 total number of concrete services (in our case web services);
4) The transition function is not given directly in the database. Several models can be used to define the possible orders and concurrences among the abstract services (see Section III. In this case, we adopt a sequential structure (see Fig. 3);
5) The QoS function comes from the extracted data on web services and their two qualities: response time and throughput.

To demonstrate the efficiency of our approach in calculating the optimal workflow, we study our method on a common state-of-the-art model: the sequential model.

B. Model the Web Service Dataset as VMDP

To evaluate Algorithm 1, we consider the complete dataset, i.e., we keep all the quality services executed by all 142 users. Modeling such a huge size database as a VMDP-SC and implementing the IVI-SC algorithm on it is a challenging task.

In order to evaluate our algorithm performance, we analyze the results for five different users with various preferences on the service qualities (response time and throughput). Our tested user weight vectors (W) on service qualities are given in Table II. Notice that the weight preferences on the QoSs are “unknown” to our algorithm. They are used to simulate the user’s behavior.

![Fig. 4. This figure shows the number of queries proposed to the user during each time step. The weight preferences are based on Table II.](image)

<table>
<thead>
<tr>
<th>user</th>
<th>weight vector</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[throughput, response time]</td>
</tr>
<tr>
<td>W0</td>
<td>[0.320, 0.680]</td>
</tr>
<tr>
<td>W1</td>
<td>[0.857, 0.143]</td>
</tr>
<tr>
<td>W2</td>
<td>[0.170, 0.830]</td>
</tr>
<tr>
<td>W3</td>
<td>[0.645, 0.355]</td>
</tr>
<tr>
<td>W4</td>
<td>[0.472, 0.528]</td>
</tr>
</tbody>
</table>

The goal of Algorithm 1 is to learn such a vectors for each of the five users.
needed to query them in the required situations. According to the figure, Algorithm 1 finds the optimal workflows after asking less than 56 queries to the users with preferences weights $W_0$, $W_1$, and $W_2$. Contrarily, for the users with weight preferences $W_3$ and $W_4$, the algorithm queries a more significant amount of questions to the user. One possible explanation for the different behavior from one user to the other is that, if the weights are more balanced, comparing vectors using Pareto dominant and K-dominant methods is less informative and, therefore, the only option to eliminate one of the two vectors is to ask directly to the user. This problem can be mitigated by approximating a workflow for the system instead of calculating the exact one. Since IVI-SC is an exact algorithm, the initial sequence of dataset presentation have an important effect on the number of required queries in order to find the optimal workflow.

Figs. 5 and 6 shows how the service qualities change with respect to the time step for the five given weight preferences. The optimal workflow should maximize the total sum of throughputs while minimizing the total sum of response times. The two figures show how throughput and response time increase linearly w.r.t. the time steps. Fig. 5 shows that the accumulated response time increases during each time step. The weight preferences are based on Table II.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Services} & \textbf{w_0} & \textbf{w_1} & \textbf{w_2} & \textbf{w_3} & \textbf{w_4} & \textbf{w_5} & \textbf{w_6} & \textbf{w_7} & \textbf{w_8} \\
\hline
\textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} \\
\hline
\textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} & \textbf{VF} \\
\hline
\end{tabular}
\caption{IT demonstrates how the computed workflow from Algorithm 1 is different from the ideal workflow for $W_i$.}
\end{table}
TABLE IV
IT DEMONSTRATES HOW THE COMPUTED WORKFLOW FROM ALGORITHM 1 IS DIFFERENT FROM THE IDEAL WORKFLOW FOR \( W_4 \)

<table>
<thead>
<tr>
<th>Services</th>
<th>( w_0 )</th>
<th>( w_1 )</th>
<th>( w_2 )</th>
<th>( w_3 )</th>
<th>( W_1 )</th>
<th>( W_2 )</th>
<th>( W_3 )</th>
<th>( W_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A154275</td>
<td>3</td>
<td>2563</td>
<td>2504</td>
<td>2560</td>
<td>3.43</td>
<td>3.37</td>
<td>3.40</td>
<td>3.42</td>
</tr>
<tr>
<td>A151856</td>
<td>5</td>
<td>2012</td>
<td>1688</td>
<td>1738</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
<tr>
<td>A150771</td>
<td>5</td>
<td>1792</td>
<td>1737</td>
<td>1804</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
<tr>
<td>A151636</td>
<td>5</td>
<td>2179</td>
<td>2014</td>
<td>2052</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
<tr>
<td>A150781</td>
<td>5</td>
<td>2365</td>
<td>2231</td>
<td>2321</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
<tr>
<td>A152560</td>
<td>5</td>
<td>2168</td>
<td>2024</td>
<td>2059</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
<tr>
<td>A152560</td>
<td>5</td>
<td>2168</td>
<td>2024</td>
<td>2059</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
<tr>
<td>A152560</td>
<td>5</td>
<td>2168</td>
<td>2024</td>
<td>2059</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
<tr>
<td>A152560</td>
<td>5</td>
<td>2168</td>
<td>2024</td>
<td>2059</td>
<td>3.35</td>
<td>3.39</td>
<td>3.37</td>
<td>3.38</td>
</tr>
</tbody>
</table>

VII. CONCLUSION AND FUTURE WORKS

In this article, an RL-based approach is proposed to solve the services composition problem in a WoT environments and without knowing the user preferences on the QoS attributes. The services composition problem is formulated as a discrete-time VMDP and solved using an interactive value iteration method. The registered qualities of the web services in our studied dataset [49], [50] are executed by selecting 142 users from the dataset. The experiments show that our algorithm finds the optimal services composition by learning the user preferences with high accuracy. The optimal services composition is obtained by maximizing the accumulated throughputs and minimizing the accumulated response times. As potential future work, different models of MDPs should be tested, such as parallel MDP, sequential parallel MDP, etc. Finally, it could also be interesting to classify and observe the users types w.r.t. their service qualities and their execution information on the web services before modeling the dataset into an MDP.
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