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T-junctions correspond to a classical academic configuration employed to unravel the vortex-

sound interaction leading to self-sustained oscillations. It is composed of a closed deep cavity

exposed to a low-Mach grazing flow, in which an unstable shear layer can develop. Many

studies usually consider this hydrodynamic instability either as a “flapping shear layer", or as

a “discrete vortex shedding", which then couples with the acoustic field. This paper follows

the idea that these two descriptions are related to the linear and non-linear regimes of the

shear layer response to acoustic waves, and thus intends to further analyze these regimes and

their transition. To do so, a typical T-junction turbulent flow is computed by forced Large

Eddy Simulation (LES) where acoustic waves are injected at several amplitudes. The flow

response is extracted, and exhibits a linear regime as well as two distinct non-linear regimes

where a partial saturation of the response occurs. The post-processing of the flow field in

the three situations reveals that a flapping mechanism exists at low wave amplitudes, whereas

a vortex shedding appears for highest acoustic levels. For moderate wave amplitudes, the

behavior of the shear layer lies between these two classical views. This suggests that during

self-sustained oscillations, a transition between these scenarios occurs, starting from a flapping

motion followed by a vortex shedding.

I. Introduction
Inherent features of unsteady compressible turbulent flows are the generation of acoustic waves and vortices.

Contrary to vorticity waves [1] which are convected by the mean flow at the speed Ub , acoustic perturbations have the

unique property to propagate at a specific velocity known as the sound speed c0 =

√

γP0/ρ0, where P0 and ρ0 are the

mean pressure and density, and γ is the ratio of the heat capacities. In subsonic flows (Ub < c0), it implies that such a

perturbation can travel in the upstream direction, thus being able to interact with the very source responsible of the

acoustic oscillations.

In non-reactive flows, acoustic waves can lock on coherent vortex shedding. When this interaction is destructive,

efficient vortex-induced damping can be achieved [2, 3] by transferring acoustic energy to vortical modes. However, when

a constructive coupling occurs, absolute instabilities [4] grow in the flow leading to undesirable effects like mechanical

vibrations and tonal noise [5]. These instabilities are a nagging issue encountered in many practical applications

containing connected pipes, or cavities with a grazing flow [6–8]. A typical academic configuration is the T-junction

where a side branch of length LT and width WX connects a main cavity. For deep cavities (LT ≫ WX), the acoustic

mode in the side branch can excite the shear layer instability at the junction, resulting in vortex-driven self-sustained

oscillations [9]. Such a configuration has been investigated for years using theory [5, 10, 11], experiments [12–16] and

more recently simulations [17–19].

From these studies, the global mechanisms governing the interaction between acoustics and the unsteady shear layer

in deep cavities with a low-Mach number grazing flow have been discovered and analyzed since the 70s. In particular,

the vortex-sound theory established by Howe [20] and the linearized energy balance equation developed by Myers [21]
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Fig. 1 Schematic of the vortex-sound interaction due to the unsteady Coriolis force f ′c = −ρ0ω
′
Z

u0 < 0. It

is assumed that vorticity is generated during the suction, i.e., when the transverse acoustic velocity is positive

v
′ > 0. It leads a negative product P = f ′cv

′ < 0 during the suction period. Then, during the blow-off (v′ < 0),

the power becomes positive.

and Brear et al. [22] assert that acoustic energy can be produced when acoustic waves interact with a vortical flow

because of the unsteady Coriolis force (figure 1) f ′c = −ρ0( ®ω × ®u)′, where ρ0 is the mean density, ®ω = curl(®u) is the

vorticity, and ®u is the velocity field. When friction and compressible effects can be neglected, the time-averaged acoustic

source power 〈PΩ〉T generated in the control volume Ω is given by [20]

〈PΩ〉T = −
〈∫

Ω

ρ0( ®ω × ®u)′ · ®u′dΩ

〉

T

, (1)

where 〈.〉T denotes the time-averaging over the period T . Usually, in this integral, only the contribution to the unsteady

Coriolis force due to the unsteady vorticity −ρ0( ®ω′ × ®u0) is retained for basic explaination of the vortex-sound coupling.

Since the bulk velocity ®u0 is aligned with the main cavity grazing flow, equation (1) suggests that the Coriolis force is

transverse to the flow direction (y-axis, figure 1), and therefore that the acoustic power 〈PΩ〉T can be generated only

by transverse acoustic waves. This examplifies why a T-junction is considered here as a canonical case to study the

vortex-acoustics interaction. This theoretical background allows the understanding of the basic mechanisms responsible

for the global response of the shear layer to acoustic waves. Based on equation (1), the key ingredient is the vorticity

production at the junction. In a simplistic view, two main families of vorticity production can be distinguished:

(1) the continuously oscillating or flapping shear layer [23–25] (figure 2-a), and (2) the so-called “discrete vortex

model" [26–30] (figure 2-b) where the inward acoustic velocity (i.e. during the succion, t = t1 in figure 2) triggers a

vortex shedding at the upstream edge.

These models have been studied extensively in the literature [25, 30, 31] and therefore these two scenarios constitute

the baseline understanding of the vortex-sound theory. However, almost no studies consider that these two representations

of the flow can apply for the same configuration: the flow is either described by a perturbed continuous vortex sheet

(figure 2-a), or by a single convected vortex (figure 2-b). Such a simplistic view has been recently renewed by Ma

et al. [31] and reviewed by Morris [32]. They suggest that the actual vorticity field lies between these two scenarios.

Specifically, Ma et al. [31] combines these two models since they observed that the upstream region ressembles a

flapping vortex sheet, whereas further downstream the roll-up induces a detached vortex. Recently, Dai et al. [33]

have shown, using vortex tracking simulations, that a flapping motion occurs at off-resonance conditions, whereas a

concentrated vortex is created at the resonance state.

Following the idea of Dai et al. [33], the vortex sheet is affected by small perturbations during its initial growth,

so that linearized theories and tools can be applied [34, 35]: this is known as the “linear regime", where the Coriolis

force f ′c evolves linearly with the acoustic perturbation v
′, thus the acoustic source power is evolving as v′2. In such a

case, the discrete vortex model can be questioned since no vortex is actually created, as observed in the vortex tracking

simulations of Dai et al. [33]. However, after a substantial amplification of the acoustic mode in the cavity, the shear

layer may experience large perturbations, which can modify its response to acoustic waves. This situation is known as

the “non-linear regime", and is usually investigated thanks to the so-called describing-function introduced by Krylov

and Bogoliubov [36] as an approximate procedure to analyse nonlinear control problems: the non-linear system is

approximated by a linear time-invariant (LTI) transfer function depending on the amplitude A of the system’s input, here

corresponding to the amplitude of the acoustic excitation [29, 30]. Recently, [15], [11], and [18] have investigated the
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Fig. 2 Schematic view of the two scenarios: the flapping shear layer (a, left), and the discrete vortex (b, right).

Two instants are displayed, corresponding to an opposite phase of the acoustic velocity v
′, i.e. t2 = t1 + T/2.

response of a shear layer to several excitation amplitudes through describing functions, revealing its partial saturation

for large perturbations, associated with large scale vortical structures. Nevertheless, no clear correlation between the

linear/non-linear regimes and the underlying vorticity behavior has been drawn.

Consequently, this paper investigates numerically the acoustic power generation inside an academic T-junction in

both the linear and nonlinear regimes. The objective is to identify the mechanisms responsible for the non-linearities,

and to analyze how the flow evolves from one regime to another during the growth of self-excited oscillations.

The case corresponds to a deep cavity of ratio WX/LT = 1/3 which experiences a low-Mach number grazing flow

(M = Ub/c0 ≈ 0.16). First in Section II, the vortex-sound theory is introduced, and applied to the two phenomenological

scenarios proposed in the literature: the flapping shear layer (figure 2-a), and the discrete vortex model (figure 2-b).

Then, the configuration of the T-junction and the numerical setup are described in Section III. An unforced simulation is

computed, which reveals a self-sustained excited mode at 750Hz due to the vortex-sound coupling. To control the wave

amplitude and analyze the linear and non-linear regimes, the acoustic feedback loop is disconnected and acoustic waves

are injected into the CFD domain at the specific frequency 750Hz and several amplitudes A/Ub , from 0.05% up to 40%.

The describing function which relates the shear layer response to the input acoustic wave is extracted is Section IV,

indicating that a saturation occurs for amplitudes A/Ub larger than 0.4%: this is the first non-linear regime denoted N1,

where the gain of the describing function evolves as A−0.5. Interestingly, a second non-linear regime is also observed,

called N2, with a distinct slope of the gain, varying like A−0.3. In Section V, the flow obtained at several amplitudes is

analyzed and compared with the two scenarios established in Section II.C. Results show that the flow continuously

evolves between the two scenarios, starting from an oscillating shear layer at low amplitudes (linear regime), and

transitioning to a vortex shedding at the upstream corner at higher acoustic levels (the second non-linear regime N2). In

the first non-linear regime N1 corresponding to moderate acoustic levels, the flow exhibits both a flapping motion and

an intense roll-up. These results show that the shear layer response to acoustic waves has a different spatio-temporal

behavior during the initial growth of the mode and the final limit cycle, and thus that the transition between the flapping

motion and the discrete vortex shedding is of crucial interest.

II. Vortex-sound theory

A. Mathematical framework

Vortices are a well-known feature of flows, in particular through turbulence, which still challenges research and

computational physics. Turbulence can induce a broad-band noise [37], but vortices can also appear as coherent

structures shed at specific times, as for example behind a cylinder with the so-called Von-Karman street. In such a case,

a tonal noise might occur, and can be amplified if vortices couple with acoustics. Such a typical situation appears when

a deep cavity (i.e. when the ratio of the diameter WX over the depth LT is smaller than one: WX/LT < 1) is excited by a

grazing flow. Consequently, this paper investigates the vortex-noise interaction inside a T-junction (Figure 3) where

the grazing flow can become unstable, inducing a large vorticity intensity. Such an unstable flow acts as an acoustic

3
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Fig. 3 Sketch of the T-junction where the unstable shear layer acts as an acoustic dipole generating acoustic

waves. They propagate in the side branch and are reflected back (curved arrows) toward the vortex sheet.

dipole and generates acoustic waves which propagate in the side branch. They are reflected back toward the vortex sheet

leading to a vortex-noise coupling. A key ingredient to understand this interaction is the response of the vortex sheet to

the incoming acoustic wave.

While a monopolar source term is due to volume fluctuations as for an unsteady flame (non homogeneous mass

balance equation), vorticity generates noise through a dipolar source term corresponding to the unsteady part of the

Coriolis force ®fc = −ρ ®ω × ®u [20], where ®ω is the vorticity, i.e. the curl of the velocity field ®u. Consequently, vortices act

on the momentum balance equation. Starting from the Euler’s equation in the Crocco’s form [3] allows the introduction

of the Coriolis force in the momentum equation. The linearization at first order of the momentum balance equation

leads to

∂ ®u′

∂t
+ ®∇B′

=

®fc
′

ρ0

, (2)

where ®fc
′
is the unsteady Coriolis force, for which only one term is usually retained: ®fc

′
= −ρ0( ®ω′ × ®u0) where ρ0

and ®u0 are mean flow quantities, ®ω′ is the unsteady vorticity, and B′
= p′/ρ0 + ®u′ · ®u0, which is often approximated by

B′ ≈ p′/ρ0 at low Mach number. This balance equation is of fundamental interest for the vortex sound interaction since it

is the starting point for both the acoustic jump conditions used in network modeling and to obtain the non-homogeneous

Helmholtz equation. Taking the divergence of equation (2) and adding the time-derivative of the classical linearized

mass equation yields the non-homogeneous wave equation

1

c2
0

D2
0
B′

Dt2
− ∇2B′

= −®∇ ·
(

f ′c
ρ0

)

(3)

where D0/Dt is the convective time derivative. As for every problems involving hydrodynamic instabilities, the mean

flow is a crucial ingredient for the Coriolis source term because of its convective nature (u0 appears explicitly in the

linearized Coriolis force expression of the RHS of equation (3)), but can be neglected at first order for the acoustic

propagation, so that D2
0
/Dt2 ≈ ∂2/∂t2. Equation (3) is the classical non-homogeneous wave equation, showing that the

unsteady Coriolis force f ′c acts as a dipole source/sink term for the sound generation.

In the wave equation (3), the generation of vorticity f ′c triggered by acoustics is not modeled. As proposed by Krylov

and Bogoliubov [36], and introduced for the vortex-sound interaction by Kook and Mongeau [29] and [30], the response

of the shear layer to acoustic waves can be characterized using a describing function F , which relates the Fourier

transform of f ′c , denoted f̂c , to the transverse acoustic wave velocity v̂ defined by its angular frequency ω and amplitude

A = |v̂ |:
F (ω, A, ®x)

u0

=

f̂c(ω, A, ®x)
v̂(ω, A) = G(ω, A, ®x)e jΦ(ω,A, ®x), (4)

4



where u0 is a normalization velocity, chosen here to be equal to the mean bulk velocity. The describing function is

decomposed into a gain G, and a phase Φ. Note that in the linear regime where A is small, the function F does not

depend on the amplitude A, and is therefore a transfer function with a constant gain: G(ω, A) = G(ω). The gain G and

phase Φ can be evaluated numerically or experimentally by computing the unsteady Coriolis force, or any other similar

quantity as the unsteady vorticity, the pressure jump over the vortex sheet [15], or the complete transfer matrix of the

T-junction [16, 19]. Once F is known, the acoustic wave generation or the vortex-noise coupling can be analyzed in the

linear and non-linear regime using equation 3 or through an energy balance equation.

B. The energy point of view

The vortex-noise coupling can affect the stability of the configuration, leading to the exponential growth of acoustic

oscillations in the side branch during the linear regime, followed by a saturation due to non-linear mechanisms. The

response of the shear layer to acoustic waves is one of the most important source of non-linearities in the system, and its

study is the main objective of this paper. This non-linearity is revealed by a gain and a phase of the describing function

F depending on the amplitude A of the oscillation. In particular, a decrease of the gain is expected, and has been

quantitatively observed by Graf and Ziada [15] and Nakiboglu et al. [18]. The stability of the system excited by the

unsteady Coriolis force can be studied using the energy balance equation, which can be recast as

∂EΩ

∂t
= PΩ − I∂Ω (5)

using the zero Mach number assumption, where EΩ is the acoustic energy integrated over the domain Ω encapsulating

the shear layer, I∂Ω is the acoustic flux at the boundaries, and PΩ corresponds to a production or damping term. For the

vortex-sound interaction, the energy source term can be expressed as PΩ =
∫

Ω

®f ′c · ®u′dΩ. In particular, it implies that no

interaction occurs between vortices and acoustics when the vortex sheet is located at a velocity node (®u′
= ®0). The same

reasoning concludes that vortex-noise is of crucial importance when the vortex sheet is located at a velocity anti-node,

as it is in quarter-wave resonators such as the present T-junction. The application of a time-averaging 〈·〉T on the energy

balance equation (5) indicates that the system becomes unstable if the vortex-sound coupling exceeds the losses, i.e.,

〈PΩ〉T − 〈I∂Ω〉T > 0. In such a case, the oscillations grow exponentially: this is the linear regime where 〈PΩ〉T scales as

A2. At larger amplitudes, a non-linear regime occurs where the Coriolis force, and thus the power source term, saturates.

When the production and loss terms compensate each other, the system oscillates at a constant amplitude, known as the

limit cycle.

In the following, several definitions of the power source term will be computed to highlight its spatial or time-varying

behavior. From the local power source term due to the Coriolis force PXYT (x, y, t) = f ′c (x, y, t)v′(x, y, t), several

integrated power quantities can be derived, defined as

PXT (x, t) =
1

Ly

∫

y

f ′c (x, y, t)v′(x, y, t)dy, (6)

PXY (x, y) = 〈 f ′c (x, y, t)v′(x, y, t)〉T , (7)

PX (x) =
1

LY

∫

y

〈 f ′c (x, y, t)v′(x, y, t)〉T dy, (8)

PT (t) =
1

WXLY

∬

x,y

f ′c (x, y, t)v′(x, y, t)dxdy. (9)

These definitions highlight space and time correlations between the response of the shear layer (generation of

unsteady vorticity) and the acoustic field. Note that the acoustic velocity is not reduced to its time component only,

because the junction cannot be assumed compact, especially in the non-linear regime, as detailed in Section ??. In the

following, these definitions of the power source term will be used to analyze the forced LES flows, which requires first

to characterize a typical flapping shear layer and vortex shedding thanks to PXT and PXY .

C. Application to simplified models of a flapping motion and vortex shedding

To fix the ideas, and to highlight key differences between the two scenarios proposed in figure 2 in terms of power

source terms, 2D phenomenological models are introduced for the flapping motion and the discret vortex models. More

realistic models are available in the literature [23–25, 28–30], nevertheless here only simplified phenomenological

models will be applied for the sake of simplicity.
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Fig. 4 The y-integrated power source term PX,T is displayed for the two phenomenological models: the flapping

shear layer (left, a), and the discrete vortex (right, b). White zones correspond to a production of sound, whereas

dark is associated with damping regions. The time-integrated (PT , left) and spatially integrated (PX , bottom)

power sources are also displayed.

(i) The flapping shear layer: this model corresponds to a standing oscillation of the shear layer, as shown in figure 2-a.

Howe [24] and Chatelier et al. [25] proposed semi-analytical approaches to evaluate the shape of the shear layer,

and its motion in time. Here, a simplistic phenomenological model is adopted, where the vorticity ωZ (x, y, t) is

set to 1 for h−(x, t) < y < h+(x, t), and 0 otherwise, where h±(x, t) is defined as:

h±(x, t) =
(

x +
W

2

)

H

W

[

sin

(

2πt

T

)

± 1

]

(10)

For the parameters H/W = 2% and a normalized baseline flow u0/Ub = 1 − tanh(2y/H), the power source terms

PXT , PX and PT are displayed in figure 4-a. PXT reveals the standing pattern of the oscillations where the whole

shear layer oscillates in phase. Since the shear layer moves inward the cavity when the acoustic velocity points

inward (v′ > 0), it leads to a damping term for the first half of the period (0 < t < T/2), whereas a constructive

coupling occurs for T/2 < t < T . Thus, the net production/damping of sound is controlled by the asymmetry

between the upward and downward motion of the shear layer. A perfectly symmetric case would lead to PX = 0.

Here the asymmetry is induced by the mean flow u0 which gives weight to the outward motion (y < 0). In real

applications, asymmetries may also arise from a non-symmetric motion and/or from a non-symmetric acoustic

velocity (see figure 9 for an example). Since the shear layer is attached at the upstream corner, no unsteadyness is

observed for x close to −W/2, leading to a null power as shown by PX (−W/2) = 0. However, since the amplitude

of the motion increases along the longitudinal coordinate, maximal power is obtained at the downstream edge.

(ii) The discrete vortex: the unsteady vorticity is driven by a vortex shedding synchronized with the acoustic velocity

at the junction. For the sake of simplicity, the vortex is considered here as a perfect disk of radius R0
v shed at the

location x0
v = −W/2 with a constant vorticity ωZ (x, y, t) = 1. The vortex is then convected downstream at the

bulk speed UΓ = Ub/2 = W/T (first hydrodynamic mode). Along its convection, the vortex grows exponentially,

i.e. Rv(t) = R0
veσt . Results for R0

v/W = 2% are shown in figure 4-b. The spatiotemporal power source term PXT

indicates a “convected" oscillation, with a convective speed UΓ ≈ W/T . The vortex (ω′
Z
> 0) is created when

the acoustic velocity points inward the cavity (v′ > 0), leading to a damping term. Then, the vortical region is

convected downstream. For t > T/2, the acoustic velocity now points outward the cavity (v′ < 0), which generates

noise at the vortex location. As shown by PX , the net sound production is controlled by the vortex growth: if

σ = 0, then the damping and production term compensate each other, leading to a zero net production.

The typical power source results shown in figure 4 for the flapping motion and the vortex models exemplify that a

flapping and a vortex shedding lead to different spatio-temporal behaviors of the shear layer and vortex-noise coupling.

Consequently, such analysis will be applied to the LES results in order to identify the mechanism leading to the

vortex-sound interaction in the T-junction. In particular, both PXT and PX allows a clear identification of the mechanism

involved. For instance, in the discrete vortex model, a damping zone can be observed for 0 < t < T/2 in PX because of

the vortex generation, which is not the case for the flapping motion. This difference can be also observed using the

6
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spatial time-averaged source power PXY (figure 5), revealing again a clear difference between the two scenarios. For the

flapping shear layer, the damping and production zones are distributed along the y-direction, i.e. along the flapping

direction. In contrast, theses zones are distributed along the x-direction for the discrete vortex model because of the

vortex convection. Note that a combination of these two scenarios may arise, in particular when the flapping motion

induces a downstream roll-up.

III. Deep cavity whistling

A. The configuration and numerical setup

To investigate the response of the vortex sheet to acoustic waves, a T-junction with LT = 90 mm (figures 3 and 6) is

investigated thanks to Large Eddy Simulation (LES). LES are performed using the code AVBP. It solves the filtered 3D

compressible Navier-Stokes equations on unstructured meshes:

∂ρ̄

∂t
+

∂

∂xi
(ρ̄ũi) = 0, (11)

∂ρ̄ũi

∂t
+

∂

∂xj
(ρ̄ũi ũ j) = − ∂

∂xj
(P̄δi j − τ̄i j − τ̄ti j), (12)

∂ρ̄Ẽ

∂t
+

∂

∂xj
(ρ̄Ẽũ j) = − ∂

∂xj
[ui(Pδi j − τi j) + q̄j + q̄t

j], (13)

where ρ̄ is the filtered density, ũi is the ith-component of the velocity, P is the static pressure, τ̄i j and τ̄t
i j

are the resolved

and turbulent viscous tensor, Ẽ is the energy and q̄i = −λ̄ ∂T̃
∂xi

is the ith-component of the energy flux. The turbulent

energy flux q̄t
i
= −λt ∂T̃

∂xi
is evaluated by assuming a constant Prandtl number Pt

r = 0.6.

At the junction, the typical cell size is 300µm, leading to y
+ < 5 at walls. Walls are therefore treated as no-slip

and adiabatic. The model Sigma developped by Nicoud et al. [39] is adopted to account for the small turbulent scales:

τ̄t
i j

and q̄t
i
. A turbulent mean velocity profile is injected at the inlet, characterized by a bulk velocity Ub = 56m/s

and a power-law profile where the exponent is set to 1/7. Note however that no synthetic turbulence is injected at

the inlet. The associated Reynolds number is Re = UbWX/ν ≈ 1.5 105, where ν = 1.12 10−5m2s−1 is the kinematic

viscosity of the air. Knowing that the width-to-depth ratio of the side cavity is WX/LT = 1/3, interactions between the

shear layer instability and the quarter-wave mode of the side tube are expected [9]. A numerical scheme developed

by Colin and Rudgyard [40] with a third-order in space and forth-order in time, called TTG4A, is used for robustness

and accuracy. The maximum cell size is δx = 1mm which allows acoustic waves to be resolved on the grid (N = 10

points per wavelength) for frequencies up to fmax = c0/Nδx = 34 kHz. For hydrodynamic modes which are convected

at a lower speed, typically 0.4Ub in the vortex sheet characterized by δx = 0.3mm, the maximal resolved frequency is

fmax = 0.4Ub/Nδx = 7466Hz. The upstream/downstream non-reflecting boundary conditions are imposed using the

NSCBC formalism developed by ? ].

The boundary at the tube tip (figure 6) can be set as non-reflecting [41] to obtain a stable simulation (case A). From

this case, the tube tip boundary condition is then imposed as perfectly reflecting to investigate potential unstable modes

(case B). As shown in Section III.B, an unstable mode at 750Hz grows exponentially in time until a limit cycle governed
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Fig. 6 Sketch of the T-junction used for LES. The length of the side tube is set to LT = 90 mm. Inlet and outlet

boundaries conditions are non-reflecting [? ]. At the tube tip, the imposed condition can be switched between

non-reflecting, reflecting, or being forced by external acoustic waves.

by a non-linear saturation. Since the only difference between case A and B is the acoustic treatment of the side tube,

it ensures that the unstable mode is controlled by the vortex-sound coupling in the side branch. Finally, to further

investigate the linear and non-linear regimes in order to identify their governing mechanisms (flapping motion or vortex

shedding), forced simulations (Case C) are computed. They consist in simulations where a non-reflecting boundary

condition is imposed at the tube-tip to let acoustic waves leaving the domain, while external acoustic waves are injected

through the same boundary at a well-controlled frequency f = 750Hz and amplitude A/Ub from 0.04% to 50%.

B. Self-excited oscillations

First, all the three boundary conditions are set to non-reflecting using a relaxed NSCBC approach [41] to ensure

the non-reflection of acoustic waves for frequencies higher than fc = 100Hz. In such a case, the system is stable

(Case A, in figure 7), where only small pressure fluctuations at 1000Hz are observed. The Strouhal number is

St = f WX/Ub = 0.53, typical of Strouhal numbers where the second hydrodynamic mode is dominant (range [0.5, 0.7]),
as shown in figure 7 [18, 27]. This case is considered as stable.

Based on case A, the boundary condition is now switched to non-reflecting (case B). A strong coupling occurs,

leading to pressure oscillations at 750Hz and amplitude ±250 Pa in the limit cycle. It corresponds to a self-excited

mode where the frequency is associated with the quarter-wave mode of the tube. The Strouhal number is St = 0.40,

typical of instabilities involving the first hydrodynamic mode, as shown by the modal decomposition displayed in figure 7

(bottom right). It shows that the acoustic mode is unstable, potentially driven by the vorticity production at the junction.

The oscillations grow exponentially in the linear regime ( in figure 7), before reaching a plateau controlled by

non-linearities where the source term balances acoustic losses. The growth rate is estimated at 22Hz, compared with

the 750Hz of the frequency of oscillations. The main objective of this paper is to investigate the transition from the

linear (exponential growth) to the nonlinear regime (plateau). Since during the self-sustained oscillations the amplitude,

but also the frequency, are not well-controlled, the saturation mechanism is investigated in the following by forcing the

system with acoustic waves at 750Hz and several amplitudes (case C). The vortex-sound coupling will be studied using

the describing function introduced in equation (4), and a spatio-temporal analysis based on the power source terms

developed in equations (6)-(9).

IV. Global non-linear response
To investigate the vortex-driven mechanism yielding the instability observed in case B (Section III.B), the tube

tip boundary condition is again set to non-reflecting (case C) to disconnect the acoustic feedback loop. In addition,

acoustic waves are injected at a specific amplitude A and a fixed frequency to focus on the 750Hz mode. This approach

is therefore quasi-static, since the behavior of case B where the wave amplitude is changing in time is studied by
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Fig. 7 Time-traces (top left) and PSD (bottom left) of the pressure at the tube tip for a non-reflecting (case A,

), and a reflecting (case B, ) boundary condition. The exponential growth for case B is displayed by

. The modal decomposition of case A (top right, at 1000Hz) and B (bottom right at 750Hz) are also shown.

investigating the flow field at several but independent constant forcing level A, each amplitude being computed separately.

Additional simulations are performed at 800Hz to analyze the results dependency with the forcing frequency. First,

qualitative results on the global modal response of the shear layer will be drawn. Then, key ingredients to compute the

describing function will be analyzed quantitatively. Finally, the global describing function of the shear layer will be

obtained, in order to identify the linear and non-linear regimes.

A. The modal response

Results of the forced LES simulations (case C) are shown in figure 8, which displays the Fourier transform at 750Hz

of the axial velocity fluctuations, denoted û, for three different amplitudes: A/Ub = 0.22% (left), A/Ub = 1.78%

(middle), and A/Ub = 8.92% (right). For all amplitudes ranging from 0.04% to 50%, the mode at 750Hz corresponds

to the first hydrodynamic mode of the shear layer. Note that for amplitudes between 0.04% (not shown) and 0.4%, the

modal decompositions of the dominant mode at 750Hz are very similar, showing that the underlying hydrodynamic

mechanisms are equivalent. For higher amplitudes, spatial differences can be noticed between each case. To ease the

comparison, the norm of the modal decomposition of the velocity at the frequency f = 750Hz is displayed (bottom)

along the x-axis. It indicates that for small perturbations (A/Ub = 0.22%), the velocity perturbation û is constantly

growing along the longitudinal direction, until the upstream edge at x = W/2 where a singularity occurs. This

singularity apart, the maximum of the velocity norm is highlighted by a white circle (◦), located at 85% of the cavity for

A/Ub = 0.22%. Smaller vortices also exist in the recirculation zone close to the downstream edge.

It can be clearly observed that the hydrodynamic mode û is distorted for higher amplitudes A/Ub > 0.4%. In

particular, the location of the maximum is displaced further upstream, at 60% of the cavity width for A/Ub = 1.78%,

and close to the upstream edge (15% of the cavity width) for A/Ub = 8.92%. For amplitudes higher than 8.92%, a

similar hydrodynamic mode with a maximum close to the upstream corner is obtained. This first result suggests that a

different mechanism is acting at low and large perturbations, with a dominant activity at the downstream edge at small

acoustic levels, whereas it is located closer to the upstream corner for large perturbations. The case at A/Ub = 1.78%

can be considered as an intermediate stage, where both the upstream and downstream contributions are relevant. This

situation is the one encountered for the self-excited mode in case B, as shown by figure 7 (bottom right) where a similar

modal decomposition is obtained.

Additionally, the forced simulations at 750Hz and amplitudes A/Ub are also analyzed at the frequency f = 1000Hz

(mode observed in the stable case A, in figure 8), and f = 1500Hz (second hydrodynamic mode, in figure 8).
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Fig. 8 Real part of the modal decomposition at 750Hz (top), denoted Re(û), of the normalized axial fluctuating

velocity for three forced simulations: A/Ub = 0.22% (left), A/Ub = 1.78% (middle), and A/Ub = 8.92% (right).

The Fourier coefficients at three frequencies f of the velocity fluctuation are displayed (bottom) for each forcing

amplitude A/Ub: f = 750Hz ( ), f = 1000Hz ( ), and f = 1500Hz ( ).

It shows that the mode at 1000Hz obtained in case A is not observed in the forced simulations, which is consistent with

the simulation of case B (figure 7). Moreover, the first harmonic at 1500Hz is low but not negligible, especially at

large amplitude forcing. Nevertheless, Boujo et al. [42] have shown that this harmonic is not a significant source of

the modal dynamics at 750Hz for the present configuration. It implies that the effect of harmonics can be discarded

in the response of the shear layer, which is a prerequisite for using the concept of describing functions to analyze the

non-linear regime: it can be assumed that the limit cycle is mainly governed by the saturation of the dominant mode at

750Hz, the non-linear generation of harmonics being less significant. In the following, the describing function proposed

in equation (4) will be extracted from the LES, in order to quantitatively identify the transition between the linear and

non-linear regime.

B. The global describing function Fg

The describing function in equation (4) relates the Fourier transform of the Coriolis force f̂c to the transverse

acoustic forcing v̂. This concept was first introduced to characterize the response of a shear layer to acoustic waves

by Kook and Mongeau [29] and [30]. Recently, it has been reused by Graf and Ziada [15] and Nakiboglu et al. [18]. It

allows an approximate description of the non-linear behavior of the shear layer, which is valid if the non-linear regime is

controlled by the saturation of the dominant mode (harmonics having then a minor role in the non-linear response).

This quantity is also relevant since the the power source 〈PΩ〉T in the energy balance equation, given in (5), can be

recast using this particular function:

〈PΩ〉T =
1

2
Re

(∫

Ω

f̂c · v̂∗dΩ

)

=

A2

2u0

Re

(∫

Ω

F dΩ

)

=

A2

2u0

Gg cos(Φg) (14)

where ∗ denotes the complex transpose, and v̂ is assumed constant in the domainΩ (compact assumption). Consequently,

the global describing function

Fg(A, ω) =
∫

Ω

F dΩ =
u0

v̂

∫

Ω

f̂cdΩ = Gg(A, ω)e jΦg (A,ω) (15)

is of key interest in the following, since associated with the global source power due to the vortex-sound coupling. As a

reminder, in the linear regime Gg ≈ cst so that 〈PΩ〉T ∝ A2. The non-linearities can be quantified by the number m

where 〈PΩ〉T ∝ A2−m, a complete saturation being characterized by m = 1, and the linear regime by m = 0.
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Fig. 9 Modulus of the y−component of the velocity mode at 750Hz obtained by AVSP, called VAVSP(®x). This field

is used to reconstruct the acoustic velocity fluctuations locally in the sub-domain Ω, based on the time-varying

signal extracted at the reference point (×). At the reference point, the velocity fluctuations are assumed to have

a pure acoustic nature.

To extract this quantity by avoiding a complex triple decomposition in the LES to segregate acoustic and hydrodynamic

velocity fluctuations, the transverse acoustic velocity v
′ along the y−direction is extracted at a reference point ®xre f , close

to, but outside, the shear layer. At this reference location, no hydrodynamic fluctuations are present and the velocity

perturbation can therefore be considered as pure acoustics. To avoid assuming a uniform transverse acoustic velocity

field v
′(t, ®x) = v

′
re f

(t), a methodology based on an Helmholtz solver is considered to reconstruct the local acoustic

velocity v
′(t, ®x) based on this single reference point data v′

re f
(t). To do so, the acoustic field is reconstructed using a 3D

Helmholtz solver [43] assuming a zero Mach number. The Helmholtz solution is shown in figure 9, displaying also the

reference point located 10mm above the shear layer. The data at the reference point is used to scale the acoustic field

both in magnitude and phase. Thus, the acoustic transverse velocity is approximated by

v
′(t, ®x) = v

′
re f (t)|VAVSP |( ®x) (16)

where |VAVSP |( ®x) is the modulus of the y−component of the velocity mode obtained by the AVSP code. Note that the

phase of the velocity mode arg(VAVSP) is not used, which assumes that the sub-domain Ω encapsulating the shear layer

is compact regarding the acoustic wavelength. The validity of this compact assumption is discussed below, because

depending on the choice of the sub-domain Ω used to extract the unsteady Coriolis force. Note also that no particular

treatment have been applied at corners in the Helmholtz simulation, leading to singular points at these locations.

Several techniques can be employed to extract the unsteady Coriolis force from the LES simulations. The natural first

question to address in the present framework is the choice of the subdomain Ω used in equation 15. Figure 10-a displays

a numerical instantaneous schlieren view when the configuration is forced at 750Hz and A/Ub = 1.78% (moderate

amplitude oscillations). It highlights different vortical zones localized close to the T-junction, featuring a main vortex

sheet (denoted MV, ) and side vortices (denoted SV, ), also observed for smaller forcing amplitudes (figure 8).

Consequently, a subdomain Ωmv and Ωsv can be defined to assess the role of these two vortex sheets in the global

response, obtained by the subdomain Ωtot ( ). Note that a proper subdomain Ω should satisfy two main constrains:

(i) Capturing the global Coriolis force of the system, otherwise part of the driven or damping phenomena will be

missing.

(ii) Ensuring the compactness assumption regarding the acoustic wavelength considered, i.e. the subdomain size in

the ®y direction, denoted ‖Ω‖y , should be small compared with λ, i.e., ‖Ω‖y << λ. If this criterion is not valid,

classical analytical modeling assuming a compact vortex sheet would fail, as well as the equation (16) used to

reconstruct the acoustic field inside Ω because of the constant phase assumption.

Note that for the whole domain Ωtot as well as for Ωsv , this compact assumption is not valid, because for example

‖Ωtot ‖y ≈ λ/4 which is not small compared with λ. However, this assumption holds for Ωmv , but a question remains:

“How relevant is the subdomain Ωmv ?", since side vortices (not taken into account in Ωmv) could potentially affect

the total response of the T-junction. Figure 10-b shows that such side vortices play only a minor role. Indeed, the

axial velocity u0 is low in Ωsv , thus the Coriolis force ®f ′c · ®y ≈ −ρ0ω
′
Z

u0 remains low despite the high level of vorticity

induced by the side vortices. Consequently, the subdomain Ωmv is chosen: it contains the main source term of noise
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Fig. 10 a) Instantaneous numerical Schlieren view in case C at 750Hz and A/Ub = 1.72%, highlighting two

vortical zones: the main vortex sheet (MV, ) at the junction, and side vortices (SV, ) induced by the

main vortex sheet impinging the right corner. b) Source term
∫

Ω
( ®f ′c · ®y)dΩ obtained for three subdomains: Ωmv ,

Ωsv and the whole T-junction domain Ωtot .

while remaining compact regarding the acoustic wavelength. Note that the describing function is in this study based on

the Coriolis force f ′c , and not on the classical approximation f ′c ≈ −ρ0ω
′
Z

u0 or on the pressure jump across the shear

layer as done by Graf and Ziada [15]. This ensures that the complete response of the shear layer is taken into account,

especially at large acoustic levels. Further details are provided in Appendix A.

The normalized gain Gg/u0 of the global describing function (equation (15)) is displayed in figure 11 for the forcing

frequencies f = 750Hz. LES results obtained by a forcing at 800Hz (�) are also indicated, highlighting the sensitivity

of the describing function with the forcing frequency. In particular, results at f = 800Hz show large discrepancies at

low wave amplitude, mainly because of the sharp peak in the linear regime. This justifies the forcing method employed

to ensure a well-controlled frequency and amplitude of the forcing, instead of analyzing the self-excited mode obtained

in case B. Further details are provided by Boujo et al. [42] where the gain of the describing function is obtained for

various amplitudes and frequencies using a linearized approach. Note that in figure 11, the value of A/Ub corresponds

to the measured value of the transverse acoustic velocity at the reference point, which therefore might differ slightly

from the expected forcing amplitude.

Based on figure 11, three main regimes can be observed:

(i) A linear regime (L in figure 11) for low amplitudes, here A/Ub < 0.4%, characterized by a constant gain. Indeed,

in such a regime, the describing function reduces to the transfert function of a LTI (Linear Time-invariant) system

with Gg(A, ω) = G(ω).
(ii) A non-linear regime (N1 in figure 11) where the gain evolves with the amplitude A/Ub. As in Nakiboglu et al.

[18], the gain in the non-linear regime varies approximately like 1/
√

A. A question remains on how universal is

this square root power low characterizing the first non-linear regime. Note that the complete saturation of the

shear layer (i.e., the unsteady Coriolis force f ′c is constant with the amplitude A) would lead to Gg(A, ω) ∝ 1/A. It

suggests that in the present non-linear regime, the shear layer is still responding to the acoustic waves, but another

mechanism is lowering its amplitude. This regime corresponds to the one obtained at the limit cycle of case B.

(iii) A third regime (N2 in figure 11) is also observed. It corresponds to a non-linear regime where the gain varies like

A−0.3 instead of A−0.5.

The global describing function has revealed three different regimes, one linear (L) and two non-linear (N1 and

N2). The transition between the linear regime (L) and the first non-linear regime (N1) occurs at A/Ub ≈ 0.4%, so that

the left case of figure 8 is representative of the linear regime, and the middle case corresponds to the first non-linear

regime. The transition between the regime N1 and N2 occurs at A/Ub ≈ 10%, thus this situation corresponds to the case

A/Ub = 8.92% shown in figure 8 (right). A similar behavior with two distinct non-linear regimes where also found in

the literature [15], yet no particular details were provided on this phenomenon. In Nakiboglu et al. [18], the forcing

amplitude is limited to A/Ub < 10%, which prevents the second non-linear regime (N2) to be observed.

The combination of the modal decomposition (figure 8) and the describing function (figure 11) provides an overview

of the behavior of the shear layer in presence of transverse acoustic waves. In the linear regime, all modal decompositions

are similar (therefore only A/Ub = 0.22% is displayed), showing a high level of unsteadiness at the downstream edge (◦
in figure 8). The transition between the linear and non-linear regime occurs when the location of this high level of
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Fig. 11 Normalized gain of the global describing function Gg/u0 (equation (15)) vs. the wave amplitude A/Ub ,

for case C with two forcing frequencies: f = 750Hz (◦), and f = 800Hz (�). Three regimes are also identified

(L, N1, and N2).

unsteadiness moves further upstream, typically 50% of the cavity width for A/Ub = 1.78%. The last transition between

the two non-linear regimes (N1 to N2) is characterized by the maximal unsteadiness attached to the upstream corner

(15% of the cavity width for A/Ub = 8.92%). For higher amplitudes (A/Ub > 8.92%), this unsteadiness cannot moves

further upstream. To study these transitions in details, a further analysis is required to understand the spatio-temporal

behavior of the shear layer motion.

V. Spatio-temporal analysis

A. From the flapping motion to the vortex shedding

To understand the differences between the three regimes, an in-depth look at the flow is required. First, instantaneous

snapshots of the forced LES simulations at amplitudes A/Ub = 0.22% (linear regime L), A/Ub = 1.72% (first non-linear

regime N1), A/Ub = 8.92% (second non-linear regime N2), and A/Ub = 35.7% are displayed in figure 12. At low

amplitudes (top), corresponding to the linear regime, the shear layer exhibits a flapping motion, leading downstream

to a weak roll-up because of the shear layer interacting with the downstream edge. At moderate acoustic levels

(A/Ub = 1.72%), the roll-up appears further upstream, in this particular case at approximately 50% of the cavity width.

At this intermediate stage, corresponding to the first non-linear regime in figure 11, the roll-up is intense, yet a single

detached vortex is not actually created. The flapping leaves the place to a pure vortex shedding at the upstream corner for

larger amplitudes, typically A/Ub = 8.92%. Such a vortex is created at the upstream corner when the acoustic velocity

points inward the side-tube (succion), which constitutes the starting point of numerous analytical models developed to

study the vortex-sound interaction. This is also the main feature characterizing the second non-linear regime N2. Note

that the radius of the vortex increases with the wave amplitude, as shown between A/Ub = 8.92% and A/Ub = 35.7%:

even at these large wave amplitudes, the vorticity field is still changing drastically with the amplitude A, which may

explain that the complete saturation of the gain, i.e. Gg(A, ω) ∝ 1/A, is never reached (figure 11). A deviation of the

vortex away from the side-tube is also observed, which limits the vortex-corner interaction at the downstream edge.
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Fig. 12 Vorticity magnitude in case C at three different instants (t1 to t3) for various forcing amplitudes:

A/Ub = 0.22%, A/Ub = 1.78%, A/Ub = 8.92%, and A/Ub = 35.7%.

Moreover, at the highest amplitudes (A/Ub > 15%), a second discrete vortex is generated at the upstream corner, when

the acoustic velocity points outward the side-tube, i.e. during the blow-off, because of the motion of the upstream

boundary layer. This second vortex is still shed at a frequency close to 750Hz, but in opposite rotation compared with

the first main vortex. Since ω′
Z

and v
′ are both negative (for the main vortex, they were both positive), it yields a negative

power source during this second vortex creation (as for the main vortex, since PXYT = −ρ0ω
′
Z

u0v
′ < 0). It implies that

the creation of a vortex at the upstream edge, either the first or second one, always absorbs a part of the acoustic energy.

This intuitive result was also observed using the phenomenological model established in Section II.C, where a damping

zone lies close to the upstream corner for the discrete vortex model (figure 5-b). Note that in comparison, the flapping

motion generates both a damping and production zones at the upstream corner (figure 5-a).

B. Space-time correlation of the vortex-sound coupling

The temporal snapshots have indicated that the transitions between the three regimes (L, N1, and N2) might be

controlled by the location of the roll-up and the vortex creation. To further explore these transitions and understand the

fundamental differences between the three regimes, a space-time correlation of the power source term PXT is computed.

For the post-processing, a correlation between the unsteady Coriolis force f ′c and the acoustic velocity v
′ is required,

which implies the knowledge of the acoustic field in the sub-domain Ωmv: as discussed in Section IV.B, this step is

performed using the acoustic solution VAVSP of the problem computed by the Helmholtz solver AVSP. Based on the LES

simulations, the Coriolis force is extracted following the procedure detailed in Section IV.B. A phase-averaging operator

is applied on the filtered Coriolis force and velocity perturbations to avoid spurious oscillations due to turbulence

fluctuations, the mode at 1000Hz at low amplitudes, as well as higher harmonics at large forcing amplitudes. Results

are given in figure 13.

In the linear regime (A/Ub = 0.22%), a standing pattern similar to figure 4-a can be observed. In the x − t plane, it

is characterized by damping and production zones distributed along the vertical axis, typical of a flapping motion. It

highlights that close to the upstream corner, no fluctuation exists because the shear layer is attached. However, the

amplitude of the oscillations increases further downstream, to be maximum close to the downstream edge.
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Fig. 13 Phase-averaged power source PXT at 750Hz for several amplitudes A/Ub . Results are adimensionalized,

white zones corresponding to a positive power, and black to negative values. The dash lines highlight a convective

oscillation of speed uΓ = dx/dt.

In the first non-linear regime (N1, A/Ub = 1.78%), such a standing pattern is still visible for 0 < x < W/2.

Nevertheless, another weak damping and production zones appear further upstream (−W/2 < x < 0). It reveals that in

this regime, the shear layer is oscillating closer to the upstream corner, as suggested by the modal decomposition in

figure 8. The roll-up in this case cannot be clearly observed because the space-time correlation is still dominated by

the flapping motion. However, it can be noticed that now the damping/production zones are also aligned along the

line x/W = t/T , which shows the convective nature of some of the oscillations at the speed UΓ = W/T (dashed line

in figure 13). Consequently, this regime exhibits a combination of a standing flapping motion and a weak convective

oscillation, and is therefore an intermediate stage between the fully flapping motion of the linear regime (L) and the

pure vortex-driven mechanism expected in the second non-linear regime (N2).

Finally, in the second non-linear regime (N2, A/Ub = 8.92% and 35.7%), the space-time correlation is dominated

by a convective oscillation. A damping zone appears close to the upstream edge because of the vortex generation at time

0 < t < T/2. This vortex is then convected downstream at a speed slower than W/T , here approximately uΓ ≈ W/2T .

In the second half of the period (T/2 < t < T), a strong production zone exists. The convection speed is now higher

than W/T , i.e. uΓ ≈ 3W/2T , because of the vortex deviation, as observed in figure 12. This deviation also reduces the

vortex-corner interaction, leading to a maximum constructive coupling located closer to the middle of the cavity x = 0,

whereas for the two other regimes it was located at the downstream edge x ≈ W/2. It can be also noticed that for large

amplitudes (A/Ub = 35.7%), a second strong damping zone is observed at a latter time t ≈ T/2. It corresponds to

the second vortex generated during the blow-off phase, already observed in figure 12. Note that the production zone

associated with this second vortex is weak, but can be seen at time 0 < t < T/2 because of the x − t plane periodicity.
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sionalized, white zones corresponding to a positive power, and black to negative values. The arrows display the

vortex deviation. The normalized y-integrated power source PX/PΩ is also shown for each amplitude.

C. Local analysis of the vortex-sound coupling

In complement with the space-time analysis where fluctuations along the y-axis have been averaged, a local analysis

of the vortex-sound coupling is performed in the x − y plane. To do so, the local time-averaged power sources PXY and

PX (equations (7)-(8)) are computed by LES. PX (x) is computed by the integration of PXY along the y-coordinate over

a sliding band x ± ∆x/2, where ∆x = 1mm. The post-processing to obtain PXY is similar to the ones for PXT , detailed

in Section V.B. Typical results for a simplified flapping shear layer and vortex shedding are given in figure 5. LES

results are displayed in figure 14 for various wave amplitudes. White zones correspond to production of sound, and

dark ones to damping zones. In addition, the y-integrated power source PY is provided in figure 14 for each amplitude,

normalized by the time-averaged total power 〈PΩ〉T .

First, the amplitude A/Ub = 0.22% corresponds to the linear regime (L in figure 11). The PXY map reveals two

upstream zones (damping and production) which lie on both side (top and bottom) of the mean shear layer position. As

reported in the scenario a) of figure 2, such a response is due to the flapping motion, also identified in figure 13. This

flapping motion takes place over 70% of the cavity width. In this region, PX varies exponentially, as for the flapping

phenomenological model drawn in figure 4. In particular, no damping zone due to a vortex creation is obtained at the

upstream edge. However, compared with the flapping model of figure 5, a weak roll-up of the shear layer occurs further

downstream, which enhances the vortical flow in the second half of the cavity. The downstream corner also exhibits a
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small damping region due to the shear layer interacting with the corner. Overall, PX is typical of a flapping motion. The

location of the maximum of unsteadiness obtained by the modal decomposition at 750Hz (figure 8) is also shown in

PX (◦): this location corresponds to the largest constructive coupling in the cavity. As a conclusion, the linear regime

mainly exhibits a flapping motion, and is restricted for this configuration to very low amplitudes A/Ub < 0.4%.

At a moderate amplitude A/Ub = 1.78%, the describing function reveals that the situation corresponds to the first

non-linear regime (N1), exhibiting both a flapping motion and an intense roll-up. Compared to the linear regime, this

roll-up takes place further upstream, in the present case at 60% of the cavity width. Indeed, before this location (◦),

PX evolves similarly than for the linear regime. The PXY shows a typical damping/production zone which lies on

both side (top/bottom) of the mean shear layer. However, further downstream, the roll-up leads to a large production

zone followed by a weak damping zone. This spatial distribution of the damping/production zones along the x-axis,

corresponding to the convection direction, is typical of a discrete vortex model, as shown in figure 5. PX indicates

that the sound production in the production zone after the roll-up is nearly constant, i.e., PX/PΩ ≈ 0.08 (blue dashed

line). Again, the downstream edge exhibits a damping zone due to the vortex-corner interaction. As expected from the

modal decomposition in figure 8 and the space-time analysis in figure 13, this situation corresponds to a combination of

an upstream flapping motion followed by a significant downstream roll-up. Consequently, in such a case, neither the

flapping model or the discrete vortex model is representative of the shear layer oscillations.

At larger amplitudes, the second non-linear regime (N2) appears. The case at A/Ub = 8.92% is typical of the

transition between N1 and N2, while A/Ub = 35.7% corresponds to the pure N2 regime. In the temporal snapshots,

an intense discrete vortex is shed at the upstream corner of the T-junction. Over the whole cavity, the damping and

production zones shown by PXY are now aligned along the direction of the vortex convection, highlighted by the red

arrows. The vortex generated at the upstream edge (marked by × in figure 14) is convected by the mean flow at a speed

close to 0.4Ub so that the convection time from one corner to the other is approximately τ = WX/(0.4Ub) ≈ 1.34ms.

This convection time is locked with the acoustic period Tac = 1/ f = 1.33ms. For A/Ub = 35.7%, a second vortex is

created during the blow-off (v′ < 0), which enhances the upstream damping zone, as observed by the large negative

value of PX . A deviation of the vortex away from the side-tube can be observed for both A/Ub = 8.92% and 35.7% in

the second half of the cavity (0 < x < W/2), due to the intense acoustic velocity during the blow-off phase. It yields

a reduction of the vortex-corner interaction at the downstream edge (PX is almost null at x = W/2). For the largest

amplitude, this deviation also diminishes the production term, since the transverse acoustic velocity decreases drastically

away from the side-branch (figure 9). In this regime, the vortex-discrete model holds and the vortex-corner interaction

can be ignored.

This complex view of the shear layer behavior changing with the forcing amplitude A/Ub lies between the two

classical models (discrete vortex and continuously oscillating shear layer). In particular, for moderate acoustic levels,

both scenarios co-exist with an upstream flapping of the shear layer, followed by a roll-up and a vortex creation. Such a

study is in agreement with recent experimental observations performed by Ma et al. [31] in a similar case, where both

flapping and vortex shedding were found. This section has described qualitatively the differences in the shear layer

behaviors depending on the wave amplitude, pointing out key physical phenomena (flapping, vortex generation, vortex

deviation, interaction at the downstream corner etc.).

D. The non-linear hydrodynamic feedback loop

The spatio-temporal analysis has revealed that when a larger acoustic forcing is applied, larger vortex structures

are shed, which increases as well the apparent thickness of the unsteady shear layer. This thickening of the unsteady

shear layer can be linked to the evolution of the underlying baseline flow ®u0, which is associated with the non-linearities

present in the system. To unravel these non-linear effects, a convenient approach is to split the non-linear problem into

two coupled systems, i.e. a mean flow equation together with a linear perturbation equation around this mean flow. This

approach, known as “self-consistent", was proposed by Mantic-Lugo and Gallaire [44] to tackle non-linear stability

problems in fluid mechanics. Recently, Boujo et al. [42] have conducted a similar study on the present configuration,

where the mean flows were extracted from LES simulations at several amplitudes A/Ub instead of solving the baseline

flow equation. They have shown a good agreement in the describing function between the full non-linear LES and the

linearized approach, revealing that the non-linearities of the current problem are hidden in the baseline flow evolution

with the wave amplitude A/Ub. This approach is performed here as an alternative to identify and investigate the very

source of non-linearity leading to the saturation of the shear layer in the N1 and N2 regimes.

The first system corresponds to the linear evolution of the fluctuation ®̂u, which is computed from the baseline flow

®u0 through a linear equation. Assuming that only the acoustic forcing A f̂ is affecting the mode at 750Hz, meaning that
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Fig. 15 The real part of the hydrodynamic feedback term FNL (equation 18) for several wave amplitudes A/Ub .

The minimal value of FNL is marked by ◦. The axial velocity profile at three positions in the cavity are also given

(right), highlighting the thickening of the steady shear layer.

harmonics can be neglected, this equation reduces to

jω1
®̂u + L(®u0) ®̂u = A f̂ , (17)

where f̂ is a normalized forcing velocity at the tube tip, ω1 is the complex angular frequency of the mode accounting

for the frequency of oscillations at 750Hz and its growth rate, and L(®u0) ®̂u = (®u0 · ®∇)®̂u + ( ®̂u · ®∇)®u0 +
1
ρ
®∇p̂ − ν ®∇2 ®̂u

is the Navier-Stokes operator linearized around the mean flow. In the linear regime (L), this equation is sufficient

to capture the exponential growth of the mode at 750Hz given the mean flow ®u0 as input. Since this equation is

purely linear, the non-linear mechanism is necessarily included in the other coupled equations. Boujo et al. [42] have

shown that in the present case, the non-linearity is contained in the evolution of the baseline flow, and not because of

higher-harmonics modes. It therefore corresponds to a non-linear feedback loop between the first harmonic and the

baseline flow. Assuming a negligible effect of the coherent high-order harmonics and incoherent turbulent fluctuations,

the evolution of the baseline flow ®u0 reads

N(®u0) = −FNL where FNL =
®̂u · ®∇û∗ + ®̂u∗ · ®∇û (18)

where N(®u0) = (®u0 · ®∇)®u0 +
1
ρ0

®∇p0 − ν ®∇2 ®u0 is the incompressible Navier-Stokes operator, and ∗ denotes the complex

transpose. FNL is therefore a non-linear term acting as a feedback loop propagating back the information of the coherent

fluctuations û on the baseline flow ®u0. In the linear regime, this non-linear term does not affect the mean flow which is

therefore the steady solution of N(®u0) = 0: for all amplitudes A/Ub in the linear regime, the mean flow ®u0 remains the

same. As predicted by equation (17), the velocity fluctuation evolves linearly with the amplitude A.

However, in the non-linear regimes N1 and N2, the feedback FNL becomes non-negligible and affects the baseline

flow, which therefore evolves non-linearly with the wave amplitude ®u0 = ®u0(A/Ub). Since the mean flow is changing, the

solution of equation (17) is no more linear with the amplitude A/Ub . Note that Boujo et al. [42] have shown that solving

the linear equation (17) using the mean flow ®u0(A/Ub) extracted from LES simulations allows a good approximation

of the describing function displayed in figure 11. In this view, all the non-linearities are contained in the feedback

term FNL , which therefore has to be investigated in details to understand the non-linear processes controlling N1 and

N2. Based on equation (18), this feedback term can be computed for several acoustic levels A/Ub using the modal
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Fig. 16 Conclusion on the three regimes (L, N1, and N2) vs. the wave amplitude A/Ub observed in the present

T-junction. The shear layer behavior is represented for each case, and marked as flapping or vortex shedding.

The evolution of the gain of the describing function Gg with the wave amplitude is also reported. The location

where u′ is maximum is displayed by ◦, which coincides with the minimal value of FNL .

decomposition at 750Hz shown in figure 8. Results are displayed in figure 15 (left). Since in the linear regime (L) all

modal decompositions û are similar, it results that all feedback term FNL are also similar, therefore only A/Ub = 0.22%

is shown (top). Interestingly, the predominance of the downstream corner in the linear regime (L) is retrieved. At higher

amplitudes, the modal decomposition and the feedback term are changing with the wave amplitude A/Ub . In contrast

with the linear regime where FNL is concentrated at the downstream edge, the feedback term is located closer to the

upstream edge in the second non-linear regime (N2). In the first non-linear regime N1, corresponding to a combination

of a flapping and roll-up motions, FNL is acting over the whole cavity. Consequently, it shows that FNL is a good

indicator on which regime (L, N1 or N2) is at stake, and can be used on the modal decomposition of a self-excited limit

cycle if needed.

Since the non-linear hydrodynamic feedback loop is directly acting on the mean flow field, its effect can be noticed

on the baseline flow. Figure 15 (right) shows the mean axial velocity profiles for three wave amplitudes, and three

spatial locations (10%, 50% and 90% of the cavity width). As depicted by the spatial location of the feedback term, the

mean shear layer is thickened first at the downstream edge, and becomes thicker further upstream only for larger wave

amplitudes because of the build up of the Reynold stresses. It suggests that the hydrodynamic feedback is intense at the

location corresponding to the roll-up/vortex creation, starting from the downstream edge at low wave amplitudes and

moving further upstream at larger acoustic levels. This is quantified by the minimal value of the feedback term, marked

by ◦ in figure 15, which corresponds to 90% of the cavity width at A/Ub = 0.22%, 60% at A/Ub = 1.78%, and 10% for

A/Ub = 8.92%. Note that these locations coincide with the maximal values of û, as reported in figure 8.

Thus, it has been shown that the non-linearities of the system are contained in the non-linear hydrodynamic feedback

loop. This feedback term depends non-linearly on the fluctuation û, which implies that it is maximum at the location of

the roll-up or vortex shedding, since these mechanisms induce a large perturbation û. In the linear regime, such a roll-up

can only appear at the downstream edge because of the shear layer interacting with the the corner. The feedback term is

therefore located close to the downstream edge, leading to a thickening of the shear layer at this location. In turns, it

modifies the response of the shear layer to acoustic waves û, yielding a build up of Reynolds stresses and non-linearities

further upstream. This backward propagation of non-linearities allows an early roll-up of the shear layer, thereby

promoting a more upstream generation of vortical structures and its associated shear layer thickening: this regime

corresponds to N1. Once the non-linear hydrodynamic feedback loop induces vortical structures at the upstream corner,

the back propagation stops. Non-linearities accumulate at the upstream corner, yielding a vortex shedding attached at

the upstream edge: this is the second non-linear regime N2. Consequently, it appears that the backward propagation of

the non-linear feedback term is the key feature making the transition from the linear to the non-linear regimes possible.

VI. Conclusion
Many investigations have studied the fundamental vortex-noise coupling in academic T-junctions. They usually focus

on deriving low-order models to predict the amplitude of oscillations in the limit cycle. Yet numerous questions are still

opened today, such as the identification of the nonlinear mechanisms controlling the saturation of these oscillations, and

how the flow evolves from a linear to a non-linear behavior. The present paper intends to analyse such nonlinearities in a

T-junction to clarify the role of the upstream and downstream corners and their associated phenomena in the vortex-noise
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interaction. This study relies on forced Large Eddy Simulations (LES) applied to an academic T-junction exhibiting

a strong instability at 750Hz due to the interaction between the vortical flow and the quarter-wave mode of the side

branch. This interaction can be extracted by computing the classical vortex-noise source term in the form of a describing

function. Such a function relates the unsteady Coriolis force to the acoustic velocity through a gain and a phase, both

depending on the frequency and amplitude of the injected acoustic wave. Surprisingly, three different regimes can be

identified: (L) a linear regime characterized by a constant gain at low acoustic levels, (N1) a first non-linear regime

corresponding to moderate wave amplitudes, and a second non-linear regime (N2) for high amplitudes. An in-depth look

at the flow using a modal decomposition and the computation of the local power source map unveils that the flapping

motion of the vortex sheet observed at low amplitudes, leaves the place to a vortex shedding at high amplitudes. At

moderate amplitudes corresponding to N1, both the flapping motion and an intense roll-up of the shear layer co-exist.

The modification of the unsteady behavior of the shear layer can be explained by the hydrodynamic feedback loop

acting on the baseline flow, associated with the non-linearities of the system. For all regimes, it is strongly correlated

with the roll-up and vortex generation. Thus, the hydrodynamic feedback is dominant at the downstream edge in the

linear regime (L), whereas it is significant at the upstream corner for the second non-linear regime (N2). In N1, this

feedback loop is spreading over the whole cavity. It implies that the thickening of the mean shear layer occurs first at the

downstream edge, and then propagates backward, closer to the upstream edge, along the build-up of the Reynold stresses

due to the further upstream roll-up of the shear layer at larger wave amplitudes. This study therefore provides a global

view of the mechanisms controlling the three different behaviors of the shear layer instability, and are summarized in

figure 16. Such analysis examplifies that simple “discrete vortex" or “continuously oscillating" models for the shear

layer response to acoustic waves are limited. As illustrated in figure 16, a more realistic view lies between the two

classical theoretical models, as suggested by Ma et al. [31] and Morris [32].

A. Linearized momentum balance equation
It has been shown that the unsteady Coriolis force f ′c is acting as a dipolar source term in the Helmholtz equation (3),

and is therefore used to define the describing function Fg. Nevertheless, classical approximations are often made for the

sake of simplicity, for instance f ′c ≈ −ρ0ω
′
Z

u0. Similarly, because f ′c is difficult to characterize experimentally, Graf

and Ziada [15] measured the describing function based on the pressure jump across the shear layer. These several

approximations can be questioned, especially at large acoustic levels.

These quantities are related to the linearized momentum balance equation. When projected on the y-direction, and

integrated over the subdomain Ω, equation (2) becomes

∫

Ω

ρ0

∂v′

∂t
dΩ + ρ0[B′]

︸                       ︷︷                       ︸

LHS 1

=

∫

Ω

®f ′c · ®ydΩ

︸        ︷︷        ︸

RHS 1

(19)

where [B′] is the enthalpy jump accross the shear layer in the y-direction, usually approximated by the unsteady pressure

at low Mach number B′ ≈ p′/ρ0. Consequently, the enthalpy or pressure jumps are a good approximation of the shear

layer response only if the inertia term ρ0
∂v′
∂t

is negligible: in such a case, the LHS term reduces to LHS 2 = ρ0[B′]. In

complement, the validity of the classical approximation of the Coriolis force f ′c ≈ −ρ0ω
′
Z

u0 is assessed by approximating

the RHS term by RHS 2 = −
∫

Ω
ρ0ω

′
Z

u0dΩ.

These several quantities (LHS 1, LHS 2, RHS 1, and RHS 2) are evaluated by LES in case C at several amplitudes.

Their computation is made through 2D cuts extracted every ∆t = 100µs, after a filtering around 750Hz. The integration

is done on the subdomain Ωmv , which encapsulates the shear layer while ensuring the compactness assumption.

Results are provided in figure 17. They reveal that at low amplitudes (A/Ub = 0.045%), no difference can be noticed

between the several approximations, and a good balance is obtained between the LHS and RHS terms. At moderate

amplitudes (A/Ub = 0.13% and 0.45%), the inertia term is still weak so that LHS 1 ≈ LHS 2, meaning the enthalpy

jump is still a relevant quantity to evaluate the response of the shear layer to acoustic waves. However, the RHS 2 (�

in figure 17) approximation deteriorates: the complete unsteady Coriolis force f ′c should be used. Finally, at larger

amplitudes both LHS 2 (×) and RHS 2 (�) are no more valid. The correct balance equation is recover only with the

complete expression LHS 1 (◦) and RHS 1 (+). Consequently, in this paper the complete Coriolis force f ′c is used for

the describing function which ensures a correct description of the shear layer response to acoustic waves, even in the

non-linear regime.
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Fig. 17 The LHS and RHS terms of the momentum balance equation are computed with several approximations

for various acoustic levels A/Ub .
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