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#### Abstract

We devise hybrid-high order (HHO) methods for the acoustic wave equation in the time domain. We first consider the second-order formulation in time. Using the Newmark scheme for the temporal discretization, we show that the resulting HHO-Newmark scheme is energy-conservative, and this scheme is also amenable to static condensation at each time-step. We then consider the formulation of the acoustic wave equation as a firstorder system together with singly-diagonally implicit and explicit Runge-Kutta (SDIRK and ERK) schemes. HHO-SDIRK schemes are amenable to static condensation at each time-step. For HHO-ERK schemes, the use of the mixed-order formulation, where the polynomial degree of the cell unknowns is one order higher than that of the face unknowns, is key to benefit from the explicit structure of the scheme. Numerical results on test cases with analytical solutions show that the methods can deliver optimal convergence rates for smooth solutions of order $\mathcal{O}\left(h^{k+1}\right)$ in the $H^{1}$-norm and of order $\mathcal{O}\left(h^{k+2}\right)$ in the $L^{2}$-norm. Moreover, test cases on wave propagation in heterogeneous media indicate the benefits of using high-order methods.
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## 1 Introduction

Hybrid high-order (HHO) methods were introduced in [23] for linear diffusion problems and in [22] for locking-free linear elasticity. For diffusion problems these methods rely on hybrid unknowns which are polynomials of arbitrary order $k \geq 0$ on each mesh face, and on volume unknowns which are polynomials of order $k^{\prime} \in\{k-1, k, k+1\}, k^{\prime} \geq 0$, in each mesh cell. The cell unknowns can be eliminated locally by static condensation leading to a global transmission problem posed solely in terms of the face unknowns. HHO methods offer various assets (support of polyhedral meshes, local conservation principles, optimal convergence rates, and computational efficiency), and their devising hinges on two operators, both defined locally in each mesh cell: a gradient reconstruction operator and a stabilization operator. HHO methods have been bridged in [16] to hybridizable discontinuous Galerkin (HDG) methods [18] and nonconforming virtual element

[^0]methods [3]. HHO methods have been extended to cover several applications in solid mechanics (e.g., nonlinear elasticity [6], hyperelasticity [1], and elastoplasticity [2]) and in fluid mechanics (e.g., Stokes [24], Navier-Stokes [5] and viscoplastic [11] flows). Moreover, HHO methods on unfitted meshes have been developed in [8], and the spectral approximation of elliptic operators by HHO methods has been analyzed in [10]. In contrast to the above, HHO methods have been less explored for time-dependent problems, and the main goal of the present work is to partly fill this gap by devising HHO methods for the approximation of wave propagation problems in the time domain. To motivate our work we observe that the numerical simulation of wave propagation is relevant in many contexts, including acoustics, elastodynamics, and electromagnetics. Salient applications can be found in many areas, including aerospace, geophysics, civil engineering, telecommunications, and medicine for instance. In the present work, we focus on the acoustic wave equation. The extension to elastodynamic waves is relatively straightforward and is reported in [7], whereas the extension to electromagnetics could, e.g., be based on the ideas developed in [12] for magnetostatics.

The main results contained in this work can be described as follows. We first consider the acoustic wave equation in its primal form with a second-order time-derivative. The HHO space semi-discretization relies on the method devised for elliptic problems, and the time discretization is based on the Newmark scheme. We show that the fully discrete problem enjoys an algebraic energy balance where the potential energy is evaluated using the HHO gradient reconstruction operator and also includes the HHO stabilization term. Recall that the Newmark scheme is an implicit, second-order accurate scheme that is unconditionally stable. The HHO-Newmark scheme is amenable to static condensation leading at each time-step to a global linear system coupling only the face unknowns. We can also consider the leapfrog (or central finite difference) scheme to discretize the time derivative, which leads to an explicit, second-order accurate scheme which is conditionally stable and conserves exactly a modified energy. Unfortunately, the handling of the face unknowns still involves a sparse matrix coupling all the mesh faces, which hampers the benefit of using an explicit time-stepping scheme.

We next consider the acoustic wave equation in its mixed form as a first-order system. The space semi-discretization relates the velocity to the dual variable by means of the HHO gradient reconstruction operator, and we show that the stabilization term now acts as a dissipative contribution to the discrete energy balance. The temporal discretization can be achieved by either singly-diagonally implicit Runge-Kutta (SDIRK) and explicit Runge-Kutta (ERK) methods. One important observation is that it is necessary to consider the mixed-order case, where the cell unknowns are one polynomial order higher than the face unknowns (i.e., $k^{\prime}=k+1$ ), to actually benefit from the explicit nature of ERK schemes. Indeed only in this situation, the submatrix representing the stabilization bilinear form for the face unknowns is block-diagonal. On the other hand, HHO-SDIRK schemes are amenable to static condensation. Moreover, inspired by the work [16] on elliptic problems, we bridge the present HHO methods to the HDG methods devised in the literature for acoustic wave propagation problems. Finally, our numerical results on test cases with smooth solutions show that the present methods can deliver $H^{1}$ and $L^{2}$-error estimates (say, at the final time) that converge optimally as $\mathcal{O}\left(h^{k+1}\right)$ and $\mathcal{O}\left(h^{k+2}\right)$, respectively, where $h$ is the mesh-size. These convergence rates are, at this stage, numerical observations, and we refer the reader to [7] for the error analysis. We also study the performance of the HHO-Newmark, SDIRK, and ERK methods to approximate wave propagation problems in heterogeneous media, and show in particular how the increase in the polynomial degree is beneficial to improve the accuracy and to temper energy dissipation. We also compare the computational efficiency of the explicit and implicit approaches to solve a two-dimensional heterogeneous wave propagation problem.

Let us put our work in perspective with the literature. The literature on finite element meth-
ods for wave propagation problems is particularly rich. One of the main issues when considering high-order continuous finite element and mixed finite element settings combined with explicit time-stepping schemes is to devise suitably lumped mass matrices [4, 19, 20, 27]. In contrast, the use of discontinuous Galerkin (dG) methods naturally leads to block-diagonal mass matrices [30]. The dG discretization is often applied to the formulation of the wave equation as a firstorder system $[26,35,14,25,13]$, but the second-order formulation in time has been analyzed e.g., in [29] using the interior penalty dG method for the space semi-discretization. Notice in particular that $[14,13]$ specifically address the issue of preserving a discrete energy balance. One drawback often invoked for dG methods in the context of implicit time-stepping schemes is their computational cost. Motivated in particular by this observation HDG methods have been devised in $[37,36]$ for the wave equation formulated as a first-order system. The possibility of devising explicit HDG schemes has been uncovered in [40] by exploiting, as in the present work, the block-diagonal nature of the stabilization term acting on the face components. A computational comparison of explicit and implicit HDG schemes has been carried over in [32], indicating the better performance of explicit schemes despite their conditional stability. HDG methods combined with a Petrov-Galerkin discretization in time have been analyzed in [28]. Therein the dissipative contribution of the stabilization term to the energy balance is pointed out, and a modification of the numerical flux trace is proposed to recover the exact balance of a modified energy including the stabilization term. HDG methods on the second-order formulation of the wave equation have been considered in $[38,17]$ to derive conservation properties. The findings of the present work on HHO methods are in line with previous work on HDG methods and shed further light on the connections between the two space discretization methods. In particular exact energy conservation is achieved here using the HHO-Newmark scheme, and an explicit time-stepping implementation of HHO-ERK schemes is possible when using the formulation as a first-order setting and a mixed-order approximation of the two variables.

This paper is organized as follows. In Section 2 we present the model problem and recall the main ideas underlying the discretization of an elliptic problem by HHO methods. In Section 3 we describe the HHO discretization of the acoustics wave equation using its second-order formulation in time, and we do the same in Section 4 for the first-order formulation in time. We discuss the numerical results in Section 5. Finally, we draw some conclusions in Section 6.

## 2 Continuous and discrete settings

In this section, we present the two formulations of the acoustic wave equation and recall the main ideas of HHO methods to discretize the differential operator in space.

### 2.1 Model problem and basic notation

Let $\Omega$ be an open, bounded, connected subset of $\mathbb{R}^{d}, d \in\{1,2,3\}$, with a Lipschitz boundary $\Gamma$. For simplicity, we assume that $\Omega$ is a polyhedron. Let $J:=(0, T)$ be the time interval with $T>0$. We use standard notation for the Lebesgue and Sobolev spaces, as well as for the Bochner-Sobolev spaces in the space-time setting. Boldface notation is used for vectors and vector-valued fields. For a weight function $\phi \in L^{\infty}(\Omega)$ taking positive values uniformly bounded from below away from zero, we introduce the shorthand notation $\|v\|_{L^{2}(\phi ; \Omega)}:=\left\|\phi^{\frac{1}{2}} v\right\|_{L^{2}(\Omega)}$ for all $v \in L^{2}(\Omega)$, together with a similar notation for vector-valued fields in $\boldsymbol{L}^{2}(\Omega)$.

The second-order formulation in time of the acoustic wave equation reads as follows:

$$
\begin{equation*}
\frac{1}{\kappa} \partial_{t t} p-\nabla \cdot\left(\frac{1}{\rho} \nabla p\right)=f \quad \text { in } J \times \Omega \tag{1}
\end{equation*}
$$

where $f\left[\frac{1}{\mathrm{~s}^{2}}\right]$ is the source term, $p[\mathrm{~Pa}]$ is the fluid pressure, $\kappa[\mathrm{Pa}]$ is the fluid bulk modulus, and $\rho$ $\left[\frac{\mathrm{kg}}{\mathrm{m}^{3}}\right]$ is the fluid density. For a derivation of the $\operatorname{PDE}(1)$ from the linearized Euler equations, we refer the reader to [20, Chap. 1, p. 3]. The second-order acoustic wave equation (1) is subjected to the initial conditions

$$
\left\{\begin{align*}
p(\cdot, t=0) & =p_{0}  \tag{2}\\
\partial_{t} p(\cdot, t=0) & =v_{0}
\end{align*} \quad \text { in } \Omega,\right.
$$

and for simplicity we consider the homogeneous Dirichlet condition

$$
\begin{equation*}
p=0 \quad \text { on } J \times \Gamma \tag{3}
\end{equation*}
$$

We assume that the coefficients $\kappa$ and $\rho$ are piecewise constant on a partition of $\Omega$ into a finite collection of polyhedral subdomains, and that both coefficients take positive values. The speed of sound is defined as $c:=\sqrt{\frac{\kappa}{\rho}}$. We assume that $f \in L^{2}\left(J ; L^{2}(\Omega)\right), p_{0} \in H_{0}^{1}(\Omega)$, and $v_{0} \in L^{2}(\Omega)$. A reasonable functional setting to define the weak solution to (1)-(3) is $p \in L^{2}\left(J ; H_{0}^{1}(\Omega)\right)$, $\partial_{t} p \in L^{2}\left(J ; L^{2}(\Omega)\right)$, and $\partial_{t t} p \in L^{2}\left(J ; H^{-1}(\Omega)\right)$. Actually, our assumptions on the data imply that the weak solution is smoother, i.e., $p \in C^{0}\left(\bar{J} ; H_{0}^{1}(\Omega)\right) \cap C^{1}\left(\bar{J} ; L^{2}(\Omega)\right)$; see, e.g., [33, Chap. III, Thm. 8.1\&8.2]. Assuming that $p \in H^{2}\left(J ; L^{2}(\Omega)\right)$, we have for a.e. $t \in J$,

$$
\begin{equation*}
\left(\partial_{t t} p(t), q\right)_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}+b(p(t), q)=(f(t), q)_{L^{2}(\Omega)}, \quad \forall q \in H_{0}^{1}(\Omega) \tag{4}
\end{equation*}
$$

with the bilinear form $b: H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega) \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
b(v, w):=(\nabla v, \nabla w)_{L^{2}\left(\frac{1}{\rho} ; \Omega\right)} \tag{5}
\end{equation*}
$$

A crucial property of the acoustic wave equation is energy balance. The time-dependent energy functional is defined as follows for all $t \in \bar{J}$ :

$$
\begin{equation*}
E(t):=\frac{1}{2}\left\|\partial_{t} p(t)\right\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2}+\frac{1}{2}\|\nabla p(t)\|_{L^{2}\left(\frac{1}{\rho} ; \Omega\right)}^{2} \tag{6}
\end{equation*}
$$

Testing (4) against $q:=\partial_{t} p(t)$ implies that $\frac{d}{d t} E(t)=\left(f(t), \partial_{t} p(t)\right)_{L^{2}(\Omega)}$ for all $t \in J$. Integrating over $(0, t)$ then leads to the following well-known energy balance equation:

$$
\begin{equation*}
E(t)=E_{0}+\int_{0}^{t}\left(f(s), \partial_{t} p(s)\right)_{L^{2}(\Omega)} d s, \quad \forall t \in \bar{J} \tag{7}
\end{equation*}
$$

with $E_{0}:=E(0)=\frac{1}{2}\left\|v_{0}\right\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2}+\frac{1}{2}\left\|\nabla p_{0}\right\|_{L^{2}\left(\frac{1}{\rho} ; \Omega\right)}^{2}$ owing to the initial condition (2). If the source term vanishes, (7) implies energy conservation: $E(t)=E_{0}$ for all $t \in \bar{J}$.

A classical reformulation of the second-order $\operatorname{PDE}(1)$ is obtained by introducing two auxiliary variables, the scalar velocity $v:=\partial_{t} p\left[\frac{\mathrm{~Pa}}{\mathrm{~s}}\right]$ and the dual variable $\sigma:=\frac{1}{\rho} \nabla p\left[\frac{\mathrm{~m}}{\mathrm{~s}^{2}}\right]$. This leads to the following coupled PDEs:

$$
\left\{\begin{align*}
\rho \partial_{t} \boldsymbol{\sigma}-\nabla v & =\mathbf{0}  \tag{8}\\
\frac{1}{\kappa} \partial_{t} v-\nabla \cdot \boldsymbol{\sigma} & =f
\end{align*} \quad \text { in } J \times \Omega\right.
$$

together with the initial conditions

$$
\begin{equation*}
\boldsymbol{\sigma}(\cdot, t=0)=\frac{1}{\rho} \nabla p_{0}, \quad v(\cdot, t=0)=v_{0} \quad \text { in } \Omega \tag{9}
\end{equation*}
$$

and the boundary condition

$$
\begin{equation*}
v=0 \quad \text { on } J \times \Gamma \tag{10}
\end{equation*}
$$

The above functional setting implies that $(\boldsymbol{\sigma}, v) \in C^{0}\left(\bar{J} ; \boldsymbol{L}^{2}(\Omega) \times L^{2}(\Omega)\right)$. Assuming that $v \in$ $H^{1}\left(J ; L^{2}(\Omega)\right) \cap L^{2}\left(J ; H_{0}^{1}(\Omega)\right)$ and $\boldsymbol{\sigma} \in H^{1}\left(J ; \boldsymbol{L}^{2}(\Omega)\right)$ (other functional settings are possible for the mixed formulation), we obtain

$$
\left\{\begin{align*}
\left(\partial_{t} \boldsymbol{\sigma}(t), \boldsymbol{\tau}\right)_{L^{2}(\rho ; \Omega)}-(\nabla v(t), \boldsymbol{\tau})_{\boldsymbol{L}^{2}(\Omega)} & =0  \tag{11}\\
\left(\partial_{t} v(t), w\right)_{L^{2}\left(\frac{1}{\hbar} ; \Omega\right)}+(\boldsymbol{\sigma}(t), \nabla w)_{\boldsymbol{L}^{2}(\Omega)} & =(f(t), w)_{L^{2}(\Omega)}
\end{align*}\right.
$$

for all $(\boldsymbol{\tau}, w) \in \boldsymbol{L}^{2}(\Omega) \times H_{0}^{1}(\Omega)$ and a.e. $t \in J$. In the first-order formulation, the time-dependent energy functional becomes for all $t \in \bar{J}$,

$$
\begin{equation*}
E^{\mathrm{mix}}(t):=\frac{1}{2}\|v(t)\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2}+\frac{1}{2}\|\boldsymbol{\sigma}(t)\|_{\boldsymbol{L}^{2}(\rho ; \Omega)}^{2} \tag{12}
\end{equation*}
$$

Clearly $E^{\text {mix }}(t)=E(t)$ so that $E^{\text {mix }}(t)=E_{0}+\int_{0}^{t}(f(s), v(s))_{L^{2}(\Omega)} d s$ for all $t \in \bar{J}$. The energy balance can also be directly deduced from (11) by testing the first equation against $\boldsymbol{\tau}:=\boldsymbol{\sigma}(t)$, the second against $w:=v(t)$, summing the result, and integrating in time.

### 2.2 HHO discretization in space

The goal of this section is to briefly outline the HHO discretization of the following steady diffusion problem:

$$
\begin{equation*}
\text { Find } u \in H_{0}^{1}(\Omega) \text { s.t. } b(u, w)=(g, w)_{L^{2}(\Omega)} \forall w \in H_{0}^{1}(\Omega) \tag{13}
\end{equation*}
$$

with the source term $g \in L^{2}(\Omega)$ and the bilinear form $b$ defined in (5).
Let $\left(\mathcal{T}_{h}\right)_{h>0}$ be a sequence of meshes of $\Omega$ so that each mesh covers $\Omega$ exactly. We assume that each mesh $\mathcal{T}_{h}$ fits the partition of $\Omega$ into polyhedral subdomains so that both coefficients $\kappa$ and $\rho$ are piecewise constant on $\mathcal{T}_{h}$. For all $h>0, \mathcal{T}_{h}$ is composed of cells that can be polyhedral in $\mathbb{R}^{d}$ (with planar faces), and hanging nodes are possible. The mesh faces are collected in the set $\mathcal{F}_{h}$ which is split into $\mathcal{F}_{h}=\mathcal{F}_{h}^{\circ} \cup \mathcal{F}_{h}^{\partial}$, where $\mathcal{F}_{h}^{\circ}$ is the collection of the mesh interfaces and $\mathcal{F}_{h}^{\partial}$ is the collection of the boundary faces. A generic cell is denoted $T \in \mathcal{T}_{h}$, its diameter $h_{T}$, its unit outward normal $\boldsymbol{n}_{T}$, and the faces composing the boundary of $T$ are collected in the set $\mathcal{F}_{\partial T}$. The sequence $\left(\mathcal{T}_{h}\right)_{h>0}$ is assumed to be shape-regular in the sense of [22]. In a nutshell, the polyhedral mesh $\mathcal{T}_{h}$ admits for all $h>0$ a simplicial submesh $\mathcal{T}_{h}^{\prime}$ such that any cell (or face) of $\mathcal{T}_{h}^{\prime}$ is a subset of a cell (or face) of $\mathcal{T}_{h}$, and there exists a shape-regularity parameter $\rho>0$ such that for all $h>0$, all $T \in \mathcal{T}_{h}$, and all $S \in \mathcal{T}_{h}^{\prime}$ such that $S \subset T$, we have $\rho h_{T} \leq h_{S} \leq \rho^{-1} r_{S}$, where $r_{S}$ and $h_{S}$ denote the inradius and the diameter of the simplex $S$. For simplicity the reader can consider a shape-regular sequence of simplicial meshes without missing anything essential in what follows.

The discretization of (13) is realized by introducing discrete unknowns attached to the mesh cells and to the mesh faces. The homogeneous Dirichlet condition is enforced explicitly by zeroing out the discrete unknowns attached to the boundary faces. Let $k \geq 0$ be the polynomial degree used for the face unknowns and let $k^{\prime} \in\{k, k+1\}$ be the polynomial degree used for the cell unknowns. We say that the HHO discretization is of equal-order if $k^{\prime}=k$ and of mixed-order if $k^{\prime}=k+1$. The choice $k^{\prime}=k-1$ is also possible, but is not further discussed here since it essentially leads to the same developments as the equal-order choice $k^{\prime}=k$. Let us set

$$
\begin{equation*}
\hat{V}_{h}:=V_{\mathcal{T}}^{k^{\prime}} \times V_{\mathcal{F}}^{k}, \quad V_{\mathcal{T}}^{k^{\prime}}:=\underset{T \in \mathcal{T}_{h}}{X} \mathbb{P}^{k^{\prime}}(T ; \mathbb{R}), \quad V_{\mathcal{F}}^{k}:=\underset{F \in \mathcal{F}_{h}}{X} \mathbb{P}^{k}(F ; \mathbb{R}) \tag{14}
\end{equation*}
$$

where $\mathbb{P}^{k^{\prime}}(T ; \mathbb{R})$ (resp., $\left.\mathbb{P}^{k}(F ; \mathbb{R})\right)$ consists of the restriction to $T$ (resp., $F$ ) of scalar-valued $d$ variate polynomials of degree at most $k^{\prime}$ (resp., $(d-1)$-variate polynomials of degree at most $k$ composed with any affine geometric mapping from the hyperplane supporting $F$ to $\mathbb{R}^{d-1}$ ). A generic element in $\hat{V}_{h}$ is denoted $\hat{v}_{h}:=\left(v_{\mathcal{T}}, v_{\mathcal{F}}\right)$, and we write $v_{T}$ (resp., $v_{F}$ ) for the component of $\hat{v}_{h}$ attached to a generic mesh cell $T \in \mathcal{T}_{h}$ (resp., face $F \in \mathcal{F}_{h}$ ). Let $\hat{v}_{h} \in \hat{V}_{h}$ and let $T \in \mathcal{T}_{h}$. The local components of $\hat{v}_{h}$ attached to the cell $T$ and its faces $F \in \mathcal{F}_{\partial T}$ are denoted

$$
\begin{equation*}
\hat{v}_{T}:=\left(v_{T}, v_{\partial T}:=\left(v_{F}\right)_{F \in \mathcal{F}_{\partial T}}\right) \in \hat{V}_{T}:=V_{T}^{k^{\prime}} \times V_{\partial T}^{k}, \tag{15}
\end{equation*}
$$

with $V_{T}^{k^{\prime}}:=\mathbb{P}^{k^{\prime}}(T ; \mathbb{R})$ and $V_{\partial T}^{k}:=X_{F \in \mathcal{F}_{\partial T}} \mathbb{P}^{k}(F ; \mathbb{R})$. To enforce the homogeneous Dirichlet condition we consider the subspaces

$$
\left\{\begin{array}{l}
V_{\mathcal{F} 0}^{k}:=\left\{v_{\mathcal{F}} \in V_{\mathcal{F}}^{k} \mid v_{F}=0 \forall F \in \mathcal{F}_{h}^{\partial}\right\}  \tag{16}\\
\hat{V}_{h 0}:=V_{\mathcal{T}}^{k^{\prime}} \times V_{\mathcal{F} 0}^{k}=\left\{\hat{v}_{h} \in \hat{V}_{h} \mid v_{F}=0 \forall F \in \mathcal{F}_{h}^{\partial}\right\}
\end{array}\right.
$$

Let $\Pi_{T}^{k^{\prime}}$ (resp., $\Pi_{\partial T}^{k}$ ) be the $L^{2}(T)$-orthogonal (resp., $L^{2}(\partial T)$-orthogonal) projection onto $V_{T}^{k^{\prime}}$ (resp., $V_{\partial T}^{k}$ ). A simple and natural way to approximate a given function $v \in H^{1}(\Omega)$ by a discrete pair $\hat{v}_{h} \in \hat{V}_{h}$ is to set $\hat{v}_{h}:=\hat{I}_{h}(v)$, where $\hat{I}_{h}: H^{1}(\Omega) \rightarrow \hat{V}_{h}$ is such that the local components of $\hat{I}_{h}(v)$ associated with a cell $T \in \mathcal{T}_{h}$ are $\hat{I}_{T}(v):=\left(\Pi_{T}^{k^{\prime}}(v), \Pi_{\partial T}^{k}(v)\right) \in \hat{V}_{T}$. Notice that this definition is meaningful since a function $v \in H^{1}(\Omega)$ does not jump across the mesh interfaces. In addition, we observe that $\hat{I}_{h}(v) \in \hat{V}_{h 0}$ whenever $v \in H_{0}^{1}(\Omega)$.

The HHO discretization is formulated locally by defining a gradient reconstruction and a stabilization operator in each mesh cell. The discrete problem is then assembled by summing the contributions of all the mesh cells. The gradient reconstruction operator $\boldsymbol{G}_{T}: \hat{V}_{T} \rightarrow \mathbb{P}^{k}\left(T ; \mathbb{R}^{d}\right)$ is such that for all $\hat{v}_{T} \in \hat{V}_{T}$, we have

$$
\begin{equation*}
\left(\boldsymbol{G}_{T}\left(\hat{v}_{T}\right), \boldsymbol{q}\right)_{L^{2}(T)}=-\left(v_{T}, \nabla \cdot \boldsymbol{q}\right)_{L^{2}(T)}+\left(v_{\partial T}, \boldsymbol{q} \cdot \boldsymbol{n}_{T}\right)_{L^{2}(\partial T)}, \quad \forall \boldsymbol{q} \in \mathbb{P}^{k}\left(T ; \mathbb{R}^{d}\right) \tag{17}
\end{equation*}
$$

Notice that $\boldsymbol{G}_{T}\left(\hat{v}_{T}\right)$ can be evaluated componentwise by inverting the mass matrix associated with a basis of the scalar-valued polynomial space $\mathbb{P}^{k}(T ; \mathbb{R})$. An alternative to the gradient reconstruction operator is the potential reconstruction operator $R_{T}: \hat{V}_{T} \rightarrow \mathbb{P}^{k+1}(T ; \mathbb{R})$ such that for all $\hat{v}_{T} \in \hat{V}_{T}$, we have

$$
\begin{equation*}
\left(\nabla R_{T}\left(\hat{v}_{T}\right), \nabla q\right)_{L^{2}(T)}=-\left(v_{T}, \Delta q\right)_{L^{2}(T)}+\left(v_{\partial T}, \nabla q \cdot \boldsymbol{n}_{T}\right)_{L^{2}(\partial T)}, \quad \forall q \in \mathbb{P}^{k+1}(T ; \mathbb{R}) \tag{18}
\end{equation*}
$$

together with the mean-value condition $\left(R_{T}\left(\hat{v}_{T}\right)-v_{T}, 1\right)_{L^{2}(T)}=0$. Notice that $R_{T}\left(\hat{v}_{T}\right)$ can be evaluated componentwise by inverting the stiffness matrix associated with a basis of the scalarvalued polynomial space $\mathbb{P}^{k+1}(T ; \mathbb{R}) / \mathbb{R}$. Furthermore, the role of the stabilization operator is to enforce weakly the matching of the trace of the cell unknown with the local face unknowns. For all $\hat{v}_{T} \in \hat{V}_{T}$, let us set $\delta_{\partial T}\left(\hat{v}_{T}\right):=v_{T \mid \partial T}-v_{\partial T}$. Then, in the equal-order case $\left(k^{\prime}=k\right)$, we set

$$
\begin{equation*}
S_{\partial T}\left(\hat{v}_{T}\right):=\Pi_{\partial T}^{k}\left(\delta_{\partial T}\left(\hat{v}_{T}\right)+\left(\left(I-\Pi_{T}^{k}\right) R_{T}\left(0, \delta_{\partial T}\left(\hat{v}_{T}\right)\right)\right)_{\mid \partial T}\right) \tag{19}
\end{equation*}
$$

and in the mixed-order case $\left(k^{\prime}=k+1\right)$, we set

$$
\begin{equation*}
S_{\partial T}\left(\hat{v}_{T}\right):=\Pi_{\partial T}^{k}\left(\delta_{\partial T}\left(\hat{v}_{T}\right)\right) . \tag{20}
\end{equation*}
$$

Finally, we define the local discrete bilinear form $b_{T}: \hat{V}_{T} \times \hat{V}_{T} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
b_{T}\left(\hat{v}_{T}, \hat{w}_{T}\right):=\left(\boldsymbol{G}_{T}\left(\hat{v}_{T}\right), \boldsymbol{G}_{T}\left(\hat{w}_{T}\right)\right)_{\boldsymbol{L}^{2}\left(\frac{1}{\rho} ; T\right)}+\tau_{\partial T}\left(S_{\partial T}\left(\hat{v}_{T}\right), S_{\partial T}\left(\hat{w}_{T}\right)\right)_{L^{2}(\partial T)} \tag{21}
\end{equation*}
$$

with the weight $\tau_{\partial T}:=\left(\rho_{T} h_{T}\right)^{-1}$. Defining the global discrete bilinear form $b_{h}: \hat{V}_{h} \times \hat{V}_{h} \rightarrow \mathbb{R}$ such that $b_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right):=\sum_{T \in \mathcal{T}_{h}} b_{T}\left(\hat{v}_{T}, \hat{w}_{T}\right)$, the HHO discretization of the model problem (13) is as follows:

$$
\begin{equation*}
\text { Find } \hat{u}_{h} \in \hat{V}_{h 0} \text { s.t. } b_{h}\left(\hat{u}_{h}, \hat{w}_{h}\right)=\left(g, w_{\mathcal{T}}\right)_{L^{2}(\Omega)} \forall \hat{w}_{h} \in \hat{V}_{h 0} . \tag{22}
\end{equation*}
$$

Notice that only the cell component of the discrete test function $\hat{w}_{h}:=\left(w_{\mathcal{T}}, w_{\mathcal{F}}\right)$ is used on the right-hand side. It is convenient to define the global gradient reconstruction operator $\boldsymbol{G}_{\mathcal{T}}: \hat{V}_{h} \rightarrow$ $\boldsymbol{W}_{\mathcal{T}}:=X_{T \in \mathcal{T}_{h}} \mathbb{P}^{k}\left(T ; \mathbb{R}^{d}\right)$ such that $\left(\boldsymbol{G}_{\mathcal{T}}\left(\hat{v}_{h}\right)\right)_{\mid T}:=\boldsymbol{G}_{T}\left(\hat{v}_{T}\right)$ for all $T \in \mathcal{T}_{h}$ and all $\hat{v}_{h} \in \hat{V}_{h}$, and to set $s_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right):=\sum_{T \in \mathcal{T}_{h}} \tau_{\partial T}\left(S_{\partial T}\left(\hat{v}_{T}\right), S_{\partial T}\left(\hat{w}_{T}\right)\right)_{L^{2}(\partial T)}$. Then we have

$$
\begin{equation*}
b_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right)=\left(\boldsymbol{G}_{\mathcal{T}}\left(\hat{v}_{h}\right), \boldsymbol{G}_{\mathcal{T}}\left(\hat{w}_{h}\right)\right)_{\boldsymbol{L}^{2}\left(\frac{1}{\rho} ; \Omega\right)}+s_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right) . \tag{23}
\end{equation*}
$$

A direct verification shows that the map $\|\cdot\|_{\hat{V}_{h}}: \hat{V}_{h} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\left\|\hat{v}_{h}\right\|_{\hat{V}_{h}}^{2}:=\sum_{T \in \mathcal{T}_{h}}\left(\left\|\nabla v_{T}\right\|_{L^{2}\left(\frac{1}{\rho} ; T\right)}^{2}+\tau_{\partial T}\left\|v_{\partial T}-v_{T}\right\|_{L^{2}(\partial T)}^{2}\right), \quad \forall \hat{v}_{h} \in \hat{V}_{h} \tag{24}
\end{equation*}
$$

defines a seminorm on $\hat{V}_{h}$ and a norm on $\hat{V}_{h 0}$. Additionally, we have the following important stability result (see [23, 22]).
Lemma 2.1 (Stability). There are $0<\alpha \leq \varpi<\infty$ such that for all $\hat{v}_{h} \in \hat{V}_{h 0}$ and all $h>0$,

$$
\begin{equation*}
\alpha\left\|\hat{v}_{h}\right\|_{\hat{V}_{h}}^{2} \leq\left\|\boldsymbol{G}_{\mathcal{T}}\left(\hat{v}_{h}\right)\right\|_{L^{2}\left(\frac{1}{\rho} ; \Omega\right)}^{2}+\left|\hat{v}_{h}\right|_{S}^{2} \leq \varpi\left\|\hat{v}_{h}\right\|_{\hat{V}_{h}}^{2} \tag{25}
\end{equation*}
$$

with the seminorm $\left|\hat{v}_{h}\right|_{S}^{2}:=s_{h}\left(\hat{v}_{h}, \hat{v}_{h}\right)$.
Finally, the following approximation result is the key argument to derive optimal $H^{1}$-error estimates (see again [23, 22]).
Lemma 2.2 (Approximation). There is $C$ s.t. for all $h>0$, all $T \in \mathcal{T}_{h}$, all $l \in\{1, \ldots, k+1\}$, and all $v \in H^{l}(T)$, we have

$$
\begin{equation*}
\left\|\nabla v-\boldsymbol{G}_{T}\left(\hat{I}_{T}(v)\right)\right\|_{\boldsymbol{L}^{2}(T)}+\tau_{\partial T}^{\frac{1}{2}}\left\|S_{\partial T}\left(\hat{I}_{T}(v)\right)\right\|_{L^{2}(\partial T)} \leq C h_{T}^{l}|v|_{H^{l+1}(T)} \tag{26}
\end{equation*}
$$

The above right-hand side converges optimally as $\mathcal{O}\left(h_{T}^{k+1}\right)$ whenever $l=k+1$.
Remark 2.3 (Reconstruction). The potential reconstruction operator $R_{T}$ is not needed in the mixed-order case, and in the equal-order case, it is only used to evaluate the local stabilization operator. Alternatively, one can also consider $\nabla R_{T}$ as a gradient reconstruction operator, leading to the modified bilinear form

$$
\tilde{b}_{T}\left(\hat{v}_{T}, \hat{w}_{T}\right):=\left(\nabla R_{T}\left(\hat{v}_{T}\right), \nabla R_{T}\left(\hat{w}_{T}\right)\right)_{L^{2}\left(\frac{1}{\rho} ; T\right)}+\tau_{\partial T}\left(S_{\partial T}\left(\hat{v}_{T}\right), S_{\partial T}\left(\hat{w}_{T}\right)\right)_{L^{2}(\partial T)}
$$

This choice also leads to optimal error estimates. Using the gradient reconstruction operator $\boldsymbol{G}_{T}$ is preferable in the context of nonlinear problems [6, 21, 1, 2].

## 3 HHO discretization for the second-order wave equation

In this section, we present the space semi-discrete and the fully discrete HHO schemes for the second-order wave equation. The temporal discretization is performed by using Newmark schemes and variants. In the rest of the manuscript, we assume that the initial velocity $v_{0}$ is in $H_{0}^{1}(\Omega)$ (recall that the initial pressure $p_{0}$ is in $H_{0}^{1}(\Omega)$ by assumption). We also assume that $f \in C^{0}\left(\bar{J} ; L^{2}(\Omega)\right)$ to consider pointwise values in time of the source term when writing the time-stepping schemes.

### 3.1 Space semi-discrete scheme

The space semi-discrete HHO scheme for the second-order wave equation consists of finding $\hat{p}_{h}:=\left(p_{\mathcal{T}}, p_{\mathcal{F}}\right) \in C^{2}\left(\bar{J} ; \hat{V}_{h 0}\right)$ such that for all $t \in \bar{J}$,

$$
\begin{equation*}
\left(\partial_{t t} p_{\mathcal{T}}(t), q_{\mathcal{T}}\right)_{L^{2}\left(\frac{1}{\hbar} ; \Omega\right)}+b_{h}\left(\hat{p}_{h}(t), \hat{q}_{h}\right)=\left(f(t), q_{\mathcal{T}}\right)_{L^{2}(\Omega)} \tag{27}
\end{equation*}
$$

for all $\hat{q}_{h}:=\left(q_{\mathcal{T}}, q_{\mathcal{F}}\right) \in \hat{V}_{h 0}$. The initial conditions for (27) only concern $p_{\mathcal{T}}$ and are as follows:

$$
\left\{\begin{align*}
p_{\mathcal{T}}(\cdot, t=0) & =\Pi_{\mathcal{T}}^{k^{\prime}}\left(p_{0}\right),  \tag{28}\\
\partial_{t} p_{\mathcal{T}}(\cdot, t=0) & =\Pi_{\mathcal{T}}^{k^{\prime}}\left(v_{0}\right),
\end{align*}\right.
$$

where $\Pi_{\mathcal{T}}^{k^{\prime}}$ is the global $\boldsymbol{L}^{2}$-orthogonal projection onto $V_{\mathcal{T}}^{k^{\prime}}$. The boundary condition is encoded in the fact that $\hat{p}_{h}(t) \in \hat{V}_{h 0}$ for all $t \in \bar{J}$.
Lemma 3.1 (Space semi-discrete energy balance). Let $\hat{p}_{h} \in C^{2}\left(\bar{J} ; \hat{V}_{h 0}\right)$ solve (27)-(28) and define the time-dependent space semi-discrete energy functional as

$$
\begin{equation*}
\hat{E}(t):=\frac{1}{2}\left\|\partial_{t} p_{\mathcal{T}}(t)\right\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2}+\frac{1}{2}\left\|\boldsymbol{G}_{\mathcal{T}}\left(\hat{p}_{h}(t)\right)\right\|_{L^{2}\left(\frac{1}{\rho} ; \Omega\right)}^{2}+\frac{1}{2}\left|\hat{p}_{h}(t)\right|_{S}^{2} \tag{29}
\end{equation*}
$$

Then the following energy balance equation holds true for all $t \in J$ :

$$
\begin{equation*}
\hat{E}(t)=\hat{E}(0)+\int_{0}^{t}\left(f(s), \partial_{t} p_{\mathcal{T}}(s)\right)_{L^{2}(\Omega)} d s \tag{30}
\end{equation*}
$$

Proof. The proof is similar to the continuous case. One considers the test function $\hat{q}_{h}:=\partial_{t} \hat{p}_{h}(t)$ in (27) for all $t \in \bar{J}$, and since the discrete bilinear form $b_{h}$ is symmetric, this leads to

$$
\frac{d}{d t}\left(\frac{1}{2}\left\|\partial_{t} p_{\mathcal{T}}(t)\right\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2}+\frac{1}{2} b_{h}\left(\hat{p}_{h}(t), \hat{p}_{h}(t)\right)\right)=\left(f(t), \partial_{t} p_{\mathcal{T}}(t)\right)_{L^{2}(\Omega)}
$$

Since $b_{h}\left(\hat{q}_{h}, \hat{q}_{h}\right)=\left\|\boldsymbol{G}_{\mathcal{T}}\left(\hat{q}_{h}\right)\right\|_{\boldsymbol{L}^{2}\left(\frac{1}{\rho} ; \Omega\right)}^{2}+\left|\hat{q}_{h}\right|_{S}^{2}$ for all $\hat{q}_{h} \in \hat{V}_{h 0}$, integrating the above identity in time over $(0, t)$ for all $t \in J$ leads to (30).

Let $N_{\mathcal{T}}^{k^{\prime}}:=\operatorname{dim}\left(V_{\mathcal{T}}^{k^{\prime}}\right)$ and $N_{\mathcal{F}}^{k}:=\operatorname{dim}\left(V_{\mathcal{F} 0}^{k}\right)$. Let $\left(\mathrm{P}_{\mathcal{T}}(t), \mathrm{P}_{\mathcal{F}}(t)\right) \in \mathbb{R}^{N_{\mathcal{T}}^{k^{\prime}} \times N_{\mathcal{F}}^{k}}$ be the (timedependent) component vectors of the space semi-discrete solution $\hat{p}_{h}(t):=\left(p_{\mathcal{T}}(t), p_{\mathcal{F}}(t)\right) \in \hat{V}_{h 0}$ once bases $\left\{\varphi_{i}\right\}_{1 \leq i \leq N_{\mathcal{T}}}^{k^{\prime}}$ and $\left\{\psi_{j}\right\}_{1 \leq j \leq N_{\mathcal{F}}^{k}}$ for $V_{\mathcal{T}}^{k^{\prime}}$ and $V_{\mathcal{F} 0}^{k}$, respectively, have been chosen. Let $\mathrm{F}_{\mathcal{T}}(t) \in \mathbb{R}^{N_{\mathcal{T}}^{k^{\prime}}}$ have components given by $\mathrm{F}_{i}(t):=\left(f(t), \varphi_{i}\right)_{L^{2}(\Omega)}$ for all $t \in \bar{J}$ and all $1 \leq i \leq N_{\mathcal{T}}^{k^{\prime}}$. The algebraic realization of (27) is as follows: For all $t \in \bar{J}$,

$$
\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}} & 0  \tag{31}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\partial_{t t} \mathrm{P}_{\mathcal{T}}(t) \\
\bullet
\end{array}\right]+\left[\begin{array}{ll}
\mathcal{K}_{\mathcal{T} \mathcal{T}} & \mathcal{K}_{\mathcal{T \mathcal { F }}} \\
\mathcal{K}_{\mathcal{F} \mathcal{T}} & \mathcal{K}_{\mathcal{F} \mathcal{F}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{P}_{\mathcal{T}}(t) \\
\mathrm{P}_{\mathcal{F}}(t)
\end{array}\right]=\left[\begin{array}{c}
\mathrm{F}_{\mathcal{T}}(t) \\
0
\end{array}\right]
$$

with the mass matrix $\mathcal{M}_{\mathcal{T} \mathcal{T}}$ associated with the inner product in $L^{2}\left(\frac{1}{\kappa} ; \Omega\right)$ and the cell basis functions, and the symmetric positive-definite stiffness matrix with blocks $\mathcal{K}_{\mathcal{T} \mathcal{T}}, \mathcal{K}_{\mathcal{T} \mathcal{F}}, \mathcal{K}_{\mathcal{F} \mathcal{T}}$, $\mathcal{K}_{\mathcal{F} \mathcal{F}}$ associated with the bilinear form $b_{h}$ and the cell and face basis functions. The bullet stands for $\partial_{t t} \mathrm{P}_{\mathcal{F}}(t)$ which is irrelevant owing to the structure of the mass matrix. An important observation is that the matrices $\mathcal{M}_{\mathcal{T} \mathcal{T}}$ and $\mathcal{K}_{\mathcal{T} \mathcal{T}}$ are block-diagonal. This is not the case for the matrix $\mathcal{K}_{\mathcal{F F}}$ since the components attached to faces belonging to the same cell are coupled together.

Remark 3.2 (Evolution problem with Schur complement). We notice that the face unknowns can be eliminated from (31). Indeed, defining the Schur complement $\check{K}_{\mathcal{T} \mathcal{T}}:=\mathcal{K}_{\mathcal{T} \mathcal{T}}-\mathcal{K}_{\mathcal{T} \mathcal{F}} \mathcal{K}_{\mathcal{F} \mathcal{F}}^{-1} \mathcal{K}_{\mathcal{F} \mathcal{T}}$, which is a symmetric positive-definite matrix, (31) implies that for all $t \in \bar{J}$,

$$
\mathcal{M}_{\mathcal{T} \mathcal{T}} \partial_{t t} \mathrm{P}_{\mathcal{T}}(t)+\check{K}_{\mathcal{T} \mathcal{T}} \mathrm{P}_{\mathcal{T}}(t)=\mathrm{F}_{\mathcal{T}}(t)
$$

The same reasoning can be applied to (27). Let us define the face recovery operator $Z_{\mathcal{F}}: V_{\mathcal{T}}^{k^{\prime}} \rightarrow$ $V_{\mathcal{F} 0}^{k}$ such that for all $q_{\mathcal{T}} \in V_{\mathcal{T}}^{k^{\prime}}, Z_{\mathcal{F}}\left(q_{\mathcal{T}}\right)$ is uniquely defined in $V_{\mathcal{F} 0}^{k}$ by solving the following well-posed problem:

$$
b_{h}\left(\left(q_{\mathcal{T}}, Z_{\mathcal{F}}\left(q_{\mathcal{T}}\right)\right),\left(0, r_{\mathcal{F}}\right)\right)=0 \quad \forall r_{\mathcal{F}} \in V_{\mathcal{F} 0}^{k}
$$

(Notice that $Z_{\mathcal{F}}\left(q_{\mathcal{T}}\right)$ is the unique minimizer in $V_{\mathcal{F} 0}^{k}$ of the discrete energy functional $r_{\mathcal{F}} \mapsto$ $\frac{1}{2} b_{h}\left(\left(q_{\mathcal{T}}, r_{\mathcal{F}}\right),\left(q_{\mathcal{T}}, r_{\mathcal{F}}\right)\right)$.) Then $\hat{p}_{h} \in C^{2}\left(\bar{J} ; \hat{V}_{h 0}\right)$ solves (27) if and only if $p_{\mathcal{F}}(t)=Z_{\mathcal{F}}\left(p_{\mathcal{T}}(t)\right)$ for all $t \in \bar{J}$ and $p_{\mathcal{T}} \in C^{2}\left(\bar{J} ; V_{\mathcal{T}}^{k^{\prime}}\right)$ solves the following reduced problem:

$$
\left(\partial_{t t} p_{\mathcal{T}}(t), q_{\mathcal{T}}\right)_{L^{2}\left(\frac{1}{k} ; \Omega\right)}+b_{\mathcal{T}}\left(p_{\mathcal{T}}(t), q_{\mathcal{T}}\right)=\left(f(t), q_{\mathcal{T}}\right)_{L^{2}(\Omega)} \quad \forall q_{\mathcal{T}} \in V_{\mathcal{T}}^{k^{\prime}}
$$

where $b_{\mathcal{T}}\left(q_{\mathcal{T}}, r_{\mathcal{T}}\right):=b_{h}\left(\left(q_{\mathcal{T}}, Z_{\mathcal{F}}\left(q_{\mathcal{T}}\right)\right),\left(r_{\mathcal{T}}, Z_{\mathcal{F}}\left(r_{\mathcal{T}}\right)\right)\right)$ for all $q_{\mathcal{T}}, r_{\mathcal{T}} \in V_{\mathcal{T}}^{k^{\prime}}$.

### 3.2 Fully discrete scheme

Let $\left(t^{n}\right)_{0 \leq n \leq N}$ be the discrete time nodes with $t^{0}:=0$ and $t^{N}:=T$. We consider a fixed time step $\Delta t:=\frac{T}{N}$. Let $\hat{p}_{h}^{n}:=\left(p_{\mathcal{T}}^{n}, p_{\mathcal{F}}^{n}\right) \in \hat{V}_{h 0}$ denote the temporal approximation of $\hat{p}_{h}\left(t^{n}\right)$. The corresponding component vector is denoted $\mathrm{P}^{n}:=\left(\mathrm{P}_{\mathcal{T}}^{n}, \mathrm{P}_{\mathcal{F}}^{n}\right) \in \mathbb{R}^{N_{\mathcal{T}}^{k^{\prime}} \times N_{\mathcal{F}}^{k}}$. Let us also set $\mathrm{F}^{n}:=\mathrm{F}\left(t^{n}\right)$ for all $n \in\{1, \ldots, N\}$.

A classical scheme for the temporal discretization of (27) is the leapfrog (or central finite difference) scheme. In the present setting, the HHO-leapfrog scheme consists of solving for all $n \in\{1, \ldots, N-1\}$,

$$
\begin{equation*}
\frac{1}{\Delta t^{2}}\left(p_{\mathcal{T}}^{n+1}-2 p_{\mathcal{T}}^{n}+p_{\mathcal{T}}^{n-1}, q_{\mathcal{T}}\right)_{L^{2}\left(\frac{1}{k} ; \Omega\right)}+b_{h}\left(\hat{p}_{h}^{n}, \hat{q}_{h}\right)=\left(f\left(t^{n}\right), q_{\mathcal{T}}\right)_{L^{2}(\Omega)} \tag{32}
\end{equation*}
$$

for all $\hat{q}_{h}:=\left(q_{\mathcal{T}}, q_{\mathcal{F}}\right) \in \hat{V}_{h 0}$, where $p_{\mathcal{T}}^{n}, p_{\mathcal{T}}^{n-1}$ are determined from the previous steps or the initial condition. We observe that (32) delivers an equation for $p_{\mathcal{T}}^{n+1}$ (when testing with $q_{\mathcal{T}}$ ) and one for $p_{\mathcal{F}}^{n}$ (when testing with $q_{\mathcal{F}}$ ). This structure becomes more apparent if one considers the algebraic form of (32) which reads

$$
\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}} & 0  \tag{33}\\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\mathrm{P}_{\mathcal{T}}^{n+1} \\
\bullet
\end{array}\right]+\Delta t^{2}\left[\begin{array}{ll}
\mathcal{K}_{\mathcal{T} \mathcal{T}} & \mathcal{K}_{\mathcal{T \mathcal { F }}} \\
\mathcal{K}_{\mathcal{F} \mathcal{T}} & \mathcal{K}_{\mathcal{F F}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{P}_{\mathcal{T}}^{n} \\
\mathrm{P}_{\mathcal{F}}^{n}
\end{array}\right]=\left[\begin{array}{c}
\mathrm{G}_{\mathcal{T}}^{n} \\
0
\end{array}\right],
$$

with $\mathrm{G}_{\mathcal{T}}^{n}:=\Delta t^{2} \mathrm{~F}_{\mathcal{T}}^{n}+\mathcal{M}_{\mathcal{T} \mathcal{T}}\left(2 \mathrm{P}_{\mathcal{T}}^{n}-\mathrm{P}_{\mathcal{T}}^{n-1}\right)$. The bullet stands for $\mathrm{P}_{\mathcal{F}}^{n+1}$ which is irrelevant owing to the structure of the mass matrix. In other words, we must perform sequentially the following two substeps where $\mathrm{P}_{\mathcal{T}}^{n-1}, \mathrm{P}_{\mathcal{T}}^{n} \in \mathbb{R}^{N_{\mathcal{T}}^{k^{\prime}}}$ are known from the previous time step or the initial condition:

1. Find $\mathrm{P}_{\mathcal{F}}^{n} \in \mathbb{R}^{N_{\mathcal{F}}^{k}}$ such that $\mathcal{K}_{\mathcal{F} \mathcal{F}} \mathrm{P}_{\mathcal{F}}^{n}=-\mathcal{K}_{\mathcal{F} \mathcal{T}} \mathrm{P}_{\mathcal{T}}^{n}$.
2. Find $\mathrm{P}_{\mathcal{T}}^{n+1} \in \mathbb{R}^{N_{\mathcal{T}}^{k^{\prime}}}$ such that $\mathcal{M}_{\mathcal{T} \mathcal{T}} \mathrm{P}_{\mathcal{T}}^{n+1}=\mathrm{G}_{\mathcal{T}}^{n}-\Delta t^{2}\left(\mathcal{K}_{\mathcal{T} \mathcal{T}} \mathrm{P}_{\mathcal{T}}^{n}+\mathcal{K}_{\mathcal{T} \mathcal{F}} \mathrm{P}_{\mathcal{F}}^{n}\right)$.

The first substep entails dealing with a sparse symmetric positive-definite matrix coupling all the unknowns attached to the mesh faces. Instead, the matrix involved in the second substep is easy to invert since it is block-diagonal. The leapfrog scheme is second-order accurate in time
and conditionally stable. It is in general considered to be an explicit scheme, but its realization in the present context requires the inversion of the sparse matrix $\mathcal{K}_{\mathcal{F} \mathcal{F}}$ which makes the scheme less attractive than implicit schemes as we now consider.

Another classical scheme for the temporal discretization of (27) is the Newmark scheme with real parameters $\beta$ and $\gamma$. This scheme is second-order accurate in time and unconditionally stable if $\frac{1}{2} \leq \gamma \leq 2 \beta$ (the classical choice for this situation is $\gamma=\frac{1}{2}$ and $\beta=\frac{1}{4}$ ) and conditionally stable if $\frac{1}{2} \leq \gamma$ and $2 \beta<\gamma$. The leapfrog scheme, which falls into the second category, corresponds to the choice $\gamma=\frac{1}{2}$ and $\beta=0$. The Newmark scheme is implicit as soon as $\beta>0$. The usual way of writing the Newmark scheme is to consider an approximation for the pressure, its velocity, and its acceleration at each time node, say $\hat{p}_{h}^{n}, \hat{v}_{h}^{n}, \hat{a}_{h}^{n} \in \hat{V}_{h 0}$. In the present setting, all of these quantities are hybrid variables. The scheme is initialized by setting $\hat{p}_{h}^{0}:=\hat{I}_{h}\left(p_{0}\right), \hat{v}_{h}^{0}:=\hat{I}_{h}\left(v_{0}\right)$, and the initial acceleration $\hat{a}_{h}^{0}:=\left(a_{\mathcal{T}}^{0}, a_{\mathcal{F}}^{0}\right) \in \hat{V}_{h 0}$ is defined by solving $\left(a_{\mathcal{T}}^{0}, q_{\mathcal{T}}\right)_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}+b_{h}\left(\hat{p}_{h}^{0},\left(q_{\mathcal{T}}, 0\right)\right)=$ $\left(f\left(t^{0}\right), q_{\mathcal{T}}\right)_{L^{2}(\Omega)}$ for all $q_{\mathcal{T}} \in V_{\mathcal{T}}^{k^{\prime}}$, and $b_{h}\left(\hat{a}_{h}^{0},\left(0, q_{\mathcal{F}}\right)\right)=0$ for all $q_{\mathcal{F}} \in V_{\mathcal{F} 0}^{k}$. Then, given $\hat{p}_{h}^{n}, \hat{v}_{h}^{n}, \hat{a}_{h}^{n}$ from the previous time-step or the initial condition, we obtain the following HHO-Newmark scheme: For all $n \in\{0, \ldots, N-1\}$,

$$
\left\{\begin{array}{l}
\left(a_{\mathcal{T}}^{n+1}, q_{\mathcal{T}}\right)_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}+b_{h}\left(\hat{p}_{h}^{n+1}, \hat{q}_{h}\right)=\left(f\left(t^{n+1}\right), q_{\mathcal{T}}\right)_{L^{2}(\Omega)} \quad \forall \hat{q}_{h} \in \hat{V}_{h 0},  \tag{34}\\
\left.\hat{p}_{h}^{n+1}=\hat{p}_{h}^{n}+\Delta t \hat{v}_{h}^{n}+\frac{1}{2} \Delta t^{2}\left((1-2 \beta) \hat{a}_{h}^{n}+2 \beta \hat{a}_{h}^{n+1}\right)\right) \\
\left.\hat{v}_{h}^{n+1}=\hat{v}_{h}^{n}+\Delta t\left((1-\gamma) \hat{a}_{h}^{n}+\gamma \hat{a}_{h}^{n+1}\right)\right)
\end{array}\right.
$$

In practice, the implementation of (34) relies on the following three steps:

1. Predictor step: Set

$$
\left\{\begin{array}{l}
\hat{p}_{h}^{* n}:=\hat{p}_{h}^{n}+\Delta t \hat{v}_{h}^{n}+\frac{1}{2} \Delta t^{2}(1-2 \beta) \hat{a}_{h}^{n}  \tag{35}\\
\hat{v}_{h}^{* n}:=\hat{v}_{h}^{n}+\Delta t(1-\gamma) \hat{a}_{h}^{n}
\end{array}\right.
$$

2. Linear solve to find the acceleration $\hat{a}_{h}^{n+1} \in \hat{V}_{h 0}$ such that for all $\hat{q}_{h} \in \hat{V}_{h 0}$,

$$
\begin{equation*}
\left(a_{\mathcal{T}}^{n+1}, q_{\mathcal{T}}\right)_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}+\beta \Delta t^{2} b_{h}\left(\hat{a}_{h}^{n+1}, \hat{q}_{h}\right)=\left(f\left(t^{n+1}\right), q_{\mathcal{T}}\right)_{L^{2}(\Omega)}-b_{h}\left(\hat{p}_{h}^{* n}, \hat{q}_{h}\right) . \tag{36}
\end{equation*}
$$

3. Corrector step: Set

$$
\left\{\begin{array}{l}
\hat{p}_{h}^{n+1}:=\hat{p}_{h}^{* n}+\beta \Delta t^{2} \hat{a}_{h}^{n+1}  \tag{37}\\
\hat{v}_{h}^{n+1}:=\hat{v}_{h}^{* n}+\gamma \Delta t \hat{a}_{h}^{n+1}
\end{array}\right.
$$

The algebraic realization of the predictor and corrector steps is straightforward, and that of the second step amounts to finding $\left(\mathrm{A}_{\mathcal{T}}^{n+1}, \mathrm{~A}_{\mathcal{F}}^{n+1}\right) \in \mathbb{R}^{N_{\mathcal{T}}^{k^{\prime}} \times N_{\mathcal{F}}^{k}}$ such that

$$
\left(\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}} & 0  \tag{38}\\
0 & 0
\end{array}\right]+\beta \Delta t^{2}\left[\begin{array}{ll}
\mathcal{K}_{\mathcal{T \mathcal { T }}} & \mathcal{K}_{\mathcal{T \mathcal { F }}} \\
\mathcal{K}_{\mathcal{F} \mathcal{T}} & \mathcal{K}_{\mathcal{F} \mathcal{F}}
\end{array}\right]\right)\left[\begin{array}{c}
\mathrm{A}_{\mathcal{T}}^{n+1} \\
\mathrm{~A}_{\mathcal{F}}^{n+1}
\end{array}\right]=\left[\begin{array}{l}
\mathrm{B}_{\mathcal{T}}^{n+1} \\
\mathrm{~B}_{\mathcal{F}}^{n+1}
\end{array}\right],
$$

with $\mathrm{B}_{\mathcal{T}}^{n+1}:=\mathrm{F}_{\mathcal{T}}^{n+1}-\left(\mathcal{K}_{\mathcal{T} \mathcal{T}} \mathrm{P}_{\mathcal{T}}^{* n}+\mathcal{K}_{\mathcal{T} \mathcal{F}} \mathrm{P}_{\mathcal{F}}^{* n}\right), \mathrm{B}_{\mathcal{F}}^{n+1}:=-\left(\mathcal{K}_{\mathcal{F} \mathcal{T}} \mathrm{P}_{\mathcal{T}}^{* n}+\mathcal{K}_{\mathcal{F} \mathcal{F}} \mathrm{P}_{\mathcal{F}}^{* n}\right)$, and $\left(\mathrm{P}_{\mathcal{T}}^{* n}, \mathrm{P}_{\mathcal{F}}^{* n}\right)$ are the components of the predicted pressure $\hat{p}_{h}^{* n}$. Since the matrix $\mathcal{M}_{\mathcal{T} \mathcal{T}}+\beta \Delta t^{2} \mathcal{K}_{\mathcal{T} \mathcal{T}}$ is blockdiagonal, the cell unknown $\mathrm{A}_{\mathcal{T}}^{n+1} \in V_{\mathcal{T}}^{k^{\prime}}$ can be eliminated locally in (38), leading to a global transmission problem coupling only the face unknown $A_{\mathcal{F}}^{n+1} \in V_{\mathcal{F} 0}^{k}$. This process is known in the literature as static condensation.

An important property of the HHO-Newmark scheme is an energy balance which is the timediscrete counterpart of (30). For all $n \in\{0, \ldots, N\}$, we define the discrete energy

$$
\begin{equation*}
\hat{E}^{n}:=\frac{1}{2}\left\|v_{\mathcal{T}}^{n}\right\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2}+\frac{1}{2}\left\|\boldsymbol{G}_{\mathcal{T}}\left(\hat{p}_{h}^{n}\right)\right\|_{\boldsymbol{L}^{2}\left(\frac{1}{\rho} ; \Omega\right)}^{2}+\frac{1}{2}\left|\hat{p}_{h}^{n}\right|_{S}^{2}+\delta \Delta t^{2}\left\|a_{\mathcal{T}}^{n}\right\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2} \tag{39}
\end{equation*}
$$

with $\delta:=\frac{1}{4}(2 \beta-\gamma)$, i.e., $\delta=0$ for the standard choice $\beta=\frac{1}{4}, \gamma=\frac{1}{2}$ in the implicit case, and $\delta=-\frac{1}{8}$ in the explicit case (leapfrog scheme with $\beta=0, \gamma=\frac{1}{2}$ ).
Lemma 3.3 (Energy balance, HHO-Newmark scheme). Let $\left(\hat{p}_{h}^{n}, \hat{v}_{h}^{n}, \hat{a}_{h}^{n}\right)_{1 \leq n \leq N}$ solve the HHONewmark scheme (34). Let $\hat{E}^{n}$ be defined in (39). Assume for simplicity that $\gamma=\frac{1}{2}$. The following energy balance holds true for all $n \in\{2, \ldots, N\}$ :

$$
\begin{equation*}
\hat{E}^{n}=\hat{E}^{1}+\sum_{m=1}^{n-1} \frac{1}{2}\left(f\left(t^{m+1}\right)+f\left(t^{m}\right), p_{\mathcal{T}}^{m+1}-p_{\mathcal{T}}^{m}\right)_{L^{2}(\Omega)} \tag{40}
\end{equation*}
$$

Proof. Owing to the structure of the HHO discretization it is possible to adapt the usual arguments for Newmark schemes (see, e.g., [31]). Let $n \in\{1, \ldots, N-1\}$. Since the discrete bilinear form $b_{h}$ is symmetric, we infer that

$$
\frac{1}{2} b_{h}\left(\hat{p}_{h}^{n+1}, \hat{p}_{h}^{n+1}\right)-\frac{1}{2} b_{h}\left(\hat{p}_{h}^{n}, \hat{p}_{h}^{n}\right)=\frac{1}{2} b_{h}\left(\hat{p}_{h}^{n+1}+\hat{p}_{h}^{n}, \hat{p}_{h}^{n+1}-\hat{p}_{h}^{n}\right) .
$$

Considering the first equation in (34) at $t^{n}$ and at $t^{n+1}$, each tested against $\hat{q}_{h}:=\hat{p}_{h}^{n+1}-\hat{p}_{h}^{n}$, and summing the results, we infer that $\frac{1}{2} b_{h}\left(\hat{p}_{h}^{n+1}, \hat{p}_{h}^{n+1}\right)-\frac{1}{2} b_{h}\left(\hat{p}_{h}^{n}, \hat{p}_{h}^{n}\right)=-\Delta_{1}^{n}+\Delta_{2}^{n}$ with

$$
\begin{aligned}
\Delta_{1}^{n} & :=\frac{1}{2}\left(a_{\mathcal{T}}^{n+1}+a_{\mathcal{T}}^{n}, p_{\mathcal{T}}^{n+1}-p_{\mathcal{T}}^{n}\right)_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)} \\
\Delta_{2}^{n} & :=\frac{1}{2}\left(f\left(t^{n+1}\right)+f\left(t^{n}\right), p_{\mathcal{T}}^{n+1}-p_{\mathcal{T}}^{n}\right)_{L^{2}(\Omega)}
\end{aligned}
$$

The term $\Delta_{1}^{n}$ is rewritten by using the second and third equations in (34). Straightforward manipulations (using $\gamma=\frac{1}{2}$ for simplicity) lead to

$$
p_{\mathcal{T}}^{n+1}-p_{\mathcal{T}}^{n}=\frac{1}{2} \Delta t\left(v_{\mathcal{T}}^{n+1}+v_{\mathcal{T}}^{n}\right)+2 \delta \Delta t^{2}\left(a_{\mathcal{T}}^{n+1}-a_{\mathcal{T}}^{n}\right)
$$

whence we infer that

$$
\Delta_{1}^{n}=\frac{1}{2}\left(v_{\mathcal{T}}^{n+1}-v_{\mathcal{T}}^{n}, v_{\mathcal{T}}^{n+1}+v_{\mathcal{T}}^{n}\right)_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}+\delta \Delta t^{2}\left(a_{\mathcal{T}}^{n+1}+a_{\mathcal{T}}^{n}, a_{\mathcal{T}}^{n+1}-a_{\mathcal{T}}^{n}\right)_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}
$$

Since $b_{h}\left(\hat{q}_{h}, \hat{q}_{h}\right)=\left\|\boldsymbol{G}_{\mathcal{T}}\left(\hat{q}_{h}\right)\right\|_{\boldsymbol{L}^{2}\left(\frac{1}{\rho} ; \Omega\right)}^{2}+\left|\hat{q}_{h}^{n}\right|_{S}^{2}$ for all $\hat{q}_{h} \in \hat{V}_{h 0}$, rearranging the terms implies that $\hat{E}^{n+1}-\hat{E}^{n}=\Delta_{2}^{n}$. This concludes the proof.
Remark 3.4 (Energy for HHO-leapfrog scheme). In the case $\beta=0, \gamma=\frac{1}{2}$, a slightly different form of the energy balance property can be obtained by defining

$$
\check{E}^{n}:=\frac{1}{2}\left\|\tilde{v}_{\mathcal{T}}^{n}\right\|_{L^{2}\left(\frac{1}{k} ; \Omega\right)}^{2}+\frac{1}{2} b_{h}\left(\hat{p}_{h}^{n+1}, \hat{p}_{h}^{n}\right),
$$

with $\tilde{v}_{\mathcal{T}}^{n}:=\frac{1}{\Delta t}\left(p_{\mathcal{T}}^{n+1}-p_{\mathcal{T}}^{n}\right)$. This leads to $\check{E}^{n}-\check{E}^{n-1}=\frac{1}{2}\left(f\left(t^{n}\right), p_{\mathcal{T}}^{n+1}-p_{\mathcal{T}}^{n-1}\right)_{L^{2}(\Omega)}$ for all $n \in\{1, \ldots, N-1\}$. One can verify that $\check{E}^{n}=\hat{E}^{n}+\frac{1}{2}\left(f\left(t^{n}\right), p_{\mathcal{T}}^{n+1}-p_{\mathcal{T}}^{n}\right)_{L^{2}(\Omega)}$, so that $\check{E}^{n}=\hat{E}^{n}$ in the absence of external sources (i.e., $f:=0$ ).

## 4 HHO discretization for the first-order wave equation

In this section, we present the space semi-discrete and the fully discrete HHO schemes for the first-order wave equation. The temporal discretization is performed by using singly-diagonally implicit and explicit Runge-Kutta schemes (SDIRK and ERK).

### 4.1 Space semi-discrete scheme

Recall that the unknowns in the first-order formulation of the wave equation are the velocity $v$ and the dual variable $\boldsymbol{\sigma}$. In the space semi-discrete HHO scheme, one approximates $v$ by a hybrid unknown $\hat{v}_{h} \in C^{1}\left(\bar{J} ; \hat{V}_{h 0}\right)$ and $\boldsymbol{\sigma}$ by a cellwise unknown $\boldsymbol{\sigma}_{\mathcal{T}} \in C^{1}\left(\bar{J} ; \boldsymbol{W}_{\mathcal{T}}\right)$ (recall that $\left.\boldsymbol{W}_{\mathcal{T}}:=Х_{T \in \mathcal{T}_{h}} \mathbb{P}^{k}\left(T ; \mathbb{R}^{d}\right)\right)$. The space semi-discrete problem reads as follows: For all $t \in \bar{J}$,

$$
\left\{\begin{align*}
\left(\partial_{t} \boldsymbol{\sigma}_{\mathcal{T}}(t), \boldsymbol{\tau}_{\mathcal{T}}\right)_{\boldsymbol{L}^{2}(\rho ; \Omega)}-\left(\boldsymbol{G}_{\mathcal{T}}\left(\hat{v}_{h}(t)\right), \boldsymbol{\tau}_{\mathcal{T}}\right)_{\boldsymbol{L}^{2}(\Omega)} & =0  \tag{41}\\
\left(\partial_{t} v_{\mathcal{T}}(t), w_{\mathcal{T}}\right)_{L^{2}\left(\frac{1}{k} ; \Omega\right)}+\left(\boldsymbol{\sigma}_{\mathcal{T}}(t), \boldsymbol{G}_{\mathcal{T}}\left(\hat{w}_{h}\right)\right)_{\boldsymbol{L}^{2}(\Omega)}+\tilde{s}_{h}\left(\hat{v}_{h}(t), \hat{w}_{h}\right) & =\left(f(t), w_{\mathcal{T}}\right)_{L^{2}(\Omega)}
\end{align*}\right.
$$

for all $\left(\boldsymbol{\tau}_{\mathcal{T}}, \hat{w}_{h}\right) \in \boldsymbol{W}_{\mathcal{T}} \times \hat{V}_{h 0}$, with

$$
\begin{equation*}
\tilde{s}_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right):=\sum_{T \in \mathcal{T}_{h}} \tilde{\tau}_{\partial T}\left(S_{\partial T}\left(\hat{v}_{T}\right), S_{\partial T}\left(\hat{w}_{T}\right)\right)_{L^{2}(\partial T)} \tag{42}
\end{equation*}
$$

recalling that $S_{\partial T}$ is defined by either (19) in the equal-order case $\left(k^{\prime}=k\right)$ or (20) in the mixedorder case $\left(k^{\prime}=k+1\right)$. Moreover $\tilde{\tau}_{\partial T}>0$ is a stabilization parameter which will be taken equal to $\tilde{\tau}_{\partial T}:=\frac{c}{\kappa}=\frac{1}{\rho c}$ (in short, $\left.\tilde{\tau}_{\partial T}=\mathcal{O}(1)\right)$ or to $\tilde{\tau}_{\partial T}:=\frac{c}{\kappa} \frac{\ell_{\Omega}}{h_{T}}=\frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$ (in short, $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ ). The initial conditions for (41) only concern $\boldsymbol{\sigma}_{\mathcal{T}}$ and $v_{\mathcal{T}}$ and are as follows:

$$
\begin{equation*}
\boldsymbol{\sigma}_{\mathcal{T}}(\cdot, t=0)=\frac{1}{\rho} \boldsymbol{G}_{\mathcal{T}}\left(\hat{I}_{h}\left(p_{0}\right)\right), \quad v_{\mathcal{T}}(\cdot, t=0)=\Pi_{\mathcal{T}}^{k^{\prime}}\left(v_{0}\right) . \tag{43}
\end{equation*}
$$

The boundary condition on $v$ is encoded in the fact that $\hat{v}_{h}(t) \in \hat{V}_{h 0}$ for all $t \in \bar{J}$.
Remark 4.1 (Stabilization). The stabilization parameter $\tau_{\partial T}$ in the second-order formulation has unit equal to $\left[\frac{\mathrm{m}^{2}}{\mathrm{~kg}}\right]$, whereas in the first-order formulation the unit of $\tilde{\tau}_{\partial T}$ is $\left[\frac{\mathrm{sm}^{2}}{\mathrm{~kg}}\right]$.
Lemma 4.2 (Space semi-discrete energy balance). Let $\left(\boldsymbol{\sigma}_{\mathcal{T}}, \hat{v}_{h}\right) \in C^{1}\left(\bar{J} ; \boldsymbol{W}_{\mathcal{T}} \times \hat{V}_{h 0}\right)$ solve (41)(43) and define the time-dependent space semi-discrete energy functional as

$$
\begin{equation*}
\hat{E}^{m i x}(t):=\frac{1}{2}\left\|v_{\mathcal{T}}\right\|_{L^{2}\left(\frac{1}{\kappa} ; \Omega\right)}^{2}+\frac{1}{2}\left\|\boldsymbol{\sigma}_{\mathcal{T}}\right\|_{L^{2}(\rho ; \Omega)}^{2} \tag{44}
\end{equation*}
$$

Then the following energy balance equation holds true for all $t \in J$ :

$$
\begin{equation*}
\hat{E}^{m i x}(t)+\int_{0}^{t} \tilde{s}_{h}\left(\hat{v}_{h}(s), \hat{v}_{h}(s)\right) d s=\hat{E}^{m i x}(0)+\int_{0}^{t}\left(f(s), v_{\mathcal{T}}(s)\right)_{L^{2}(\Omega)} d s \tag{45}
\end{equation*}
$$

Proof. Testing the first equation in (41) against $\boldsymbol{\tau}_{\mathcal{T}}:=\boldsymbol{\sigma}_{\mathcal{T}}(t)$ and the second equation against $\hat{w}_{h}:=\hat{v}_{h}(t)$, and summing the results, we infer that for all $t \in J$,

$$
\frac{d}{d t} \hat{E}^{\mathrm{mix}}(t)+\tilde{s}_{h}\left(\hat{v}_{h}(t), \hat{v}_{h}(t)\right)=\left(f(t), v_{\mathcal{T}}(t)\right)_{L^{2}(\Omega)}
$$

The assertion follows by integrating the above identity in time over $(0, t)$ for all $t \in J$.
Remark 4.3 (Role of stabilization). We observe that in the second-order formulation the stabilization modifies the energy (adds a positive contribution to it), whereas in the first-order formulation the stabilization does not modify the energy but adds a dissipative contribution to the energy balance. As the mesh is refined, both the energy modification and the dissipative contribution tend to zero for smooth solutions.

Recall that $N_{\mathcal{T}}^{k^{\prime}}:=\operatorname{dim}\left(V_{\mathcal{T}}^{k^{\prime}}\right), N_{\mathcal{F}}^{k}:=\operatorname{dim}\left(V_{\mathcal{F} 0}^{k}\right)$ and that $\left\{\varphi_{i}\right\}_{1 \leq i \leq N_{\mathcal{T}}^{k^{\prime}}}$ and $\left\{\psi_{j}\right\}_{1 \leq j \leq N_{\mathcal{F}}^{k}}$ are bases for $V_{\mathcal{T}}^{k^{\prime}}$ and $V_{\mathcal{F} 0}^{k}$, respectively. Let $M_{\mathcal{T}}^{k}:=\operatorname{dim}\left(\boldsymbol{W}_{\mathcal{T}}\right)$ and $\left\{\boldsymbol{\zeta}_{k}\right\}_{1 \leq k \leq M_{\mathcal{T}}^{k}}$ be the chosen basis for $\boldsymbol{W}_{\mathcal{T}}$. It is natural to build this basis as products of a Cartesian basis vector in $\mathbb{R}^{d}$ and a scalar-valued basis function of the discrete space $V_{\mathcal{T}}^{k}$ so that $M_{\mathcal{T}}^{k}=d N_{\mathcal{T}}^{k}$. Let $\mathrm{S}_{\mathcal{T}} \in \mathbb{R}^{M_{\mathcal{T}}^{k}}$ and $\left(\mathrm{V}_{\mathcal{T}}, \mathrm{V}_{\mathcal{F}}\right) \in \mathbb{R}^{N_{\mathcal{T}}^{k^{\prime}} \times N_{\mathcal{F}}^{k}}$ be the (time-dependent) component vectors of $\boldsymbol{\sigma}_{\mathcal{T}} \in \boldsymbol{W}_{\mathcal{T}}$ and $\hat{v}_{h} \in \hat{V}_{h 0}$, respectively. Let $\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}}$ be the mass matrix associated with the inner product in $\boldsymbol{L}^{2}(\rho ; \Omega)$ and the basis functions $\left\{\boldsymbol{\zeta}_{k}\right\}_{1 \leq k \leq M_{\mathcal{T}}^{k}}$, and recall that $\mathcal{M}_{\mathcal{T} \mathcal{T}}$ is the mass matrix associated with the inner product in $L^{2}\left(\frac{1}{\kappa} ; \Omega\right)$ and the basis functions $\left\{\varphi_{i}\right\}_{1 \leq i \leq N_{\mathcal{T}}{ }^{k^{\prime}}}$. Let $\mathcal{S}_{\mathcal{T} \mathcal{T}}, \mathcal{S}_{\mathcal{T F}}, \mathcal{S}_{\mathcal{F} \mathcal{T}}, \mathcal{S}_{\mathcal{F F}}$ be the four blocks composing the matrix representing the stabilization bilinear form $\tilde{s}_{h}$, i.e., $\mathcal{S}_{\mathcal{T} \mathcal{T}, i j}:=$ $\tilde{s}_{h}\left(\left(\varphi_{j}, 0\right),\left(\varphi_{i}, 0\right)\right), \mathcal{S}_{\mathcal{T F}, i j}:=\tilde{s}_{h}\left(\left(0, \psi_{j}\right),\left(\varphi_{i}, 0\right)\right)$, and so on. Let $\mathcal{G}_{\mathcal{T}} \in \mathbb{R}^{M_{\mathcal{T}}^{k} \times N_{\mathcal{T}}}$ and $\mathcal{G}_{\mathcal{F}} \in$ $\mathbb{R}^{M_{\mathcal{T}}^{k} \times N_{\mathcal{F}}^{k}}$ be the (rectangular) matrices representing the gradient reconstruction operator $\boldsymbol{G}_{\mathcal{T}}$, i.e., $\mathcal{G}_{\mathcal{T}, k i}:=\left(\boldsymbol{\zeta}_{k}, \boldsymbol{G}_{\mathcal{T}}\left(\varphi_{i}, 0\right)\right)_{\boldsymbol{L}^{2}(\Omega)}$ and $\mathcal{G}_{\mathcal{F}, k j}:=\left(\boldsymbol{\zeta}_{k}, \boldsymbol{G}_{\mathcal{T}}\left(0, \psi_{j}\right)\right)_{\boldsymbol{L}^{2}(\Omega)}$. The algebraic realization of (41) is as follows: For all $t \in \bar{J}$,

$$
\left[\begin{array}{ccc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 & 0  \tag{46}\\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}} & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\partial_{t} \mathrm{~S}_{\mathcal{T}}(t) \\
\partial_{t} \mathrm{~V}_{\mathcal{T}}(t) \\
\bullet
\end{array}\right]+\left[\begin{array}{ccc}
0 & -\mathcal{G}_{\mathcal{T}} & -\mathcal{G}_{\mathcal{F}} \\
\mathcal{G}_{\mathcal{T}}^{\dagger} & \mathcal{S}_{\mathcal{T} \mathcal{T}} & \mathcal{S}_{\mathcal{T} \mathcal{F}} \\
\mathcal{G}_{\mathcal{F}}^{\dagger} & \mathcal{S}_{\mathcal{F} \mathcal{T}} & \mathcal{S}_{\mathcal{F F}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{S}_{\mathcal{T}}(t) \\
\mathrm{V}_{\mathcal{T}}(t) \\
\mathrm{V}_{\mathcal{F}}(t)
\end{array}\right]=\left[\begin{array}{c}
0 \\
\mathrm{~F}_{\mathcal{T}}(t) \\
0
\end{array}\right]
$$

where the bullet stands for $\partial_{t} \bigvee_{\mathcal{F}}(t)$ which is irrelevant owing to the structure of the mass matrix. Notice that the third equation in (46) implies that

$$
\begin{equation*}
\mathcal{S}_{\mathcal{F} \mathcal{F}} \vee_{\mathcal{F}}(t)=-\left(\mathcal{G}_{\mathcal{F}}^{\dagger} \mathrm{S}_{\mathcal{T}}(t)+\mathcal{S}_{\mathcal{F} \mathcal{T}} \vee_{\mathcal{T}}(t)\right) \tag{47}
\end{equation*}
$$

and that the submatrix $\mathcal{S}_{\mathcal{F F}}$ is symmetric positive-definite. This submatrix is additionally blockdiagonal in the mixed-order case ( $k^{\prime}=k+1$ ), but this property is lost in the equal-order case ( $k^{\prime}=k$ ) because the use of the reconstruction operator in the stabilization couples all the faces belonging to the same cell.

### 4.2 Fully discrete scheme

A rather natural way to discretize in time the space semi-discrete problem (41) is to use a RungeKutta (RK) time-stepping scheme. RK schemes are defined by a set of coefficients, $\left\{a_{i j}\right\}_{1 \leq i, j \leq s}$, $\left\{b_{i}\right\}_{1 \leq i \leq s},\left\{c_{i}\right\}_{1 \leq i \leq s}$, where $s \geq 1$ is the number of stages. These coefficients are usually represented in the literature by the Butcher tableau. We consider explicit RK schemes (ERK) where the matrix $\left\{a_{i j}\right\}_{1 \leq i, j \leq s}$ is strictly lower-triangular (see (48), left) and singly-diagonally implicit RK schemes (SDIRK) where the matrix $\left\{a_{i j}\right\}_{1 \leq i, j \leq s}$ is lower-triangular (see (48), right). Examples of Butcher tableaux are given in Section 5 .

$$
\begin{array}{c|cccc}
c_{1} & 0 & \cdots & \cdots & 0  \tag{48}\\
c_{2} & a_{21} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
c_{s} & a_{s 1} & \cdots & a_{s, s-1} & 0 \\
\hline & b_{1} & \cdots & b_{s-1} & b_{s}
\end{array}
$$

$$
\begin{array}{c|cccc}
c_{1} & a_{11} & 0 & \ldots & 0 \\
c_{2} & a_{21} & a_{22} & \ddots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
c_{s} & a_{s 1} & \cdots & a_{s, s-1} & a_{s s} \\
\hline & b_{1} & \cdots & b_{s-1} & b_{s}
\end{array}
$$

The implementation of HHO-RK schemes is as follows. For simplicity, we only consider the algebraic realization of the schemes. For all $n \in\{1, \ldots, N\}$, given $\left(\mathrm{S}_{\mathcal{T}}^{n-1}, \mathrm{~V}_{\mathcal{T}}^{n-1}\right)$ from the previous time-step or the initial condition and letting $\mathrm{F}_{\mathcal{T}}^{n-1+c_{j}}:=\mathrm{F}_{\mathcal{T}}\left(t_{n-1}+c_{j} \Delta t\right)$ for all $1 \leq j \leq s$, one computes the intermediate values $\left\{\left(\mathrm{S}_{\mathcal{T}}^{n, i}, \mathrm{~V}_{\mathcal{T}}^{n, i}\right)\right\}_{1 \leq i \leq s}$ sequentially. For ERK schemes, one proceeds as follows:

1. Set $\left(\mathrm{S}_{\mathcal{T}}^{n, 1}, \mathrm{~V}_{\mathcal{T}}^{n, 1}\right):=\left(\mathrm{S}_{\mathcal{T}}^{n-1}, \mathrm{~V}_{\mathcal{T}}^{n-1}\right)$ and solve $\mathcal{S}_{\mathcal{F} \mathcal{F}} \mathrm{V}_{\mathcal{F}}^{n, 1}=-\left(\mathcal{G}_{\mathcal{F}}^{\dagger} \mathrm{S}_{\mathcal{T}}^{n, 1}+\mathcal{S}_{\mathcal{F} \mathcal{T}} \mathrm{V}_{\mathcal{T}}^{n, 1}\right)$.

2 . If $s \geq 2$, solve sequentially for all $2 \leq i \leq s$,

$$
\begin{align*}
{\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}}
\end{array}\right]\left[\begin{array}{l}
\mathrm{S}_{\mathcal{T}}^{n, i} \\
\mathrm{~V}_{\mathcal{T}}^{n, i}
\end{array}\right] } & =\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}}
\end{array}\right]\left[\begin{array}{l}
\mathrm{S}_{\mathcal{T}}^{n-1} \\
\mathrm{~V}_{\mathcal{T}}^{n-1}
\end{array}\right] \\
& +\Delta t \sum_{j=1}^{i-1} a_{i j}\left(\left[\begin{array}{c}
0 \\
\mathrm{~F}_{\mathcal{T}}^{n-1+c_{j}}
\end{array}\right]-\left[\begin{array}{ccc}
0 & -\mathcal{G}_{\mathcal{T}} & -\mathcal{G}_{\mathcal{F}} \\
\mathcal{G}_{\mathcal{T}}^{\dagger} & \mathcal{S}_{\mathcal{T \mathcal { T }}} & \mathcal{S}_{\mathcal{T} \mathcal{F}}
\end{array}\right]\left[\begin{array}{l}
\mathrm{S}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{F}}^{n, j}
\end{array}\right]\right) \tag{49}
\end{align*}
$$

and $\mathcal{S}_{\mathcal{F F}} \mathrm{V}_{\mathcal{F}}^{n, i}=-\left(\mathcal{G}_{\mathcal{F}}^{\dagger} \mathrm{S}_{\mathcal{T}}^{n, i}+\mathcal{S}_{\mathcal{F} \mathcal{T}} \mathrm{V}_{\mathcal{T}}^{n, i}\right)$.
3. Finally set

$$
\begin{align*}
{\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}}
\end{array}\right]\left[\begin{array}{l}
\mathrm{S}_{\mathcal{T}}^{n} \\
\mathrm{~V}_{\mathcal{T}}^{n}
\end{array}\right]:=} & {\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}}
\end{array}\right]\left[\begin{array}{l}
\mathrm{S}_{\mathcal{T}-1}^{n-1} \\
\mathrm{~V}_{\mathcal{T}}^{n-1}
\end{array}\right] } \\
& +\Delta t \sum_{j=1}^{s} b_{j}\left(\left[\begin{array}{c}
0 \\
\mathrm{~F}_{\mathcal{T}}^{n-1+c_{j}}
\end{array}\right]-\left[\begin{array}{ccc}
0 & -\mathcal{G}_{\mathcal{T}} & -\mathcal{G}_{\mathcal{F}} \\
\mathcal{G}_{\mathcal{T}}^{\dagger} & \mathcal{S}_{\mathcal{T} \mathcal{T}} & \mathcal{S}_{\mathcal{T} \mathcal{F}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{S}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{F}}^{n, j}
\end{array}\right]\right) \tag{50}
\end{align*}
$$

We emphasize that the HHO-ERK scheme is particularly effective in the mixed-order case $\left(k^{\prime}=\right.$ $k+1)$ since the submatrix $\mathcal{S}_{\mathcal{F F}}$ is then block-diagonal, whereas the scheme is somewhat less attractive in the equal-order case $\left(k^{\prime}=k\right)$ because a sparse linear solver is needed to invert $\mathcal{S}_{\mathcal{F F}}$.

For HHO-SDIRK schemes the face unknowns are not handled separately and there is a sparse linear system to be solved at each substage. One proceeds as follows:

1. Solve sequentially for all $1 \leq i \leq s$,

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}} & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\mathrm{S}_{\mathcal{T}}^{n, i} \\
\mathrm{~V}_{\mathcal{T}}^{n, i} \\
\bullet
\end{array}\right]=\left[\begin{array}{ccc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}} & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\mathrm{S}_{\mathcal{T}}^{n-1} \\
\mathrm{~V}_{\mathcal{T}}^{n-1} \\
\bullet
\end{array}\right]} \\
& +\Delta t \sum_{j=1}^{i} a_{i j}\left(\left[\begin{array}{c}
0 \\
\mathrm{~F}_{\mathcal{T}}^{n-1+c_{j}} \\
0
\end{array}\right]-\left[\begin{array}{ccc}
0 & -\mathcal{G}_{\mathcal{T}} & -\mathcal{G}_{\mathcal{F}} \\
\mathcal{G}_{\mathcal{T}}^{\dagger} & \mathcal{S}_{\mathcal{T} \mathcal{T}} & \mathcal{S}_{\mathcal{T F}} \\
\mathcal{G}_{\mathcal{F}}^{\dagger} & \mathcal{S}_{\mathcal{F} \mathcal{T}} & \mathcal{S}_{\mathcal{F F}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{S}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{F}}^{n, j}
\end{array}\right]\right) . \tag{51}
\end{align*}
$$

Notice that this is a linear system for the triple $\left(\mathrm{S}_{\mathcal{T}}^{n, i}, \mathrm{~V}_{\mathcal{T}}^{n, i}, \mathrm{~V}_{\mathcal{F}}^{n, i}\right)$ (which appears on both the left- and right-hand sides). An important observation in (51) is that the upper $2 \times 2$ submatrix associated with the cell unknowns $\left(\mathrm{S}_{\mathcal{T}}^{n, i}, \mathrm{~V}_{\mathcal{T}}^{n, i}\right)$ is block-diagonal (this is the case for $\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}}, \mathcal{M}_{\mathcal{T} \mathcal{T}}, \mathcal{G}_{\mathcal{T}}$, and $\mathcal{S}_{\mathcal{T} \mathcal{T}}$ ). Hence static condensation can be performed in (51) leading to a global transmission problem coupling only the face unknown $\mathrm{V}_{\mathcal{F}}^{n, i}$.
2. Finally set

$$
\begin{align*}
{\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}}
\end{array}\right]\left[\begin{array}{l}
\mathrm{S}_{\mathcal{T}}^{n} \\
\mathrm{~V}_{\mathcal{T}}^{n}
\end{array}\right]: } & =\left[\begin{array}{cc}
\mathcal{M}_{\mathcal{T} \mathcal{T}}^{\boldsymbol{\sigma}} & 0 \\
0 & \mathcal{M}_{\mathcal{T} \mathcal{T}}
\end{array}\right]\left[\begin{array}{l}
\mathrm{S}_{\mathcal{T}}^{n-1} \\
\mathrm{~V}_{\mathcal{T}}^{n-1}
\end{array}\right] \\
& +\Delta t \sum_{j=1}^{s} b_{j}\left(\left[\begin{array}{c}
0 \\
\mathrm{~F}_{\mathcal{T}}^{n-1+c_{j}}
\end{array}\right]-\left[\begin{array}{ccc}
0 & -\mathcal{G}_{\mathcal{T}} & -\mathcal{G}_{\mathcal{F}} \\
\mathcal{G}_{\mathcal{T}}^{\dagger} & \mathcal{S}_{\mathcal{T} \mathcal{T}} & \mathcal{S}_{\mathcal{T} \mathcal{F}}
\end{array}\right]\left[\begin{array}{c}
\mathrm{S}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{T}}^{n, j} \\
\mathrm{~V}_{\mathcal{F}}^{n, j}
\end{array}\right]\right) \tag{52}
\end{align*}
$$

Remark 4.4 (Energy balance). We do not explore theoretically the energy balance associated with HHO-ERK and HHO-SDIRK schemes. We refer the reader to [9] for energy identities satisfied by some two-stage and three-stage ERK schemes.

### 4.3 Bridge to HDG formulations

Inspired by [16] we relate the above space semi-discrete HHO formulation for the first-order wave equation to the space semi-discrete HDG formulation devised in [37]. Let us consider the local spaces $\boldsymbol{W}_{T}^{k}:=\mathbb{P}^{k}\left(T ; \mathbb{R}^{d}\right)$, $V_{T}^{k^{\prime}}:=\mathbb{P}^{k^{\prime}}(T ; \mathbb{R})$ for all $T \in \mathcal{T}_{h}$, and $M_{F}^{k}:=\mathbb{P}^{k}(F ; \mathbb{R})$ for all $F \in \mathcal{F}_{h}$. The unknowns in the space semi-discrete HHO problem (41) are the (time-dependent) quantities $\boldsymbol{\sigma}_{\mathcal{T}}=\left(\boldsymbol{\sigma}_{T}\right)_{T \in \mathcal{T}_{h}}$ with $\boldsymbol{\sigma}_{T} \in \boldsymbol{W}_{T}^{k}, v_{\mathcal{T}}=\left(v_{T}\right)_{T \in \mathcal{T}_{h}}$ with $v_{T} \in V_{T}^{k^{\prime}}$ and $v_{\mathcal{F}}=\left(\lambda_{F}\right)_{F \in \mathcal{F}_{h}}$ with $\lambda_{F} \in V_{F}^{k}$. We also set $\lambda_{\partial T}:=\left(\lambda_{F}\right)_{F \in \mathcal{F}_{\partial T}}$. The Dirichlet condition is enforced by setting $\lambda_{F}=0$ for all $F \in \mathcal{F}_{h}^{\partial}$. The $\lambda$-notation is introduced to facilitate the analogy with the HDG formulation.

Taking a test function in the first equation of (41) with a support localized in a single mesh cell $T \in \mathcal{T}_{h}$, and using the definition (17) of the gradient reconstruction $\boldsymbol{G}_{T}$, we infer that

$$
\begin{equation*}
\left(\partial_{t} \boldsymbol{\sigma}_{T}(t), \boldsymbol{\tau}_{T}\right)_{L^{2}(\rho ; T)}+\left(v_{T}(t), \nabla \cdot \boldsymbol{\tau}_{T}\right)_{L^{2}(T)}-\sum_{F \in \mathcal{F}_{\partial T}}\left(\lambda_{F}(t), \boldsymbol{\tau}_{T} \cdot \boldsymbol{n}_{T}\right)_{L^{2}(F)}=0, \tag{53}
\end{equation*}
$$

for all $\boldsymbol{\tau}_{T} \in \boldsymbol{W}_{T}^{k}$. This is the first equation in [37, Equ. (5)].
Before considering the second equation, we rewrite in a slightly different form the stabilization bilinear form $\tilde{s}_{h}$. In the mixed-order case $\left(k^{\prime}=k+1\right)$, we notice that we have

$$
\begin{equation*}
\tilde{s}_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right)=\sum_{T \in \mathcal{T}_{h}} \sum_{F \in \mathcal{F}_{\partial T}} \tilde{\tau}_{\partial T}\left(\Pi_{F}^{k}\left(v_{T \mid F}-\lambda_{F}\right), w_{T \mid F}-\mu_{F}\right)_{L^{2}(F)} \tag{54}
\end{equation*}
$$

where $w_{\mathcal{T}}=\left(w_{T}\right)_{T \in \mathcal{T}_{h}}$ and $w_{\mathcal{F}}=\left(\mu_{F}\right)_{F \in \mathcal{F}_{h}}$ (again, the $\mu$-notation is introduced to facilitate the analogy with the HDG formulation). In the equal-order case ( $k^{\prime}=k$ ), we first observe from (19) that $S_{\partial T}\left(\hat{v}_{T}\right)=S_{\partial T}^{\prime}\left(v_{T \mid \partial T}-\lambda_{\partial T}\right)$ with $S_{\partial T}^{\prime}: V_{\partial T}^{k} \rightarrow V_{\partial T}^{k}$ such that $S_{\partial T}^{\prime}:=\Pi_{\partial T}^{k}(\delta+((I-$ $\left.\left.\left.\Pi_{T}^{k}\right) R_{T}(0, \delta)\right)_{\mid \partial T}\right)$. Letting $\left(S_{\partial T}^{\prime}\right)^{*}: V_{\partial T}^{k} \rightarrow V_{\partial T}^{k}$ denote the adjoint operator of $S_{\partial T}^{\prime}$ with respect to the inner product of $L^{2}(\partial T)$, we obtain

$$
\begin{equation*}
\tilde{s}_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right)=\sum_{T \in \mathcal{T}_{h}} \sum_{F \in \mathcal{F}_{\partial T}} \tilde{\tau}_{\partial T}\left(\left(\left(S_{\partial T}^{\prime}\right)^{*} \circ S_{\partial T}^{\prime}\right)\left(v_{T \mid \partial T}-\lambda_{\partial T}\right), w_{T \mid F}-\mu_{F}\right)_{L^{2}(F)} \tag{55}
\end{equation*}
$$

The expressions (54) and (55) can be unified by writing

$$
\begin{equation*}
\tilde{s}_{h}\left(\hat{v}_{h}, \hat{w}_{h}\right)=\sum_{T \in \mathcal{T}_{h}} \sum_{F \in \mathcal{F}_{\partial T}} \tilde{\tau}_{\partial T}\left(\Phi_{T, F}\left(v_{T \mid \partial T}-\lambda_{\partial T}\right), w_{T \mid F}-\mu_{F}\right)_{L^{2}(F)}, \tag{56}
\end{equation*}
$$

with

$$
\Phi_{T, F}\left(v_{T \mid \partial T}-\lambda_{\partial T}\right):= \begin{cases}\Pi_{F}^{k}\left(v_{T \mid F}-\lambda_{F}\right) & \text { (mixed-order case) }  \tag{57}\\ \left(\left(\left(S_{\partial T}^{\prime}\right)^{*} \circ S_{\partial T}^{\prime}\right)\left(v_{T \mid \partial T}-\lambda_{\partial T}\right)\right)_{\mid F} & \text { (equal-order case) }\end{cases}
$$

Notice that $\Phi_{T, F}\left(v_{T \mid \partial T}-\lambda_{\partial T}\right)$ only depends on $\lambda_{F}$ in the mixed-order case, whereas it depends collectively on $\lambda_{\partial T}$ in the equal-order case.

We can now return to the second equation in (41). Considering first a test function ( $w_{\mathcal{T}}, 0$ ) with $w_{\mathcal{T}}$ supported on a single mesh cell $T \in \mathcal{T}_{h}$, and using again the definition (17) of the
gradient reconstruction $\boldsymbol{G}_{T}$ together with the above rewriting of the stabilization bilinear form $\tilde{s}_{h}$, we infer that

$$
\begin{equation*}
\left(\partial_{t} v_{T}(t), w_{T}\right)_{L^{2}\left(\frac{1}{\kappa} ; T\right)}+\left(\boldsymbol{\sigma}_{T}(t), \nabla w_{T}\right)_{L^{2}(T)}-\sum_{F \in \mathcal{F}_{\partial T}}\left(\hat{\sigma}_{T, F}(t), w_{T}\right)_{L^{2}(F)}=\left(f(t), w_{T}\right)_{L^{2}(T)}, \tag{58}
\end{equation*}
$$

for all $w_{T} \in V_{T}^{k^{\prime}}$, with the numerical flux trace (we omit the time dependency)

$$
\begin{equation*}
\hat{\sigma}_{T, F}:=\boldsymbol{\sigma} \cdot \boldsymbol{n}_{T}-\tilde{\tau}_{\partial T} \Phi_{T, F}\left(v_{T \mid \partial T}-\lambda_{\partial T}\right) . \tag{59}
\end{equation*}
$$

In other words, we recover the second equation in [37, Equ. (5)] and the definition of the numerical flux trace is similar to [37, Equ. (8)]. More specifically, in the mixed-order case the numerical flux trace only depends on $\lambda_{F}$ as is usually the case in HDG methods, i.e., we have $\hat{\sigma}_{T, F}:=$ $\boldsymbol{\sigma} \cdot \boldsymbol{n}_{T}-\tilde{\tau}_{\partial T} \Pi_{F}^{k}\left(v_{T \mid F}-\lambda_{F}\right)$, whereas in the equal-order case $\hat{\sigma}_{T, F}$ depends more collectively on $\lambda_{\partial T}$. Finally, we consider a test function in (41) of the form $\left(0, w_{\mathcal{F}}\right)$ with $w_{\mathcal{F}}$ supported on a single mesh interface $F \in \mathcal{F}_{h}^{\circ}$ with $F:=\partial T_{-} \cap \partial T_{+}$. We infer that $\left(\hat{\sigma}_{T_{-}, F}+\hat{\sigma}_{T_{+}, F}, \mu_{F}\right)_{L^{2}(F)}=0$ for all $\mu_{F} \in V_{F}^{k}$, and since $\hat{\sigma}_{T_{ \pm}, F} \in V_{F}^{k}$, this ensures the algebraic conservation of the numerical flux trace across the interface $F$.

The devising of HDG-SDIRK schemes has been studied in [37], whereas the devising of HDG-ERK schemes is pursued in [40]. Therein, although written in the HDG language, the key observation is the same as above for HHO-ERK schemes, namely that the stabilization submatrix $\mathcal{S}_{\mathcal{F F}}$ is block-diagonal for HDG schemes, and this allows for an efficient implementation of HDGERK schemes in terms of only cell unknowns (this is called a DG rewriting of the HDG scheme in [40]).

## 5 Numerical results

In this section, we evaluate numerically the various HHO schemes considered above on two types of test cases: test cases with analytical solution to report convergence rates for smooth solutions, and test cases with contrasted properties to study how the schemes can deal with this situation. We consider both equal-order and mixed-order settings for the HHO discretization. The implementation of HHO methods is discussed in [15] and an open-source software is available (see https://github.com/wareHHOuse/diskpp).

For the temporal discretization of the second-order formulation, we consider the implicit Newmark scheme (see Section 3.2) with parameters $\beta=\frac{1}{4}$ and $\gamma=\frac{1}{2}$ unless stated otherwise. We do not investigate further the leapfrog scheme since, as already observed, the handling of the face unknowns requires the inversion of a sparse matrix at each time-step, which hinders the efficiency expected for an explicit time-stepping scheme. For the temporal discretization of the first-order formulation, we consider RK schemes as described in Section 4.2. We consider $\operatorname{ERK}(s)$ schemes with $s$-stages of order $s$ with $s \in\{1,2,3,4\}$. Their Butcher tableaux are

| 0 0 |  |  | 0$\frac{1}{2}$1 |  |  | 0 | $\begin{aligned} & 0 \\ & \frac{1}{2} \\ & \frac{1}{2} \end{aligned}$ | 0$\frac{1}{2}$0 | 00$\frac{1}{2}$ | 000 |  | $\begin{aligned} & 0 \\ & 0 \\ & 0 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  |  | 0$\frac{1}{2}$ | 0 |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  | 1 | -1 | 2 |  | 1 | 0 | 0 |  |  |  |
|  |  |  |  | $\frac{1}{6}$ | $\frac{2}{3}$ | $\frac{1}{6}$ |  | $\frac{1}{6}$ |  |  | $\frac{1}{3}$ | $\frac{1}{6}$ |

We also consider $\operatorname{SDIRK}(s, s+1)$ schemes with $s$-stages of order $(s+1)$ with $s \in\{1,2,3\}$. Their

Butcher tableaux are

with $\gamma:=\frac{1}{\sqrt{3}}$ for $s=2$, and $\gamma:=\frac{1}{\sqrt{3}} \cos \left(\frac{\pi}{18}\right)+\frac{1}{2}, \delta:=\frac{1}{6(2 \gamma-1)^{2}}$ for $s=3$.

### 5.1 Test cases with analytical solutions

We consider a two-dimensional setting with $\Omega:=(0,1) \times(0,1), T:=1, \rho:=1$, and $\kappa:=1$. The data $f, p_{0}$, and $v_{0}$ are chosen according to the following analytic solutions:

1. Quadratic in time, so that the spatial error is the only error component:

$$
\begin{equation*}
p\left(x_{1}, x_{2}, t\right):=t^{2} \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \tag{60}
\end{equation*}
$$

2. Quadratic in space, so that the temporal error is the only error component:

$$
\begin{equation*}
p\left(x_{1}, x_{2}, t\right):=\sin (\sqrt{2} \pi t) x_{1}\left(1-x_{1}\right) x_{2}\left(1-x_{2}\right) \tag{61}
\end{equation*}
$$

3. Non-polynomial in space and in time:

$$
\begin{equation*}
p\left(x_{1}, x_{2}, t\right):=\frac{1}{\sqrt{2} \pi} \sin (\sqrt{2} \pi t) \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \tag{62}
\end{equation*}
$$

Notice that $f:=0$ in this case.
To verify the convergence rates we first consider uniformly refined sequences of quadrangular meshes with size $h:=2^{-l}$ and $l \in\{1, \ldots, 6\}$. The time step size is set to $\Delta t:=0.1 \times 2^{-l}$ with $l \in\{0, \ldots, 7\}$. We report the $L^{2}$ and $H^{1}$-errors at the final time. The $L^{2}$-error is evaluated using the cell component of the discrete solution and the $L^{2}$-orthogonal projection of the exact solution onto $V_{\mathcal{T}}^{k^{\prime}}$, whereas the $H^{1}$-error is evaluated using the reconstructed gradient of the discrete solution and the gradient of the exact solution. Notice that the evaluation of the $L^{2}$ error is the usual one in the context of HHO methods (and mixed finite element methods), and differs from the evaluation considered in the context of HDG methods where a post-processed solution has to be computed.

The results for the HHO-Newmark scheme are shown in Figures 1 and 2. We consider the equal-order case ( $k^{\prime}=k$ ). Similar results (not shown for brevity) are obtained in the mixed-order case $\left(k^{\prime}=k+1\right)$. We observe that the $L^{2}$-error converges optimally with rate $\mathcal{O}\left(h^{k+2}\right)$ and the $H^{1}$-error converges optimally with rate $\mathcal{O}\left(h^{k+1}\right)$, and, in both cases, second-order convergence in time is observed. Notice that in the left panel of Figure 2, the $L^{2}$-error for $k=2$ on the finest mesh is saturated by the time discretization error. Furthermore, the energy $\hat{E}^{n}$ is exactly conserved in agreement with Lemma 3.3 (see the right panel of Figure 2), and, as expected, this is no longer the case if one keeps the definition (39) of $\hat{E}^{n}$ with $\delta:=0$ but the value of the parameters $(\beta, \gamma)$ is slightly perturbed around the nominal value $\left(\frac{1}{4}, \frac{1}{2}\right)$.

The results for the HHO-SDIRK schemes are reported in Figures 3, 4, and 5. In Figure 3 we show the $L^{2}$ and $H^{1}$-errors as a function of the mesh-size for the analytic solution (60) in the mixed-order case (similar results not shown for brevity are obtained in the equal-order case). The time-stepping scheme is $\operatorname{SDIRK}(2,3)$. The stabilization parameter is $\tilde{\tau}_{\partial T}=\frac{1}{\rho c}=\mathcal{O}(1)$ in


Figure 1: HHO-Newmark scheme, equal-order case: errors as a function of the mesh-size for the analytic solution (60) (left panel) and as a function of the time-step for the analytic solution (61) (right panel, $k=2$ ).
the left panel and $\tilde{\tau}_{\partial T}=\frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}=\mathcal{O}\left(h_{T}^{-1}\right)$ in the right panel (see (42)). Interestingly we see that for both choices, the $H^{1}$-error converges optimally with rate $\mathcal{O}\left(h^{k+1}\right)$, whereas the convergence of the $L^{2}$-error is optimal with rate $\mathcal{O}\left(h^{k+2}\right)$ if $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ and suboptimal with rate $\mathcal{O}\left(h^{k+1}\right)$ if $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$. This loss of superconvergence (actually supercloseness) for the $L^{2}$-error when the stabilization parameter is $\mathcal{O}(1)$ is also observed when solving steady diffusion problems. In the left panel of Figure 4, we show the $L^{2}$ and $H^{1}$-errors as a function of the mesh-size for the analytic solution (62) using $\operatorname{SDIRK}(3,4)$ as the time-stepping scheme. We consider the equalorder case and $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$. Optimal convergence rates are obtained, of order $\mathcal{O}\left(h^{k+1}\right)$ in the $H^{1}$-norm and $\mathcal{O}\left(h^{k+2}\right)$ in the $L^{2}$-norm. In the right panel of Figure 4 we display the $L^{2}$ and $H^{1}$-errors as a function of the time-step for the analytic solution (61) using $\operatorname{SDIRK}(s, s+1)$ with $s \in\{1,2,3\}$. For both error norms, we recover the optimal convergence rates of order $\mathcal{O}\left(\Delta t^{s+1}\right)$. In Figure 5 we focus on the relative energy loss using $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ in the equal-order (left panel) and mixed-order (right panel) cases. The analytical solution is (62). We compare the use of the penalty parameter $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ (thin lines) and $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ (thick lines) for the polynomial degrees $k \in\{0,1,2\}$. Recall that there is no result on exact energy balance for HHOSDIRK schemes and that the stabilization bilinear form contributes as a dissipative term in the energy balance. Interestingly we observe that, in both equal-order and mixed-order cases, the relative energy loss is significantly decreased if the polynomial degree $k$ is increased, and that this loss is also decreased if the penalty parameter is tightened from $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ to $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$. This latter result may seem a bit surprising at first sight, but it indicates that tightening the penalty parameter decreases the jumps between the traces of the cell unknowns and the face unknowns and that this is the dominant effect so that altogether the dissipative contribution of the stabilization term diminishes as the penalty parameter is increased.

The results for the HHO-ERK(4) scheme are reported in Figures 6 where we consider the mixed-order case, $k \in\{0,1,2\}$, and $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ (left panel) or $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ (right panel). We report the $L^{2}$ and $H^{1}$-errors as a function of the mesh-size for the analytic solution (62). As for HHO-SDIRK, for $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ both errors converge optimally with rates $\mathcal{O}\left(h^{k+2}\right)$ and $\mathcal{O}\left(h^{k+1}\right)$, respectively, but for $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ both errors converge with rates $\mathcal{O}\left(h^{k+1}\right)$. As for HHO-SDIRK,


Figure 2: HHO-Newmark scheme, equal-order case: errors as a function of the mesh-size for the analytic solution (62) (left panel, $\Delta t=0.1 \times 2^{-7}$ ) and relative energy loss as a function of time (right panel, $h=2^{-6}, \Delta t=0.1 \times 2^{-7}, k=2$ ).
there is no result on exact energy balance for HHO-ERK schemes, and the stabilization bilinear form contributes as a dissipative term in the energy balance. We observe again that increasing the polynomial degree diminishes significantly the relative energy losses (figure omitted for brevity).

Another important aspect of $\operatorname{ERK}(s)$ schemes is their conditional stability in the form $c \frac{\Delta t}{h} \leq$ $\mu(k, s)$, where $\mu(k, s)$ is the nondimensional stability limit that depends on the polynomial degree $k$ and the number of stages $s$ of the ERK scheme. Values of $\mu(k, s)$ are reported in Table 1 for $s \in\{1,2,3,4\}$ and $k \in\{0,1,2,3\}$. These values are estimated by considering the mesh-sizes $h \in\left\{2^{-3}, 2^{-4}, 2^{-5}\right\}$, and for each mesh-size, flagging the value of the time-step as unstable if a relative energy increase of $\epsilon:=1 \%$ is observed in a time-step. The lowest value of $\mu(k, s)$ observed on the three meshes is reported. We consider the six combinations resulting from three choices of the stabilization parameter $\left(\tilde{\tau}_{\partial T}=\frac{1}{\rho c}, \tilde{\tau}_{\partial T}=\frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}\right.$, or $\left.\tilde{\tau}_{\partial T}=0.1 \frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}\right)$ and either $k^{\prime}=k$ (equalorder) or $k^{\prime}=k+1$ (mixed-order). Notice that the time-stepping scheme is genuinely explicit only in the mixed-order setting. The most favorable choices regarding the CFL condition are obtained in the mixed-order setting and taking either $\tilde{\tau}_{\partial T}=\frac{1}{\rho c}$ or $\tilde{\tau}_{\partial T}=0.1 \frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$. Interestingly we observe that the CFL restriction is more severe if the scaling factor 0.1 is omitted in the definition of $\tilde{\tau}_{\partial T}$. Moreover, in all cases, we observe that $\mu(k, s)$ essentially scales as $(k+1)^{-2}$ and slightly increases with $s$. We believe that the above dependence on $k$ is reasonable from a theoretical viewpoint since an inverse inequality is invoked to prove stability under a CFL condition. A more detailed study in the HHO setting is postponed to future work, and we refer the reader, e.g., to [9] for a study using stabilized continuous finite elements and dG methods. We also notice that the numerical results reported in [40] for HDG methods with $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ and an equal-order setting indicate a scaling of the CFL condition as $(2 k+1)^{-1}$. Finally we also tested the use of Strong-Stability Preserving ERK schemes with $s \in\{1,2,3\}$ from [39] and obtained similar results to those presented in Table 1.

We now consider polygonal meshes to illustrate the capability of the studied schemes to deal with such meshes. Figure 7 shows the first four (out of eight) polygonal meshes used for the convergence tests. These meshes have been generated using the software PolyMesher [41]. The mesh size is determined by the largest distance between two vertices of any polygonal cell. The


Figure 3: HHO-SDIRK $(2,3)$ scheme, mixed-order case: errors as a function of the mesh-size for the analytic solution (60). The stabilization parameter is $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ in the left panel and $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ in the right panel.
time step size is $\Delta t=0.1 \times 2^{-5}$ for the implicit schemes (HHO-Newmark and HHO-SDIRK $(3,4)$ ) and $\Delta t=\frac{h}{320}$ for the explicit HHO-ERK(4) scheme. The exact solution is (60). Figure 8 shows that the same optimal convergence rates in the $L^{2}$ and $H^{1}$-norms are obtained as for quadrangular meshes. Similar results (not shown for brevity) are obtained with $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ in the mixed-order case and with $\mathrm{HHO}-\operatorname{ERK}(4)$ in the equal-order case. In addition, similar results concerning the energy balance (not shown for brevity) are obtained in all cases.


Figure 4: HHO-SDIRK scheme, equal-order case and $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ : errors as a function of the mesh-size for the analytic solution (62) using $\operatorname{SDIRK}(3,4)$ (left panel, $\Delta t=0.1 \times 2^{-8}$ ) and errors as a function of the time-step for the analytic solution (61) using $\operatorname{SDIRK}(s, s+1)$ with $s \in\{1,2,3\}$ (right panel, $h=2^{-3}, k=3$ ).


Figure 5: HHO-SDIRK $(3,4)$ scheme: relative energy loss as a function of time in the equal-order (left panel) and mixed-order (right panel) cases. $\Delta t=0.1 \times 2^{-7}$ and $h=2^{-5}$. The analytical solution is (62).


Figure 6: HHO-ERK(4) scheme, mixed-order case, $k \in\{0,1,2\}, \tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ (left panel) and $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ (right panel): errors as a function of the mesh-size. The time step size is $\Delta t=\frac{h}{320}$, and the analytical solution is (62).

| $s \backslash k$ | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.03571 | 0.00862 | 0.00439 | 0.00215 | 0.11250 | 0.02500 | 0.01111 | 0.00909 |
| 2 | 0.04500 | 0.01098 | 0.00549 | 0.00319 | 0.45000 | 0.22500 | 0.12222 | 0.07857 |
| 3 | 0.05000 | 0.01364 | 0.00682 | 0.00398 | 0.50000 | 0.27500 | 0.15714 | 0.09999 |
| 4 | 0.05625 | 0.01500 | 0.00763 | 0.00446 | 0.55000 | 0.33000 | 0.16667 | 0.11250 |


| $s \backslash k$ | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.03548 | 0.00938 | 0.00709 | 0.00478 | 0.03444 | 0.01134 | 0.00859 | 0.00682 |
| 2 | 0.07500 | 0.02500 | 0.01222 | 0.00859 | 0.03913 | 0.01358 | 0.01059 | 0.00859 |
| 3 | 0.09000 | 0.03913 | 0.01915 | 0.01250 | 0.05000 | 0.02093 | 0.01324 | 0.00859 |
| 4 | 0.10000 | 0.04286 | 0.02093 | 0.01406 | 0.05294 | 0.02368 | 0.01452 | 0.00938 |


| $s \backslash k$ | 0 | 1 | 2 | 3 | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.02500 | 0.00714 | 0.00361 | 0.00159 | 0.11111 | 0.01562 | 0.01406 | 0.00918 |
| 2 | 0.02750 | 0.00785 | 0.00395 | 0.00174 | 0.36666 | 0.17142 | 0.11000 | 0.08333 |
| 3 | 0.03235 | 0.00895 | 0.00447 | 0.00205 | 0.43333 | 0.20000 | 0.13750 | 0.09999 |
| 4 | 0.05000 | 0.01100 | 0.00602 | 0.00311 | 0.55000 | 0.24000 | 0.16667 | 0.11111 |

Table 1: $\operatorname{HHO}-\operatorname{ERK}(s)$ schemes: stability limit $\mu(k, s)$ as a function of the number of stages $s \in\{1,2,3,4\}$ and the polynomial degree $k \in\{0,1,2,3\}$. The upper table is for $\tilde{\tau}_{\partial T}=\frac{1}{\rho c}$, the central table for $\tilde{\tau}_{\partial T}=\frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$, and the lower table for $\tilde{\tau}_{\partial T}=0.1 \frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$. In each table, the first four columns concern the equal-order case ( $k^{\prime}=k$ ) and the last four columns the mixed-order case ( $k^{\prime}=k+1$ ).


Figure 7: Polygonal meshes: the number of cells is $20 \times 2^{l}$ with $l \in\{0,1,2,3\}$.


Figure 8: Polygonal meshes: errors as a function of the mesh-size for the analytic solution (60). Top row: HHO-Newmark for equal-order (left panel) and mixed-order (right panel) cases, $\Delta t=$ $0.1 \times 2^{-5}$. Central row: $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ scheme, equal-order case, $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ (left panel) and $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ (right panel), $\Delta t=0.1 \times 2^{-5}$. Bottom row: HHO-ERK(4) scheme, mixed-order case, $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ (left panel) and $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}{ }_{24}(\right.$ right panel $), \Delta t=\frac{h}{320}$.

### 5.2 Test cases with contrasted properties

In this section, we consider two test cases of acoustic waves propagating through materials with contrasted properties. The first test case is one-dimensional and an analytic expression of the exact solution is available in the form of a series. The second test case is two-dimensional and there is no analytic solution available (at least in a bounded domain).

The one-dimensional test case has been considered in [34] to evaluate an explicit, secondorder, pseudo-energy conserving scheme. The spatial domain is partitioned as $\bar{\Omega}=\bar{\Omega}_{1} \cup \bar{\Omega}_{2}$ with $\Omega_{1}:=(0,0.5)$ and $\Omega_{2}:=(0.5,1)$. The final time is $T:=\frac{1}{2}$, and the wave speeds are $c_{1} \in\{1,2,10,50\}$ and $c_{2}:=1$. The source term is $f:=0$ and the initial conditions are obtained from the following exact solution:

$$
p(x, t):= \begin{cases}\sum_{k \geq 0}\left(\frac{c_{2}-c_{1}}{c_{2}+c_{1}}\right)^{k}\left(p^{*}\left(k+x-c_{1} t\right)-p^{*}\left(k-x-c_{1} t\right)\right), & x \in \Omega_{1}  \tag{63}\\ \left(\frac{2 c_{1}}{c_{2}+c_{1}}\right) \sum_{k \geq 0}\left(\frac{c_{2}-c_{1}}{c_{2}+c_{1}}\right)^{k} p^{*}\left(\frac{c_{1}}{c_{2}}\left(x-\frac{1}{2}\right)+k+\frac{1}{2}-c_{1} t\right), & x \in \Omega_{2}\end{cases}
$$

with $p^{*}(x):=\frac{1}{100} \exp \left(-20\left(x-\frac{1}{5}\right)^{2}\right)$. The initial condition corresponds to a wave located in $\Omega_{1}$ that propagates toward the interface at $x=\frac{1}{2}$, part of the wave is then reflected back to $\Omega_{1}$ whereas part of the wave penetrates into $\Omega_{2}$ where the oscillatory behavior is more pronounced as the velocity contrast is higher. The polynomial order in the HHO method is $k \in\{0,1,2\}$. Uniform meshes of size $h=0.1 \times 2^{-8}$ are considered. These meshes are fitted to the material interface located at $x=\frac{1}{2}$. The time step is set to $\Delta t=0.1 \times 2^{-9}$.


Figure 9: HHO-Newmark scheme, equal-order setting with $k=0$ (top-left), $k=1$ (top-right), $k=2$ (bottom-left), and $k=3$ (bottom-right). The velocity contrast is $\frac{c_{1}}{c_{2}}:=10$.

The results for the HHO-Newmark scheme are presented in Figure 9 for the equal-order setting and the polynomial orders $k \in\{0,1,2,3\}$. The velocity contrast is set to $\frac{c_{1}}{c_{2}}:=10$. We


Figure 10: $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ scheme, equal-order setting with $k=0$ (top-left), $k=1$ (top-right), $k=2$ (bottom-left), and $k=3$ (bottom-right). The velocity contrast is $\frac{c_{1}}{c_{2}}:=10$.
observe that the mesh resolution is not sufficient to capture the wave reflection for $k=0$, but the situation is substantially improved for $k=1$ although some dispersion effects remain visible. These effects gradually disappear as the polynomial degree is increased to $k=2$ and $k=3$. The results for the $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ scheme are presented in Figure 10 for the same setting. We can see that overall the accuracy is (much) better than for the HHO-Newmark scheme. In particular, for the polynomial degrees $k \in\{1,2,3\}$, the discrete solution predicted by $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ is essentially superimposed to the exact solution. The situation becomes more challenging as the velocity contrast is increased to $\frac{c_{1}}{c_{2}}:=50$. The results presented in Figure 11 are obtained at the shorter final time $T:=\frac{1}{4}$ and with the finer mesh-size $h=0.1 \times 2^{-9}$ (the time-step is kept to $\Delta t=0.1 \times 2^{-9}$ ). We can see that the wave penetrating into $\Omega_{2}$ is not captured when $k=0$, whereas it is relatively well-captured for $k=1$ and the accuracy improves further for $k=2$ and $k=3$. In Figure 12 we present the relative energy loss as a function of time for the HHO$\operatorname{SDIRK}(3,4)$ scheme, the equal-order setting, the polynomial degrees $k \in\{0,1,2,3\}$, and the velocity contrasts $\frac{c_{1}}{c_{2}} \in\{1,2,10,50\}$. We can see that, for all the values of the velocity contrast, the increase in the polynomial degree is beneficial to the accuracy of the energy balance, and that this effect is more pronounced when the velocity contrast is low. For instance, comparing $k=0$ to $k=3$, the relative energy loss at the final time $T=\frac{1}{2}$ is six orders of magnitude smaller for $\frac{c_{1}}{c_{2}}:=1$ and only a factor of three smaller for $\frac{c_{1}}{c_{2}}:=50$. Finally we mention that the HHO-ERK (4) scheme was also tested and similar results to those with $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ were obtained (not shown for brevity).

The second test case deals with the propagation of an initial Gaussian-like pulse through a two-dimensional heterogeneous domain. The spatial domain is partitioned into $\bar{\Omega}=\bar{\Omega}_{1} \cup \bar{\Omega}_{2}$ with $\Omega_{1}:=(0,1) \times(0,0.5)$ and $\Omega_{2}:=(0.0,1) \times(0.5,1)$. As shown in Figure 13, two types of


Figure 11: $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ scheme, equal-order setting with $k=0$ (top-left), $k=1$ (topright), $k=2$ (bottom-left), and $k=3$ (bottom-right). The velocity contrast is $\frac{c_{1}}{c_{2}}:=50$, the final time is shortened to $T:=\frac{1}{4}$, and the mesh-size is refined to $h=0.1 \times 2^{-9}$, whereas the time-step is kept to $\Delta t=0.1 \times 2^{-9}$.
meshes are used, composed of either quadrilaterals or polygons (the actual meshes used in the computations are finer). The meshes are fitted to the partition of the computational domain, and the subdomain $\bar{\Omega}_{1}$ is shown in light blue color. The number of cells is 16,348 for both meshes (corresponding to $h:=2^{-7}$ for the quadrilateral mesh). The final time is $T:=\frac{1}{4}$, and the wave speeds are $c_{1}:=5$ and $c_{2}:=1$. The source term is $f:=0$, and the initial condition is $p_{0}:=0$ and

$$
\begin{equation*}
v_{0}(x, y):=-\frac{4}{10} \sqrt{\frac{10}{3}}\left(1600 r^{2}-1\right) \pi^{-\frac{1}{4}} \exp \left(-800 r^{2}\right) \tag{64}
\end{equation*}
$$

with $r^{2}:=\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}, x_{c}:=\frac{1}{2}$, and $y_{c}:=\frac{1}{4}$. Owing to the shape of $v_{0}$, the initial profile leads to a so-called Ricker (or Mexican hat) wavelet. Dirichlet boundary conditions are enforced over the whole boundary of $\Omega$, so that the wave propagates inside the domain and is reflected at the boundary. There is no analytical solution available with such boundary conditions.

We compare the results obtained with the HHO-Newmark, $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$, and HHOERK(4) schemes. In Figure 14 we evaluate the influence of the discretization parameters for the HHO-Newmark scheme by reporting the velocity profiles as a function of time at two sensors, located at the points with coordinates $\left(\frac{1}{2}, \frac{1}{3}\right)$ and $\left(\frac{1}{2}, \frac{2}{3}\right)$. We consider the mixed-order setting and recall that $\tau_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$ since the second-order formulation is used. We can see from the upper row in Figure 14 that the influence of the time-step disappears for $\Delta t=0.025 \times 2^{-8}$ and from the central row that the influence of the polynomial degree disappears for $k=6$. The bottom row shows that the predictions on the quadrilateral mesh and the polygonal mesh overlap (recall that both meshes have the same number of cells). A similar study is performed in Figure 15 for


Figure 12: HHO-SDIRK $(3,4)$ scheme: relative energy loss as a function of time, equal-order setting with $k \in\{0,1,2,3\}$. The contrast factor is $\frac{c_{1}}{c_{2}}:=1$ (top-left), $\frac{c_{1}}{c_{2}}:=2$ (top-right), $\frac{c_{1}}{c_{2}}:=10$ (bottom-left), and $\frac{c_{1}}{c_{2}}:=50$ (bottom-right).
the $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ scheme with the mixed-order setting and $\tilde{\tau}_{\partial T}=\frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$. We can see from the upper row in Figure 15 that the influence of the time-step disappears for $\Delta t=0.025 \times 2^{-6}$ (four times larger than for HHO-Newmark) and from the central row that the influence of the polynomial degree disappears for $k=5$ (one order lower than for HHO-Newmark). The bottom row shows that the predictions on the quadrilateral mesh and the polygonal mesh overlap (as for HHO-Newmark). Figure 16 displays the two-dimensional velocity distributions predicted by the HHO-SDIRK $(3,4)$ scheme on the polygonal mesh at the times $t \in\{0.015625,0.03125,0.25\}$. We see that the simulation captures well the numerous reflections of the initial pulse at the boundary as well as the penetration of the wave into the upper subdomain. The velocity distributions are very similar to those predicted on the quadrilateral mesh (not shown for brevity), thereby confirming once again the capability of the scheme to handle polygonal meshes. Finally, in Figure 17 we compare the relative energy loss as a function of time for the HHO-Newmark, $\operatorname{HHO}-\operatorname{ERK}(4)$ (with $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ and $\Delta t=0.025 \times 2^{-9}$ ), and $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ schemes. As expected, the HHO-Newmark scheme delivers exact energy balance up to machine error, whereas the relative energy loss incurred by the HHO-ERK(4) and $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ schemes is of the order of less than a percent at the final time.

Finally, Table 2 reports some information on the CPU time and linear solve efficiency for the various schemes on the polygonal mesh. For HHO-Newmark, we consider $\Delta t:=0.025 \times 2^{-8}$ and $\left(k^{\prime}, k\right)=(7,6)$, whereas for $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$, we consider $\Delta t:=0.025 \times 2^{-6}$ and either $\left(k^{\prime}, k\right)=(6,5)$ or $(5,5)$. For HHO-ERK $(4)$, we consider $\left(k^{\prime}, k\right)=(6,5)$, but the value of the timestep depends on the CFL restriction which in turn depends on the choice for the stabilization. Our numerical experiments on this two-dimensional heterogeneous wave propagation problem give


Figure 13: Computational domain and meshes composed of quadrilaterals (left panel) and polygons (right panel).
$\Delta t:=0.025 \times 2^{-9}$ for $\tilde{\tau}_{\partial T}=\frac{1}{\rho c}, \Delta t:=0.025 \times 2^{-14}$ for $\tilde{\tau}_{\partial T}=0.1 \frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$, and $\Delta t:=0.025 \times 2^{-10}$ for $\tilde{\tau}_{\partial T}=0.01 \frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$. Notice that HHO-Newmark leads to 929,016 degrees of freedom (339,192 after static condensation), whereas $\operatorname{HHO}-E R K(4)$ and $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ lead to $1,191,856$ unknowns ( 290,736 for $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ after static condensation). The first three rows of Table 2 concern the genuinely explicit scheme (HHO-ERK with mixed-order setting), whereas all the other rows of Table 2 are concerned with schemes that require linear solves at each time step. There is one solve for HHO-Newmark and three solves for $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$. If enough memory space is available, a direct solver can be considered (the decomposition is preprocessed and stored once and for all), but otherwise an iterative solver has to be employed (the tolerance is set to $10^{-10}$ in our simulations). Specifically, we employed PARDISO sparse linear solver (Intel MKL library) for the direct solver and Eigen library implementations of CG (HHO-Newmark) and BiCGStab (HHO$\operatorname{ERK}(4)$ and $\operatorname{HHO}-\operatorname{SDIRK}(3,4))$ schemes for the iterative solvers. The reported time values represent the total time per step employed on all the CPUs. The executions were performed on a 8-core CPU (2.7 GHz Quad-Core Intel Core i7) with LPDDR3 memory ( 16 GB 2133 MHz ). All the implementations have been compiled with clang including the optimization level -03. The linear systems for $\operatorname{HHO}-\operatorname{ERK}(4)$ and $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ have the same size and sparsity pattern, but the matrices differ. In particular the matrix associated with $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ requires a static condensation procedure. The comparison of the various rows of Table 2 leads to the following conclusions. (i) If direct solvers are not allowed, the lowest overall runtime (time/step multiplied by the number of steps needed to reach final time) is achieved by the explicit scheme with $\tilde{\tau}_{\partial T}=\mathcal{O}(1)$ despite the CFL restriction (see the first line of Table 2); a similar conclusion was reached in [32] in the context of HDG-RK schemes. If the penalty parameter is $\tilde{\tau}_{\partial T}=\mathcal{O}\left(h_{T}^{-1}\right)$, the CFL restriction incurred by HHO-ERK (4) can be quite severe and appears to be sensitive to the scaling parameter multiplying $\frac{1}{\rho c} \frac{\ell_{\Omega}}{h_{T}}$ (see the second and third lines of Table 2). (ii) If direct solvers are allowed, the lowest overall runtime is achieved by HHO$\operatorname{SDIRK}(3,4)$. (iii) HHO-SDIRK $(3,4)$ performs better than HHO-Newmark; this is in part due to the higher polynomial degree required for HHO-Newmark. (iv) The choice of the stabilization parameter $\left(\mathcal{O}(1)\right.$ vs. $\left.\mathcal{O}\left(h_{T}^{-1}\right)\right)$ and the choice of $k^{\prime}$ (equal vs. mixed-order settings) do not have a strong effect on the efficiency of the implicit schemes.


Figure 14: HHO-Newmark scheme: velocity as a function of time predicted at sensors located at the points with coordinates $\left(\frac{1}{2}, \frac{1}{3}\right)$ (left panel) and $\left(\frac{1}{2}, \frac{2}{3}\right)$ (right panel). Upper row: time steps $\Delta t \in 0.025 \times\left\{2^{-6}, 2^{-7}, 2^{-8}, 2^{-9}\right\}, k=6$, polygonal mesh. Central row: polynomial degrees $k \in\{3, \ldots, 7\}, \Delta t=0.025 \times 2^{-8}$, polygonal mesh. Bottom row: comparison of quadrilateral and polygonal mesh, $\Delta t=0.025 \times 2^{-8}, k=6$.

## 6 Conclusions

We have devised and studied hybrid-high order (HHO) methods for the acoustic wave equation in the time domain. HHO methods for space semi-discretization were combined with either energy-preserving Newmark schemes or with Runge-Kutta schemes for the time discretization. Our schemes are implicit in time if the second-order formulation of the wave equation is retained, whereas explicit time-marching schemes are possible by using the first-order (mixed) formulation and considering a mixed-order polynomial setting for the cell and the face unknowns. We have also bridged the present schemes to the literature on hybridizable discontinuous Galerkin (HDG) methods. Our numerical results indicate optimal convergence rates for the errors in the $L^{2}$ and $H^{1}$-norms, support of polygonal meshes, and accurate handling of test cases with contrasted properties. Future work will be devoted to extend the present schemes to coupled problems combining acoustic and elastodynamic wave propagation.


Figure 15: $\operatorname{HHO}-\operatorname{SDIRK}(3,4)$ scheme: velocity as a function of time predicted at sensors located at the points with coordinates $\left(\frac{1}{2}, \frac{1}{3}\right)$ (left panel) and ( $\frac{1}{2}, \frac{2}{3}$ ) (right panel). Upper row: time steps $\Delta t \in 0.025 \times\left\{2^{-5}, 2^{-6}, 2^{-7}, 2^{-8}\right\}, k=5$, polygonal mesh. Central row: polynomial degrees $k \in\{2, \ldots, 6\}, \Delta t=0.025 \times 2^{-6}$, polygonal mesh. Bottom row: comparison of quadrilateral and polygonal mesh, $\Delta t=0.025 \times 2^{-6}, k=5$.
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