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Abstract: Within the framework of the Carcinologic Speech Severity Index (C2SI) INCaProject,
we  collected  a  large  database  of  French  speech  recordings  aiming  at
validatingDisorder Severity Indexes. Such a database will be useful for measuring the
impact of oraland pharyngeal cavity cancer on speech production. It will permit to
assess patients Qualityof Life after treatment. The database is composed of audio
recordings from 134 sessions andassociated metadata. Several intelligibility and
comprehensibility levels of speech functionshave been evaluated. Acoustics and
prosody have been assessed. Perceptual evaluation ratesfrom both naive and expert
juries are being produced. Automatic analyzes are being carriedout. It is intended to
provide speech therapists and physicians with objective tools, whichtake into account
the intelligibility and comprehensibility of patients which received cancertreatment
(surgery and/or radiotherapy and/or chemotherapy). The aim of this paper is tojustify
the necessity of such a corpus and to present its data collection. This C2SI corpus
willbe available to the scientific community through the Scientific Interest Group
Parolotheque.
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1 Introduction

The decreasing mortality in cancerology brings to light the necessity to reduce the impact
of treatments on the Quality of Life (QoL) after cancer. That particularly concerns head
and neck cancers (HNC), because their treatment can be mutilating and disabling. However,
the usual tools for assessing QoL are not relevant for measuring the impact of the treat-
ment on the main functions affected by the sequelae. And, there is a clear lack of uniform
methods for assessing functional outcomes. Measuring the impact on one or several of the
most altered functions after therapeutic care of a given tumoral localization would allow
for: 1. completing the expression of the therapeutic outcomes by functional forecast index,
2. adjusting the treatment in order to reduce its functional consequences. For the HNC, it
is mainly about impacts of (oral) communication and feeding (swallowing) [20]. QoL re-
search has, to date, failed to provide health care professionals with clinically relevant and
interpretable information that can guide treatment decisions. This has led researchers to
attempt to make commonly used research tools more accessible to the clinicians. Health-
Related Quality of Life (HRQoL) questionnaires reflect the disease impact or functional
deficits on general well-being [6] by developing questions modules dedicated to the spe-
cific consequences of this disease or physiological function. But validated tools to measure
the functional outcomes of carcinologic treatment are still missing, in particular for speech
disorders. Some assessments are available for voice disorders in laryngeal cancer, but they
are based on very poor tools for oral and pharyngeal cancers, dwelling on the articulation
of speech rather than on the voice. Given that the usual tools to assess QoL are not rele-
vant to measure the impact of the treatment on the main functions affected by the sequelae,
and given that automatic speech processing tools are necessary for unbiased and objective
assessments of communication deficiency caused by a speech disorder, we set out to de-
velop a severity index of speech disorders describing the outcomes of therapeutic protocols
supplementing the commonly used survival rates. The aim is to perform an audio recording
of the patient’s speech and to compute the intelligibility of the utterances produced with
the aim to get a score. Middag presented a new method that predicts running speech intel-
ligibility in a robust way [19]. This method is text-independent and robust to differences
in regional variations of Dutch/Flemish, hence robustly applicable to patients treated for
HNC. Therefore, our hypothesis is that an automatic assessment technique can measure the
impact of speech disorders on the communication abilities, by giving a severity index of
speech for patients treated for HNC, more particularly for oral and pharyngeal cancers. We
will name this index the Carcinologic Speech Severity Index (C2SI). Speech intelligibility
is the usual way to quantify the severity of neurologic speech disorders. But this measure
is not valid in clinical practice because of several difficulties, such as the familiarity effect
experienced by clinicians with their patients’ speech disorder, and the poor inter-judge re-
producibility. Moreover, the scores do not accurately reflect listeners’ comprehension. In
order to develop and evaluate this C2SI, a project has been funded from 2014 to 2018 by the
French National Cancer Institute (Grant INCa SHS 2014-135) including the following part-
ners: (1) University Hospital Toulouse, (2) LPL laboratory from Aix-Marseille University,
(3) Octogone-Lordat from Toulouse University, (4) LIA laboratory from Avignon Univer-
sity, (5) IRIT laboratory from Toulouse University. This C2SI project aims to create a speech
corpus and to determine an automatic intelligibility measure. The C2SI corpus is presented
in this paper. The structure and the list of tasks performed by each speaker are presented in
section 2. Section 3 presents the available material, and some statistics run on the corpus are
reported in section 4.
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2 Why did we build this corpus?

To cover the broad spectrum of intelligibility and comprehensibility aspects, we wanted to
analyze speech distortions at different levels, involving several speaking tasks in order to
apply complementary assessment methods. We also needed individual information through
Quality of Life questionnaires.

2.1 Distortions during speech production

2.1.1 Voice signal

In general, low intelligibility is seen as a consequence of poor speech articulation, leading to
the belief that there is a weak correlation between voice production and speech intelligibility.
However, results from [25] indicate that ”Patients with severe voice disorders showed very
low intelligibility in spite of their intact articulation and prosody.” A confirmation can be
found in [24]. For instance, the capacity to hold a vowel more than five seconds in one breath
is a minimal condition for a correct speech production. Recording such a sustained vowel
(AAA) is a basic task linked to the aerodynamic/acoustic source performance of the speaker.
This can also give indications on the speaker’s breathing capacity. However, whereas mea-
suring the voice level is really important in the case of laryngeal disease like, for instance,
laryngeal cancers, this may not be the case with oral cavity cancers. If the relation ”bad voice
equal poor intelligibility” seems to be true, the reciprocal is false. Another way to state this
is to say that a good voice is a necessary but not sufficient condition for good intelligibility.

2.1.2 Articulation quality

As a first proposal, we can give a definition of intelligibility of a speaker as the performance
by a listener to recognize the words and / or the sounds of the speech produced by the
speaker. We are close to the concept of articulation quality, and the idea is to take into ac-
count the accuracy of the phonetic realization. Sadly, intelligibility tests are performed with
sentences or words extracted from a restricted list of items. The limitation of this type of test
is the ability for listeners to restore the distorted sequences after some time of exposure to the
same stimuli. This effect is emphasized when auditors have a strong knowledge of the words
used in the test, and when these words are unambiguous and therefore strongly predictable,
as in the FDA tests proposed by [8,9]. These restoration effects are clearly observable in
speech-language pathologists who make such an extensive use of these lists that they even-
tually know them by heart. The bias associated with this knowledge, and therefore with the
strong influence of the top-down perceptual mechanisms, results in an overvalued intelligi-
bility score because the phonemic restoration of the listener makes production distortions
opaque [31,27]. The solution we adopted consists in using large quantities of pseudo-words
complying with the frequent phonotactic structures of the speakers native language, in order
to completely neutralize the effects of lexicality, familiarization and learning of the items
by listeners [13]. Finally, listeners are confronted with a task that is similar to Acoustic-
Phonetic Decoding (DAP) followed by a written transcription. The closer the transcription
of the pseudo word to the target form, the better its intelligibility. We can make a quick calcu-
lation by simply counting the number of correctly recognized phonemes. We can also refine
the method by counting the number of different phonetic features between the phonemes of
the expected form and those of the transcribed form.
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2.1.3 Continuous speech

In order to evaluate speech comprehension, it is important to go beyond the simple tests on
isolated words.

1. We introduced a Sentence Verification Tasks (SVT) in order to assess the global compre-
hension of running speech. In this task, speakers read a set of sentences. The semantic
content of each sentence can be true (ex: “January is a winter month”) or false (ex: “Jan-
uary is a summer month”). In the perception evaluation, participants are presented with
a variety of utterances across several knowledge domains and have to decide as fast as
possible if these statements are true or false [23]. The accuracy score and the response
time are both used as indicators of the comprehension process. Indeed, when auditors
need to understand the linguistic content of a message and perform an appropriate re-
sponse [True or False], the quality of the acoustic-phonetic information of the speech
signal plays an important role both in the speed and accuracy of the answer provided.

2. We also used a very common task, whereby speakers had to read a Short Text (LEC).
This type of spoken communication is very useful because it integrates most of the
linguistic levels (phonetic, lexical, syntactic, semantic) in a comparable way between
speakers. It makes it possible to produce automatic phonetic alignments, even if the
speech production is very altered. Speech rate, prosody, consonant and vowel precision,
pauses and other speech features may be easily extracted and compared between the
normal and patient groups.

2.1.4 Prosodic specific level

In spoken language, prosodic cues are at the interface of other linguistic levels and ful-
fill various functions in both message encoding and decoding. Prosody helps structuring
utterances by indicating linguistic units’ boundaries, thus fulfilling a syntactic function. It
also serves the purpose of indicating sentence modality (assertion, interrogation, order...) by
precise variations of the intonation contours. Prosodic devices such as focalization (strong
accentual marking) are also used to highlight the central information of a message. Beyond
these communicative functions, the coherent production of prosodic cues partakes in the flu-
ency of utterances and their temporal organization. Prosody’s multiple functions in speech,
as well as its interaction with all levels of linguistic structuring, makes it an essential, in-
dispensable feature of speech comprehensibility. Some models describe prosody as a tool
for compensatory / palliative strategies to segmental alterations. In other words, speakers
would tend to amplify the prosodic cues in their productions to make up for the loss of in-
telligibility / comprehensibility, may it be due to ambient noise or pronunciation difficulties
(theory of speech adaptability, for communication optimization purposes [17]). The patients
we focus on in this project have undergone treatment at the supra-laryngeal level of their
anatomy (glossectomy, mandibulectomy for example). Theoretically, these treatments are
not expected to impact on the production of the laryngeal flow or on prosodic indices, even
though some types of treatment may lead to a stiffening of the tissues beyond the treated
area and, consequently, to a functional impairment of the larynx. We thus hypothesize that
these speakers will obtain satisfactory results in the perceptual assessments with regard to
the preservation of prosodic functions despite these peripheral risks: it will be difficult to
distinguish between the patient and control groups solely on the basis of their scores, partic-
ularly during these tasks where the segmental information is negligible (syntax and modal-
ity). However, we believe that the articulatory damages on patients will have an impact on
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the response time of listeners’ perception. Indeed, the alteration of patients’ speech should
result in increased difficulties of listeners’ comprehension. The three prosodic tasks that we
propose are designed to evaluate which structural functions of prosody are most affected by
these types of cancer:

1. Modality Function (MOD): prosodic marking of assertion, question and injunction, by
intonation contour shapes and directions.

2. Pragmatic Focus (FOC): this task required speakers to mark the pragmatic focus by
highlighting the important information of an utterance by sole prosodic cues.

3. Syntactic Disambiguation (SYN): speakers had to solve syntactic ambiguity by prosodic
means in syntagms composed of two nouns and an adjective, where the adjective either
applied to both nouns (high syntactic attachment) or to the last noun (low syntactic
attachment).

These tasks are taken from [2] who adapted [18] and [1] for clinical use. Speakers’
capacity to properly use prosodic cues in these different tasks is then used for perceptual
evaluation tests on naive, healthy listeners [21].

2.1.5 Spontaneous speech

In everyday speech, top-down effects are used to decode continuous speech. This is why
spontaneous speech is very often used for assessing intelligibility [32]. In order to reduce
speech predictability, we recorded patients and controls in a picture description task (DES),
as well as in a free task where they had to spontaneously comment on a text they had read
just before (SPO). Indeed, recording spontaneous speech can also be interesting to assess
the comprehensibility of a text. But the evaluation of an index based on these recordings is
not easy because semantics may widely vary. However, this task could also be analyzed in
order to confirm the other indexes used in the perceptual analyzes.

2.2 Self Assessment questionnaires

Self-assessment questionnaires are used in practice to evaluate QoL in its several dimen-
sions. The main generic quality of life questionnaire is the MOS-SF36 [30]. It is validated
in all kinds of illnesses and explores physical as well as mental health disorders. Handicap
self-assessment questionnaires were proposed for various functions of the upper aerodiges-
tive tract (UADT). The Speech Handicap Index (SHI) for speech [26] is validated for HNC.
The Phonation Handicap Index (PHI) is a similar tool for French, which is however validated
for all kinds of speech production disorders [10]. The relationships between QoL question-
naires and Handicap questionnaires have often been analyzed, with the former being used
to validate the contents of latter. Strong correlations (0.7 to 0.9) were computed between the
SHI and the speech domain of the QoL questionnaire. This correlation is much lower, if not
absent, regarding the other domains [4,7,29]. Because using the Handicap questionnaire
targeting a specific function is well correlated to the domains of the QoL questionnaires,
we selected the generic QoL questionnaire (SF36) and the specific speech related handicap
questionnaire (SHI and PHI) in order to integrate the communication dimension.
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3 Speech Tasks

3.1 Sustained vowel AAA

These recordings consist in the production of 3 sustained /a/. A sustained vowel gives in-
formation about voice level, phonation time, stability, harmonics contents, noise, unvoiced
segments, etc.

3.2 Pseudo-words DAP

Each speaker had to pronounce 52 pseudo-words. The pseudo-words have the following
phonotactic structure : C(C)1V1C(C)2V2, where C(C)i was an isolated consonant or a con-
sonant cluster. Such a combinatorial method made it possible to generate around 90000
pseudo-words. Each list contained the same amount of phonemes in C1, V1, C2 and V2 po-
sition, but in different combinations for each speaker [13]. Real words have been removed
from the dictionary. See table 1 for a list example with these constraints.

Table 1 Example of a pseudo words list for DAP

spofo stoumo vurtant muja teilli charou
chubra blania leba quermant neji jarant
quindu yainzou yopta froubin finto joucant
danfin psitrin squigu tichu ranto pridi
sonin gorquin crazu zouilla vougou grispi
trufru plirbi dinli lanchin banant soublou
brussa cliflu glepa zacrin ruvo pampou

floniant drapro manlo nemou nioucou
poglu bimpsi guevant finsi nianscou

To facilitate the production of pseudo-words by speakers, we used the software Perceval
Lancelot1. The speaker was placed in front of a screen, and the pseudo-words were auto-
matically displayed while a sound version was produced synchronously. This dual modality,
visual and auditory, made it possible to limit reading errors. Given the large size of the
corpus (89346 possible forms), the sound versions was computed using the Voxygen syn-
thesis2. The recordings were then segmented semi-automatically, and each pseudo-word was
automatically extracted in a separate audio file.

3.3 Sentences SVT

A list of 150 pairs of true/false sentences were created from [22], others from [33], while
the remaining sentence pairs were created by the members of the C2SI project. These sen-
tences have a specific syntactic-semantic structure, whereby the true or false property can be
checked only when the last lexical unit was produced (e.g. ”Paris is the capital of France” vs.
”Paris is the capital of Germany”). Consequently, it is necessary to decode and understand
the whole sentence before coming up with the answer.

1 http://www.lpl-aix.fr/~lpldev/perceval/
2 http://voxygen.fr/

http://www.lpl-aix.fr/~lpldev/perceval/
http://voxygen.fr/
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A set of 50 sentences selected from the list of 300 sentences was produced by each
speaker.

3.4 Text LEC

The first paragraph of ”La chèvre de M. Seguin”, a tale by Alphonse Daudet, was read by
the speakers. This text was chosen because it is long enough and it encompasses all French
phonemes. It is also well known and widespread in clinical phonetics in France [14]. Here
is the full plain text: ”Monsieur Seguin n’avait jamais eu de bonheur avec ses chèvres. Il
les perdait toutes de la même façon. Un beau matin, elles cassaient leur corde, s’en allaient
dans la montagne, et là-haut le loup les mangeait. Ni les caresses de leur maitre, ni la peur
du loup rien ne les retenait. C’était parait-il des chèvres indépendantes voulant à tout prix
le grand air et la liberté.”

3.5 Prosodic tasks

3.5.1 Modality function MOD

The modality task consists in the production of ten identical sentences with 3 different
modalities: assertion, question and injunction (You eat pastas ?/./!). Each speaker recorded
10 different scripts uttered with the 3 modalities. Each script was presented on a computer
screen, with the expected prosodic modality indicated by either of the 3 punctuation marks
(’.’ ’?’ ’!’).

3.5.2 Focus function FOC

In the focus task [2], speakers had to resolve a paradigmatic opposition (contrastive focus)
between two words given in an auditorily presented sentence so as to prosodically highlight
the relevant word (”Did you see a duck or a pig in the garden?” with the written answer:
“I saw a DUCK in the garden”). Each speaker recorded the same set of 20 sentences, for
which they had to produce the proper focus as scripted, following the audio presentation of
the question.

3.5.3 Syntactic function SYN

The syntactic task [2,1] consists of similar written scripts that only prosody can disam-
biguate. For example, in the sentence “les chevaux et les poneys blancs” (eg. “White horses
and poneys”: note that the adjective in French is at the end of the sentence), the adjective
“blancs” (eg. ”white”) can either apply to the second noun only (narrow scope) or to the two
nouns (broad scope): prosodic cues such as final lengthening, pause and f0 excursions can
give the proper syntactic parsing (either ”les chevaux // et les poneys blancs” or ”les chevaux
et les poneys // blancs”).

Each speaker recorded 13 scripts with two syntactic conditions (narrow vs. broad scope
of adjective). The sentences were written on a computer screen, with the expected syntactic
grouping indicated visually by vertical bars.
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3.6 Picture description DES

The subject was asked to choose one amoung several pictures representing a similar scenery
(the sea with boats). Each subject had to describe the picture to the examiner so that the
latter could redraw it just on the basis of the oral explanations.

3.7 Spontaneous speech SPO

The patient had to give his/her opinion on the questionnaire that he/she has to fill out before
the recording session. He/she had to speak for at least 3 minutes. This task allows us to
collect spontaneous speech recordings with no constraint on the sentences.

4 Corpus description

4.1 Population

The number of patients to recruit in this database was estimated statistically on the following
constraints : We expected the correlation between the automatic index and the perceived
index given by the jury to be as high as 0.86 correlation, similar to the one achieved in the
work done by the University of Ghent [19].

The size of the sample influences the precision of this estimation, a bigger sample bring-
ing a bigger precision (characterized by a narrower confidence interval). To obtain a 95%
confidence interval, the width of which is not superior to 0.15 around a coefficient of 0.8,
it is necessary to recruit 94 patients. In September 2017, we recorded 134 sessions, that
represents 87 patients and 40 control speakers. 7 patients were recorded twice. That is su-
perior to the corpus used in [19], which contained recordings and perceptual evaluations
of 55 patients with advanced Head and Neck Cancer who were treated with concomitant
chemoradiotherapy. The patients were recruited in the three main departments of Toulouse
managing patients with HNC (ENT department of the University Hospital, Cancerology de-
partment of the Institut Claudius Regaud (surgery and radiotherapy), Maxillofacial surgery
department of the Toulouse University Hospital). They were selected from the lists of car-
cinologic follow-up consultations of these 3 departments. These departments are part of the
University Institute of Cancer in Toulouse (IUC-T) and associated with the unit of ”Onco-
réhabilitation” which is located at the IUC-T Oncopole. These patients had to meet the
following inclusion criteria:

– have a T1 to T4 cancer of the oral cavity and/or pharynx;
– have been treated by surgery and/or radiotherapy and/or chemotherapy;
– be more than 6 months after the end of treatment to ensure stability of the speech disor-

der, whether audible or not.

Similarly, the criteria for non-inclusion were to present another source of speech disorders
(eg. stuttering) or to present cognitive or visual problems that are incompatible with the
assessment protocol design. These non-inclusion criteria were also used for the recruitment
of the control population. Among the patients, 51 (59%) were men, and the mean age was
65.8 years old (range 36-87).

40 healthy controls (HC) were recruited. 18 control speakers (45%) were men. Figure 1
presents the age distribution of patients and controls. The control group’s mean age was sig-
nificantly different from the patients (56.9 years old, range 35-79, p=0.003 Mann-Whitney).
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Fig. 1 Age distribution of the patients and controls groups

4.2 Metadata

Individual metadata were collected for each speaker. They comprise civility information
such as age, gender, birth and area of residence (French department), as well as clinical in-
formation including the anatomical region affected by the cancerous lesion, values of T and
N criteria from UICC Tumor/Node/Metastasis (TNM) classification [5] (the internationally
accepted standard for cancer staging by the UICC journals), treatment type (surgery, radio-
therapy, chemotherapy), time in months since the end of treatment.

The research protocol was reviewed by the Research Ethics Committee3 (CER) from the
University Hospital Centre of Toulouse. CER analyses ethical aspects of research protocols
directly or indirectly involving humans. They approved the C2SI protocol on May 17th,
2016. A processing declaration which purpose is ”the recording of the speech of patients
treated for ENT cancer” was registered with the Commission Nationale de l’Informatique et
des Libertés (CNIL) on July 24th, 2015 under number 1876994v0.

4.3 Questionnaires

The SHI and PHI health related quality of life questionnaires presented in 2.2 are given to
the patients just before the audio recordings. The SHI is composed of 30 questions shared
between two dimensions (symptoms and psycho-social). The PHI is a 15 items questionnaire
with 3 dimensions (symptoms, functional consequences and emotional).

4.4 Recordings

The speakers were comfortably seated in an anechoic room in front of a computer (see
figure 2). The computer was used to visually display instructions and corpus. For some
tasks, the instructions were also produced with an auditory modality (ex: pseudo-words
in DAP task). The recordings were made with a Neumann TLM 102 Cardioid Condenser
Microphone connected to a FOSTEX digital recorder. The sampling rate was 48 kHz, which
facilitates the downsampling to 16 kHz, usually used in automatic speech processing.

87 patients and 40 control speakers were recorded in the corpus. Unfortunately, despite
a similar generic recording protocol, some patients and control speakers did not carry out

3 https://www.univ-toulouse.fr/actualites/comite-d-ethique-de-recherche-cer

https://www.univ-toulouse.fr/actualites/comite-d-ethique-de-recherche-cer
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Fig. 2 Photography of the anechoic room for audio recordings

all the tasks. Table 2 provides detailed information related to the tasks such as the number
of speakers performing each task, the mean duration per recording as well as their total du-
ration. It can be pointed out that 5 patients were recorded twice, performing all the protocol
tasks. Similarly, 2 patients performed all the tasks except the spontaneous task, and a final
patient was recorded twice on the AAA, LEC and DES tasks only. Regarding now the medi-
cal information, the inclusion criteria were balanced regarding tumor localization (see figure
3): 39% of oral cavity cancer (Floor of mouth, Tongue, Retromolar Area and Mandibula),
and 61% of oropharyngeal cancer (Tonsil, Root of tongue, Soft Palate and when there is a
larger extension “OroPharynx”).

Figure 4 presents the treatment distribution of patients. The most frequent treatment
related to the size of the tumors is surgery (84%). The resection of the tumor (ChirT) is
associated with the node resection (ChirN) followed in 40% by a chemoradiotherapy (RT-
chimio) and in 37% by radiotherapy (RT) only.

5 Enrichment Data

5.1 Human perception evaluation

The recorded material was processed in order to produce perceptual indexes. For the data
DAP, MOD, SYN, FOC and SVT, the set of stimuli of all speakers was played back to a set
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Table 2 Information about speakers and tasks: number of speakers having carried out a given task (#FC:
Female Control speakers - #FP: Female Patients - #MC: Male Control speakers - #MP: Male Patients), mean
duration of recordings per task, total duration per task

Nb of speakers Mean duration
Task #FC - #FP - #MC - #MP per recording Total duration

(in seconds) (in seconds)
Questionnaires
SHI 6 - 30 - 5 - 50 - -
PHI 6 - 29 - 5 - 48 - -
SF36 12 - 35 - 8 - 49 - -
Speech Tasks
AAA 16 - 35 - 10 - 48 8.6 2978
DAP 21 - 36 - 18 - 44 188.6 24134
SVT 20 - 34 - 18 - 48 207.4 25920
LEC 21 - 33 - 18 - 47 33.1 3768
MOD 22 - 33 - 18 - 47 141.2 17645
FOC 22 - 33 - 18 - 46 192.7 25052
SYN 22 - 33 - 18 - 44 167.1 19889
DES 14 - 35 - 10 - 46 69.6 9397
SPO 15 - 34 - 10 - 43 66.0 7064

Fig. 3 Tumor Localization Distribution

of listeners via the Perceval Lancelot software4. We collected a large amount of perceptual
data, allowing us to issue quantified indicators related to our data.

– DAP: All the 52 pseudo-words pronounced by every speaker of the database were
transcribed 3 times. 40 naive listeners were involved in order to transcribe the 52 *
119 speakers = 6188 stimuli. Listeners were confronted with a task that can be con-
sidered as acoustic-phonetic decoding followed by a written transcription. The mean

4 http://www.lpl-aix.fr/~lpldev/perceval/

http://www.lpl-aix.fr/~lpldev/perceval/
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Fig. 4 Patients treatment distribution

distance between the transcribed and expected response is considered as a score of
(un)intelligibility. For the comparison operation, we used a Wagner-Fischer algorithm
that integrates the phenomena of insertion, elision and substitution of units. In our
case, this calculation of Levenshtein distance is not based on orthographic units but
on phonemes [13]. Indeed, on the orthographic forms, in a traditional way, the distance
between 2 graphemes is null if they are equal and is equal to 1 if they are different. In the
case of phonemes, it is possible to introduce more subtle nuances because, for example,
we can consider that a confusion between two vowels does not have the same weight
as between a vowel and a voiceless consonant. We used the phonetic features theory to
establish the local distance. In our preliminary results, we validated this measure which
is discriminant between healthy speakers vs. patients. The measure is strongly corre-
lated with the clinical severity index. Moreover, eperiments show that the method is not
biased by a learning effect by the listeners.

In order to perceptually evaluate 3 times each recorded sentence for SVT (4816 sentences),
FOC (1969 sentences, MOD (2860 sentences) and SYN (2513 sentences) tasks, the record-
ings were presented to 147 naive listeners:

– MOD: the recordings were presented to naive listeners, who had to recognize which
modality was intended, between assertion, question and injunction [21].

– FOC: Each sentence previously recorded was thereafter associated with a congruous
(”Qu’as-tu vu dans le jardin, un cochon ou un canard ?” / eg. ”What did you see in the
garden, a pig or a duck?”) or incongruous (”Où as-tu vu un canard, dans le jardin ou
dans la cour ?” eg. ”Where did you see a duck in the garden or in the yard?”) question.
Listeners had to judge whether the perceived focus was congruous or incongruous in the
manipulated dialogues.

– SYN: Each recorded sentence was presented to naive listeners who had to choose be-
tween two pictures representing either one or the other syntactic reading (narrow vs.
broad scope of adjective).
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– SVT: The sentences were evaluated by 3 naive listeners who had to judge whether the
sentence presents a true fact or an incorrect one. This produces an indicator based of the
global comprehensibility of the sentence recorded.

A perception score was thereafter calculated for each speaker*task (SYN, FOC, MOD and
SVT). These scores ranging from 0 to 3 correspond to the mean of each perceptual eval-
uation obtained during the test. Mean listener’s reaction times were also calculated. These
perceptual scores were correlated to an index of severity (estimated by 5 healthcare profes-
sionals) as reported in [21]. It appears that the mean SVT score is strongly correlated to this
index of severity (r = .81, p.<.001) and thus can serve as a rating of the global comprehen-
sibility of speakers whereas prosodic tasks’ mean scores are moderately correlated to the
severity index (FOC : r = .56, p<.001 , MOD : r = .44, p<.05 ; SYN : r = .53, p<.001),
indicating that tested prosodic functions seem overall preserved in the patients’ speech.

– LEC and DES: With the data obtained on read and spontaneous speech, an index of
severity (alteration of speech signal) and subjective intelligibility was produced by a
set of six experts on a scale from 0 (the strongest alteration) to 10 (perfect speech).
In order to assess for inter-judge reliability, an Interclass Correlation Coefficient (ICC)
was calculated. The degree of concordance between the jury ratings is therefore good
(r > 0.69) for the set of tasks. The jury constituted by the six speech-language expert
jurors is therefore homogeneous.

Although these different tasks give highly correlated results (r > 0.8), the intent to eval-
uate speech severity (alteration of the speech signal) favors a score distribution offering a
better metric. The severity is on average more impacted by an oral location (5.44, sd 2.47)
than oropharyngeal (6.46, sd 2.24). The semi-spontaneous speech tends to reduce the ceiling
effect of the severity measure compared to the speech read (average scores at 6.06 over 10
in image description, and 6.51 over 10 in reading).

Perceptive measurement of the severity of speech disorder on semi-spontaneous speech
seems to be the clinically most relevant score in the evaluation of speech disorders after
cancer treatment of the oral cavity or oropharynx. More details on this perceptual task could
be found in [3]. Figure 5 presents the distribution of intelligibility and severity scores across
subjects on DES task. The figure is sorted by increased scores of intelligibility.

5.2 Automatic processing

In order to enrich the C2SI corpus, notably for phonetic analysis related to speech disorder
analysis, audio recordings related to the LEC task was segmented automatically at the phone
level thanks to a forced-alignment system. The latter takes as inputs the sequence of words
pronounced in a speech utterance, and a phonetized lexicon of words coupled with different
phonological variants, based on a set of 37 French phones. The forced alignment is based on
a Viterbi decoding and graph-search algorithms, the core of which is the acoustic modeling
of each phone, based on Hidden Markov Models (HMM). A 3-state context-independent
HMM topology is used to model each phone. The HMM-based models are built thanks to
the Maximum Likelihood Estimate paradigm from about 200 hours of French radiophonic
speech recordings [12]. These models are speaker independent, however a three-iteration
MAP adaptation is applied to all the HMM parameters to get speaker-dependent models.
Acoustic vectors consist of 12 Perceptual Linear Prediction coefficients plus the energy,
plus their delta and delta-delta coefficients.
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Fig. 5 Distribution of intelligibility and severity scores on DES task in ordinate and subjects (by increased
scores of intelligibility) in abscissa

It is important to note that the input sequences of words come from the original text that
speakers had to read for the LEC task. Indeed, no manual orthographic transcription per
recording had been performed by human listeners. Therefore, alignment errors could be
possible due to word repetitions, omissions, substitutions, or deletions. Nevertheless, de-
pending on the targeted phonetic analysis, a manual phone segmentation correction could
be envisaged from the automatic outputs, which may bring a large gain of time.
Thus, this corpus enrichment results in one pair of start and end boundaries per phone
present in all the speech recordings associated with the LEC task, packaged into TextGrid
format files.

6 Conclusions and future work

In this paper, we have presented the design and recording of a corpus of 127 speakers,
which allows us to consider the automatic production of indexes with a high level of cor-
relation. During the constitution of the corpus, we faced several issues. Considering DAP
task, patients’ recordings were initially achieved, using only a visual presentation of the
DAP items and the pseudo-word was simultaneously read aloud by the experimenter. How-
ever, because the phonological construction of the items sometimes allows different possi-
ble pronunciations, this configuration could have modified the speaker’s repetition. To cope
with this drawback, we replaced the aloud reading of the experimenter with a recorded
synthesized voice for each item to standardize its pronunciation and to limit the potential
biases. Furthermore, some tasks were considered as particularly hard to understand and to
achieve by the patients (SYN, for example): the impact of these perceived difficulties will
have to be checked and studied during the analysis of the results. Perceptual evaluations
are in progress in order to complete the usable metadata, and to obtain reliable intelligibil-
ity/comprehensibility scores, which will be compared to self-assessed quality of life scores.
We are also working now on extracting information from the different recordings in order to
analyze them and to produce automatic indexes [28,16,15,11].
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This is our main goal to get objective judgments, which can help speech therapists and
physicians in clinical practice. Data will be available to the scientific community by the
mean of the GIS Parolotheque5: a scientific structure which purpose is to facilitate access
and research on pathological speech recordings (like the tumor library “thomorothèque” for
access to cancer cell samples).
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