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Abstract

State-of-the-art language recognition systems are based on discriminative embeddings called x-vectors. Channel and gender distortions produce mismatch in such x-vector space where embeddings corresponding to the same language are not grouped in an unique cluster. To control this mismatch, we propose to train the x-vector DNN with metric learning objective functions. Combining a classification loss with the metric learning n-pair loss allows to improve the language recognition performance. Such a system achieves a robustness comparable to a system trained with a domain adaptation loss function but without using the domain information. We also analyze the mismatch due to channel and gender, in comparison to language proximity, in the x-vector space. This is achieved using the Maximum Mean Discrepancy divergence measure between groups of x-vectors. Our analysis shows that using the metric learning loss function reduces gender and channel mismatch in the x-vector space, even for languages only observed on one channel in the train set.

Index Terms: language recognition, domain adaptation, domain mismatch, x-vector, embedding, metric learning

1. Introduction

Language recognition systems rely on the extraction of a fixed size embedding to represent a spoken utterance. The commonly used language recognition pipeline involves the computation of frame-level features, the extraction of an utterance-level embedding and the prediction of language scores by a backend classifier. In the recent years, the generative i-vectors embeddings [1] have been replaced by discriminative embeddings [2, 3, 4], most popular being the x-vectors. In this context, a Deep Neural Network (DNN) is trained to minimize a language recognition classification loss. Then embeddings are extracted from an hidden layer of the network and used as inputs of a backend classifier, eventually after a dimension reduction and normalization. A simple classifier such as a Gaussian Linear Classifier [2] achieves competitive performance, meaning that training of the embedding extractor allows to separate language clusters in the embedding space.

However, x-vector embeddings may encode information not relevant to the task. The authors of [5] have demonstrated that several classifiers can be efficiently trained to retrieve information related to channel, transcription, data augmentation strategy or segment duration from speaker identification x-vectors. This implies that the structure of the embedding space does not only correspond to the separation of classes enforced by the classification loss but also to other distortion factors contained in the data. Additionally a mismatch between train and test domains can further affect the embedding space and produce a drop in performance, as evidenced by the mismatch between telephone data and audio from videos in the NIST LRE 2017 campaign [6, 3, 7, 8].

One approach to reduce the impact of this mismatch is to apply domain adaptation to the backend classifier. After training of the x-vector DNN, a transformation of these embeddings is learned with the objective of reducing domain mismatch [9]. Alternatively parameters of the backend classifier can be adapted to each domain [10, 7]. A second approach is to design the x-vector DNN to reduce mismatch in the embedding space. Two components of the DNN have been modified in this approach. First, the temporal pooling layer can be replaced by a learnable dictionary encoding layer which has the ability to learn several statistical modes for each class [11]. Second, a change in the training loss function of the DNN can enforce invariance of the embeddings.

Originally the x-vector DNN was trained by minimization of the cross-entropy loss [2, 3, 4]. Refinements of the cross-entropy, taking into account angular proximities on the softmax layer have increased the discrimination capability [11, 12]. Alternatively, domain adaptation loss functions, enforcing invariance between embeddings of two different domains, have effectively reduced the mismatch [13, 14, 15]. Nevertheless domain adaptation loss functions require to focus on one precise mismatch which has to be annotated in the training set.

Our work supports the claim of the authors of [16] who propose metric learning loss functions in order to group x-vectors belonging to the same class. Metric learning loss functions have been applied to speaker recognition x-vector DNNs: triplet loss [16, 17], prototypical networks [16], PLDA-like similarity [18]. For language recognition, the triplet loss has been used to train the backend classifier [19] and cosine similarity has been used during training of an LSTM-based language embedding extractor [20]. The superiority of metric learning over domain adaptation approaches is that it does not rely on the definition of a source and a target domain and can reduce mismatch between a priori unknown domains.

Our main contribution is an analysis of the effect of metric learning loss functions for training a language identification x-vector DNN, targeting domain mismatch reduction. In addition to the language recognition performance, we propose to directly measure mismatches in the embedding space, thanks to a divergence measure between groups of embeddings. This measure shows that a metric learning loss function reduces the mismatch between two domains without using domain labels during training. We observe that domain mismatch reduction is not restricted to language classes which have been observed on both the domains in the training set.

In Section 2, we describe a state-of-the-art language recognition system, based on x-vectors, and show how mismatch can be measured in the embedding space. In Section 3, metric learning loss functions are defined. Their application to the x-vector DNN training is discussed in Section 4.
2. Analysis of an x-vector based language recognition system

In this section, we describe an x-vector based system [3, 4] for the task of language recognition on the NIST LRE 2011 corpus [21]. Since a significant part of the errors of the system are attributed to a channel mismatch in the embedding space, we introduce language discriminability and channel mismatch as a way to evaluate the quality of language identification embeddings.

2.1. System description

The language recognition system is constituted of the following components:

- a CNN-based speech activity detector, trained on the RATS SAD corpus [22].
- a multilingual stacked bottleneck features extractor. We used the model from [23], trained on 17 languages of the Babcorpus.
- a TDNN-based embedding extractor with the architecture described in [4]. It is trained by minimization of the cross-entropy loss by stochastic gradient descent with 51 languages of our training corpus, with speech segments of 2 to 4 seconds. Embeddings of dimension 512 are extracted from the antepenultimate layer (segment6 layer in [4]). Following [3, 4], we apply four data augmentation strategies, adding artificial reverberation, noise, music and babble noise.
- a backend classifier, constituted of an LDA for dimension reduction, normalization, and a Gaussian Linear Classifier with shared covariance matrix [2].
- a multi-class calibration strategy [24].

2.2. Corpus description

Evaluation is performed on the test set of the NIST LRE 2011 campaign, constituted of 24 languages and 2 channels: telephone data and broadcast narrow-band speech [21]. Following the evaluation protocol, we trained our model on data from the previous NIST LRE evaluations contained in the LDC releases LDC2006S31, LDC2008S05, LDC2009S05, LDC2009S04, LDC2009S03, LDC2014S06 and LDC2018S06. The training set contains 51 languages, with data coming either from both or from only one of the two target channels.

One key property of this corpus is that only 7 of the 24 languages of the test set are present in the train set in both channels (see Table 1). This implies that a channel independent class representation is necessary for good generalization to the test set.

2.3. Language recognition metrics

Standard multiclass classification loss functions are called minimum detection cost function (minDCF) and actual detection cost function (actDCF). We also compute the equal error rate (EER). In addition, following the NIST LRE 2011 protocol, we measure detection performance for language pairs. Detection costs are computed with the NIST LRE 2011 values: $P_{\text{Target}} = 0.5$ and $C_{\text{Miss}} = C_{\text{FA}} = 1$.

For every language pair, a detection cost is computed. The overall performance is the average of the costs of the 24 pairs with highest minDCF for segments of 30 seconds. Two metrics are computed: minimum average pair detection cost (minAPD) and actual average pair detection cost (actAPD), depending on whether the detection threshold is chosen to minimize the cost on the test set or chosen by the calibration module [25].

2.4. Domain mismatch in the language embedding space

In this work, we investigate the impact of the training loss of the x-vector extractor over the structure of the x-vector space. An ideal embedding extractor for language identification should group x-vectors according to the language class. Consequently mismatch incurred in the x-vector space by distortion factors should be less than the divergence between different languages. Mismatch in the x-vector space can be measured with a divergence $D$ between groups of embeddings. In this work we use the Maximum Mean Discrepancy (MMD) based on the kernel $k(x, y) = -\|x - y\|^2$ as a scale free measure of divergence between clouds of points [26]. We use the GPU implementation of the authors of [27].

We will now define language discriminability as well as channel and gender mismatch. For a language $L$ and a condition $C$ - Telephone (T), Broadcast (B), Female (F) or Male (M) - we use the notation $X^{L,C}$ for the set of x-vectors corresponding to recordings of these language and condition. Then we define language discriminability $D_{\text{Language}}(L, C)$ for the language $L$ and condition $C$ as the smallest divergence with a group of x-vectors from another language and the same condition:

$$D_{\text{Language}}(L, C) = \min_{L' \neq L} D(X^{L,C}, X^{L',C}) \quad (1)$$

It has to be compared to the mismatch caused by the distortion factors for embeddings of the language $L$. Thus we define channel mismatch $D_{\text{Channel}}(L)$ and gender mismatch $D_{\text{Gender}}(L)$ for language $L$ as:

$$D_{\text{Channel}}(L) = D(X^{L,\text{Telephone}}, X^{L,\text{Broadcast}}) \quad (2)$$

$$D_{\text{Gender}}(L) = D(X^{L,\text{Female}}, X^{L,\text{Male}}) \quad (3)$$

3. Metric learning for x-vector extractor

To reduce the impact of distortion factors in the embedding space, we investigate metric learning for training of the x-vector extractor. Metric learning enables extraction of representations which preserve meaningful distances between samples. For a classification task, it can be viewed as designing representations such that two samples belonging to the same class are closer to each other than two samples from different classes. When representations are embeddings extracted from a deep neural network, deep metric learning can be achieved by using a loss function that measures distances between embeddings.

In this work, we experiment with different loss functions to train a language identification x-vector DNN.

3.1. Metric learning loss functions

We evaluate two commonly used metric learning loss functions for training the x-vector DNN: triplet loss and n-pair loss.

Triplet loss [28] operates on pairs of samples. It aims at enforcing that pairs of samples from the same class are closer from each other than pairs from different classes. For an embedding extractor $f(\cdot)$, an anchor $x$, a positive sample $x^+$ from the same class as $x$, a negative samples $x^-$ from a different class, the triplet loss is given by:

$$L_{\text{triplet}} = \max(0, \|f(x) - f(x^+)|^2 - \|f(x) - f(x^-)|^2 + m) \quad (4)$$
Table 1: Distribution of the languages with respect to their presence in the train and test sets, and the channels in which they occur.

<table>
<thead>
<tr>
<th>Presence in the train set</th>
<th>present in the test set in both channels</th>
<th>present in the test set in a single channel only</th>
<th>not present in the test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>present on both channels in the train set</td>
<td>$G_A$: American English, Farsi, Hindi, Mandarin, Russian, Spanish, Urdu</td>
<td>Arabic Egyptian, Arabic (unknown dialect), Cantonese, French, Korean, Vietnamese</td>
<td></td>
</tr>
<tr>
<td>only telephone data in the train set</td>
<td>$G_B$: Bengali, Czech, Indian English, Lao, Panjabi, Polish, Slovak, Tamil, Thai</td>
<td>Arabic Iraqi, Arabic Levantine, Arabic Maghrebi, German, Indonesian, Italian, Japanese, Min Nan Chinese, Tagalog, Wu Chinese</td>
<td></td>
</tr>
<tr>
<td>only broadcast narrow-band data in the train set</td>
<td>$G_{B3}$: Dari, Pashto, Turkish, Ukrainian</td>
<td>Arabic MSA, Amharic, Azerbaijani, Belarusian, Bosnian, Bulgarian, Croatian, Georgian, Haitian, Hausa, Portuguese, Romanian, Swahili, Tibetan, Uzbek</td>
<td></td>
</tr>
</tbody>
</table>

where $m$ is a margin parameter experimentally selected on a validation set. We used the value $m = 1$ in our experiments.

We also evaluate a robust version of metric learning with multiple negative examples: n-pair loss [29, 30]. This loss function uses $N−1$ negative samples $\{x^t\}_{t=1}^{N−1}$ belonging to each of the other classes. It is given by:

$$L_{n\text{-}pair} = \log(1 + \sum_{i=1}^{N−1} e^{f(x^i)^T f(x^t) − f(x^t)^T f(x^t)})$$

where $f(a)^T f(b)$ is the canonical scalar product between two embeddings $f(a)$ and $f(b)$. We used the train corpus described in Table 1 with $N = 51$ languages.

3.2. Baseline loss functions

Metric learning loss functions are compared to two classification loss functions: the traditional cross-entropy loss (CE) and the newly introduced additive angular margin softmax loss (AAM-softmax).

Moreover, the mismatch reduction capability of metric learning is compared to domain adaptation loss functions which use the domain information: cross-entropy regularized with Maximum Mean Discrepancy between telephone and broadcast channels. The efficiency of this loss function to reduce the domain mismatch has been demonstrated in [15]. Here we use the kernel $k(x, y) = -\|x - y\|_2$, to be consistent with the mismatch measure.

4. Results

Several language recognition systems have been trained on the NIST LRE2011 corpus with the recipe described in Section 2. The systems only differ by the loss function used to train the embedding extractor.

4.1. Language recognition performance

Table 2 presents performance of the trained systems over the test set of the NIST LRE 2011 corpus, for the three segment durations. Embedding extractors have been trained with segments of two to four seconds and a specific backend classifier has been trained for each segment duration. We train two systems with a metric learning loss only: triplet or n-pair loss. Then two systems are trained with classification losses: cross-entropy and AAM-softmax. Finally each classification loss is combined with the metric learning n-pair loss (by summation of the losses). We compare the trained systems with a MMD based domain adaptation regularization of the cross-entropy loss [15].

First, the baseline system trained with cross-entropy (line ‘CE’ in Table 2) achieves a competitive performance in comparison with the best systems submitted to the evaluation NIST LRE 2011 [32], which get values of actAPD of the order 8%, 12% and 22% for segments of respectively 30 s, 10 s and 3 s. Moreover the comparison with top-leading individual systems [25] confirms the superiority of x-vector systems trained with data augmentation over i-vector approaches. The recently introduced AAM-softmax loss improves over this baseline. Domain adaptation with MMD loss is useful but uses more information during training.

Using only a metric learning loss function (triplet or n-pair) allows to train an x-vector DNN, but with poorer performance than a classification loss. The use of several negative samples for the n-pair loss improves over the sampling of only one negative example for triplet loss. The best performance is achieved by combination of classification losses with n-pair loss. We hypothesize that n-pair loss reduces the impact of distortion factors in the embedding space. In the next two subsections, we measure this effect.

4.2. Channel mismatch

We evaluate the quality of embeddings by measuring and comparing language discriminability with channel mismatch. We use the MMD divergence between groups of x-vectors computed on 10 second speech segments. We average the values by groups of languages (see Table 1): languages present on both channels ($G_A$), languages only present on the telephone channel ($G_T$), languages only present on the broadcast channel ($G_{B3}$) in the train set.

Figure 1 displays mismatches for three types of systems: two systems trained with a classification loss (cross-entropy, AAM-softmax), a system trained with a domain adaptation strategy (cross-entropy with MMD) and two systems trained with metric learning (cross-entropy and n-pair, AAM-softmax and n-pair). The scale of the MMD varies across different systems and only the relative values of language discriminability and channel mismatch is relevant. To allow a fair comparison, we normalize all divergences of each system by dividing them by the average language discriminability on the telephone channel $D_{\text{lang}}(L, T)$ for languages of the group $G_A$.

For a baseline system trained with cross-entropy, channel mismatch has the same magnitude as language discriminability for languages observed on both channels and is superior for languages observed on only one channel. The same observation can be made for the AAM-softmax loss. When using the
Table 2: Performance of the language recognition systems. The x-vectors DNN was trained with different loss functions.

<table>
<thead>
<tr>
<th>Loss function</th>
<th>30 seconds</th>
<th>10 seconds</th>
<th>3 seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>APD min act</td>
<td>DCF min act</td>
<td>EER min act</td>
</tr>
<tr>
<td>triplet</td>
<td>12.5 15.9 5.7 9.3 6.1</td>
<td>19.9 23.5 9.6 12.2 10.2</td>
<td>29.7 32.4 19.1 20.5 19.6</td>
</tr>
<tr>
<td>n-pair</td>
<td>9.8 12.8 3.8 6.9 4.2</td>
<td>15.6 20.6 6.6 9.1 7.1</td>
<td>22.6 27.9 13.6 15.0 14.0</td>
</tr>
<tr>
<td>CE</td>
<td>6.5 8.7 2.8 5.7 3.1</td>
<td>11.7 15.3 5.2 7.1 5.5</td>
<td>20.2 22.9 11.3 12.4 11.6</td>
</tr>
<tr>
<td>CE and MMD</td>
<td>6.4 8.7 2.7 4.2 3.0</td>
<td>11.1 14.2 4.8 6.2 5.2</td>
<td>21.2 23.9 12.6 13.7 13.0</td>
</tr>
<tr>
<td>CE and n-pair</td>
<td>6.2 9.2 2.6 5.3 3.0</td>
<td>10.8 15.3 4.7 6.2 5.1</td>
<td>21.0 24.7 12.2 13.8 12.7</td>
</tr>
<tr>
<td>AAM</td>
<td>4.8 6.6 2.1 4.8 2.4</td>
<td>9.3 11.5 4.2 6.1 4.6</td>
<td>19.1 21.6 11.7 13.0 12.1</td>
</tr>
<tr>
<td>AAM and n-Pair</td>
<td>4.5 6.9 2.1 4.6 2.4</td>
<td>8.8 11.4 4.1 5.8 4.5</td>
<td>18.2 21.1 11.6 13.0 12.0</td>
</tr>
</tbody>
</table>

Figure 1: Language discriminability and channel mismatch, averaged by groups of languages, see Table 1. Divergences are measured for segments of 10 seconds and normalized for each system with the average value of $D_{\text{Language}}(L, T)$ on $G_A$.

Figure 2: Language discriminability and gender mismatch, averaged over all languages. Divergences are measured for segments of 10 seconds and normalized for each system with the average value of $D_{\text{Language}}(L, F)$.

5. Conclusion

We investigated metric learning objective for training of the x-vector DNN in a language recognition system. We showed that the combination of the n-pair loss with a classification loss reduces the mismatch between x-vectors from telephone and broadcast channels, even for languages which have only been observed on one of the two channels in the train set. Consequently the overall language recognition performance is improved compared to training only with a classification loss. Metric learning achieves similar performance as regularization of the embedding extractor with a domain adaptation loss but without using domain labels during training. It has the ability to reduce an a priori unknown mismatch, as evidenced for gender.
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