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Preface

Originating in arithmetics and logic, the theory of ordered sets is now a field of combina-
torics that is intimately linked to graph theory, universal algebra and multiple-valued logic,
and that has a wide range of classical applications such as formal calculus, classification,
decision aid and social choice.

This international conference “Algebras, graphs and ordered set” (ALGOS) brings to-
gether specialists in the theory of graphs, relational structures and ordered sets, topics that
are omnipresent in artificial intelligence and in knowledge discovery, and with concrete appli-
cations in biomedical sciences, security, social networks and e-learning systems. One of the
goals of this event is to provide a common ground for mathematicians and computer scientists
to meet, to present their latest results, and to discuss original applications in related scien-
tific fields. On this basis, we hope for fruitful exchanges that can motivate multidisciplinary
projects.

The first edition of ALgebras, Graphs and Ordered Sets (ALGOS 2020) has a particular
motivation, namely, an opportunity to honour Maurice Pouzet on his 75th birthday! For
this reason, we have particularly welcomed submissions in areas related to Maurice’s many
scientific interests:

e Lattices and ordered sets

Combinatorics and graph theory

Set theory and theory of relations

Universal algebra and multiple valued logic

Applications: formal calculus, knowledge discovery, biomedical sciences, decision aid
and social choice, security, social networks, web semantics...

The many submissions were subject to a strict reviewing process that resulted in the
selection of 27 contributions. ALGOS 2020 includes regular sessions (extended abstracts,
short and long papers) and special sessions (dedicated and open problems). Furthermore, it
also features 12 plenary contributions.

ALGOS 2020 was originally planned to take place on August 26 (Wednesday), 27 (Thurs-
day), 28 (Friday) of 2020, at the Lorraine Research Laboratory in Computer Science and its
Applications (LORIA, UMR 7503). However, due to the covid-19 pandemic, we were forced
to move it fully online...We are truly thankful to IRISA (“Institut de Recherche en Informa-
tique et Systémes Aléatoires”) for providing the access to an instance of plateform Big Blue
Button for hosting our online event.

On behalf of the organising committee we also wish to express our deepest gratitude to
all members of the scientific committee and to all colleagues and friends of Maurice Pouzet,
that contributed to the reviewing process, to the scientific content to honour Maurice, and
that agreed to participate in this non physical form.

Miguel Couceiro
Pierre Monnin
Amedeo Napoli
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SOME REMARKS ON SKULA SPACES

Robert Bonnet
Laboratoire de Mathématiques (U.M.R. 5127, C.N.R.S.)
Université de Savoie-Mont Blanc
Batiment Le Chablais, Campus Scientifique,
F-73376, Le Bourget du Lac CEDEX, France
https://www.lama.univ-smb.fr/pagesmembres/bonnet/
Robert .Bonnet@univ-smb.fr

This lecture is a survey of a joint work with Taras Banack and Wiestaw Kubis entitled
VIETORIS HYPERSPACES OF SCATTERED PRIESTLEY SPACES [2]: http://arxiv.org/abs/2007.12890

This paper is the continuous of the work well-generated Boolean algebras, in a topological way, started in [3].

Stone dualiry. If X is a compact and 0-dimensional space then the set Clop(X) of closed and open (clopen) subsets
of X is a Boolean algebra generating the topology of X. Conversely any Boolean algebra B is the algebra of clopen
subsets of the compact and 0-dimensional space Ult(B) C {0, 1}Z. By duality, we have the following result.

Theorem 1. (§2.3 in [3]) The space Ult(B) of a Boolean algebra B is Skula if and only if B is well-generated. That
is, by the definition: B has a well-founded sublattice generating B. U

1. Skula spaces.
For a topological space X, we say that a family % :={U, : x € X} is a clopen selector if each U, is a closed and

open (clopen) subset of X and if % satisfies:
(1) x € U, forevery z € X and
(2) the relation “z <% yifandonlyifz # y and x € U, ” is irreflexive and transitive. [ |

Therefore a clopen selector % :={U,:x € X} for X induces a partial order relation <% on X, defined by

x <% y ifandonlyif U, CU,.
Hence U, :={y € X:y <% z} (also denoted by | x) is a clopen principal ideal of X for any x € X for the order <%
Remark. The set of U,’s and their complements generate the topology whenever X is compact.

A space X is Skula if X is a Hausdorff compact space and has a clopen selector. |
Theorem 2. [2] LetU :={U,: x € X} be a clopen selector for a Skula space X. Then
o Every (nonempty) closed initial subset of X is a finite union of U, ’s (notice that X and the U;’s are compact

clopen sets).
In particular for distinct Uy and Uy inU, U, N U, is a finite union of U.,’s.

(1) (U, C) is well-founded. Therefore (X, C ) has a well-founded rank: tTkwrx (z) = sup{rkwrx (y):y < z}.
So tkwr x (x) = 0 if and only if x is minimal, i.e. U, = {x}. Moreover rkwr(X) := sup,c x TkWFx ().

(2) X is scattered, i.e. every nonempty subset of Ult(B) has an isolated point (for the induced topology). There-
fore we can define the Cantor-Bendixson height (htcBx ) of x € X. For instance htcBx (x) = 0 if and only
if x is isolated in X. Moreover htcB(X) := sup,¢ x htcBx (z).

Since U, = |z :={y € X:y < z} is an initial and clopen subset of X, we have
htcB(Uy) = htoBx (2) < rkwrx (z) = rkwr(U, ) for any z € X, and so htcB(X) < rkwr(X).
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To a Skula space X we can associate its Vietoris hyperspace H(X), that is a “free join-semilattice over X in the
category of continuous join semilattice spaces”.

We define the Vietoris hyperspace H(X) over X as follows:

o H(X) is the set of all nonempty closed initial subsets of (X, <).
« For F,G € H(X),weset ' < Gifandonlyif F' C G.
« The topology 7 on H(X) is the topology generated by the sets
Ut:={Ke HX):KCU} and V :={KeHX):KNV +#0}
where U and V' are any clopen initial subsets and clopen final subsets in X, respectively. |
Theorem 3. [2] Let X be a Skula space. Then H(X) is a Skula space and

o (A,B) — AV B:=AU B is a continuous semilattice operation on H(X).
o X is topologically embeddable in H(X) by the increasing continuous map 1 : x — |x :=U,.
o The join semilattice generated by n|X| in H(X) is topologically dense in H(X). O

Theorem 4. [2] Let X be a Skula space and let % be a clopen selector for X. Then
htoB(X) < tkwr(X) < wMCBO+and  rhwr(H(X)) < wEWF), 0

2. Canonical Skula spaces.
A space X is a canonical Skula space if X has a clopen selector % :={U, : © € X} satisfying one of the following
equivalent properties for each U, € U:
(i) There is an ordinal « such that the o'~ Cantor-Bendixson derivative D(U,.) of U, is the singleton {z}.
(ii) tkwr(U,) = htcs(U,) and U, is unitary (meaning that D (U,,) is a singleton for some 3). [ |
Examples. Every contiuous image of a compact ordinal space o + 1 (with the order topology) is canonically Skula.
The class of canonically Skula spaces is closed under finite product.
Theorem 5. [2] Let X be a canonical Skula space. Then H(X) is a canonical Skula space. t

Moreover we can compute htCB g (x)(V) = tkwFg(x)(V) forevery V € H(X).
Remark. (1) There is a compact and 0-dimensional space which is not Skula [3].
(2) There is a Skula space which is not canonically Skula [3].

3. Poset spaces.

For a partially ordered set (poset) P we denote by IS(P) the set of initial subsets of P endowed with the pointwise
topology. So IS(P), as compact subspace of {0, 1}%, is compact and O-dimensional, and we can see H (P) :=IS(P)
as the “Vietoris hyperspace” of the poset P.

Proposition 6. [1, Theorems 1.3] Let P be a poset. The space IS(P) is Skula if and only if
(1) P is a narrow, i.e. any antichain is finite, and
(2) P is order-scattered, i.e. does not contains a copy of the rationals chain Q. O

Recall that a well-quasi ordering (wqo) is a narrow and well-founded poset. From the above result, M. Pouzet asks for
the following question.

Question (M. Pouzet). Let P be a well-quasi ordering. Is IS(P) canonically Skula?

We do not know the answer of this question even if P is covered by finitely many well-orderings.

References

[1] U. Abraham, R. Bonnet, W. Kubi§, M. Rubin: On poset Boolean algebras, Order 20, (2003), 265-290. 2

[2] Taras Banakh, Robert Bonnet, Wiestaw Kubis: Vietoris hyperspaces of scattered Priestley spaces. in
http://arxiv.org/abs/2007.12890. 1,2

[3] R. Bonnet, M. Rubin: On well-generated Boolean algebras, Ann. Pure Appl. Logic 105 (2000), 1-50. 1, 2
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PERMANENT AND DETERMINANT OF TOEPLITZ-HESSENBERG
MATRICES WITH GENERALIZED FIBONACCI AND LUCAS
ENTRIES

Ihab Eddine Djellas
USTHB, Faculty of Mathematics,
RECITS Laboratory,
P. Box 32, El Alia, 16111, Bab Ezzouar, Algiers, Algeria
ihebusthb@gmail.com

Haceéne Belbachir
USTHB, Faculty of Mathematics,
RECITS Laboratory,
P. Box 32, El Alia, 16111, Bab Ezzouar, Algiers, Algeria
hacenebelbachir@gmail.com

Amine Belkhir
USTHB, Faculty of Mathematics,
RECITS Laboratory,
P. Box 32, El Alia, 16111, Bab Ezzouar, Algiers, Algeria
ambelkhir@gmail.com

ABSTRACT

In this work we give formulas for the permanent and determinant of some families of
Toeplitz—Hessenberg matrices having generalized Fibonacci numbers and generalized Lucas numbers
as entries and so we generalize some previous results. Then, using the structure of the matrix we
derive new identities involving sums of products of generalized Fibonacci numbers and generalized
Lucas numbers with multinomial coefficients. Finally we give an application of the determinant of
such matrices.

Keywords Generalized Fibonacci numbers - generalized Lucas numbers - Toeplitz-Hessenberg permanent -
Toeplitz-Hessenberg determinant.

1 Introduction

Let p,q € Z. The generalized Fibonacci sequence, "denoted U,,", is defined by Uy = 0, U; = 1, and the following
recurrence relation

Un = pUn—l + qUn—2a (1)
The generalized Lucas sequence, "denoted (V,,)", is defined by V) = 2, V; = p, and the recurrence relation
Vn = an,1 + an72- (2)

Let A = (a;;) be an n x n matrix. The permanent of A, written Per(A) was introduced in the 1800s, and is defined by

Per(A) = Z Haw(i),

o =1

15



where the summation extends over all elements o of the symmetric group .S,,.

A lower Toeplitz—Hessenberg matrix is a square matrix of the form

al ao 0 e 0 0
as a1 ao 0 0
M"(a07a17~"7an): ) 3)
An—1 An—2 an—3 te ai ao
an An—1 An—2 e az ai

where ag # 0 and a # 0 for at least one k& > 0.

2 Main results

In this work we generalize the results of [2]. We give formulas for the permanent and determinant of matrices defined
as (3) with generalized Fibonacci numbers and generalized Lucas numbers as entries. First we give the formulas of the
permanent:

PGTMTL(L Uas+b7 Ua(s+1)+b7 ey UG(S+TL—1)+I))7
and,

PeTMn(la Vas+b7 Va(s+1)+ba B Va(s+n71)+b)-
And also the formulas of the determinant,

DetM"(la Uas+b7 Ua(s+1)+b7 BRI Ua(s+n—1)+b)7

and,
DetMn(l, Vas+b7 Va(s+1)+b7 ey Va(s+n—1)+b)'
Forany n,s,a > 1and 0 < b < a.

Next, we provide new identities for generalized Fibonacci and Lucas numbers using a combination of Trudi’s formula,
see [4]; and the results already found for the permanent and determinant.

We conclude our work by using the determinant of the Toeplitz-Hessenberg matrices with generalized Fibonacci entries
to give the n*” term of the recurrence sequence (W, )m>_,, defined as follow,

w_; =0 for 1<j;<n—-1,
wo = 1,
Wm = _Uas+bwm—1 - Ua(s+1)+bwm—2 — Ua(s+n—1)+bwm—n

Also similar results for generalized Lucas, usual Fibonacci and usual Lucas were established.

References

[1] H. Belbachir and F. Bencherif. Sums of products of generalized Fibonacci and Lucas numbers. arXiv preprint
arXiv:0708.2347. 2007.

[2] T. Goy and M. Shattuck. Fibonacci and Lucas Identities from Toeplitz—Hessenberg Matrices. Applications and
Applied Mathematics , 14(2) 2019.

[3] H. Minc. Permanents. Cambridge University Press. (Vol. 6) 1984.

[4] T. Muir. The Theory of Determinants in the Historical Order of Development: Volume One: General and Special
Determinants Up to 1841. Volume Two: The Period 1841 to 1860. Dover Publications. 1960.
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INTEGER SEQUENCES AND ELLIPSE CHAINS INSIDE A
HYPERBOLA

Soumeya M. Tebtoub
Department of Mathematics
RECITS Laboratory
USTHB, Algiers, Algeria
stebtoub@usthb.dz or tebtoubsoumeya@gmail .com

Hacene. Belbachir
Department of Mathematics
RECITS Laboratory
USTHB, Algiers, Algeria
hbelbachir@usthb.dz or hacenebelbachir@gmail.com

Laszl6. Németh
Institute of Mathematics
University of Sopron
Sopron, Hungary
and associate member of RECITS Laboratory, USTHB
nemeth.laszlo@uni-sopron.hu

ABSTRACT

We propose an extension to the work of Lucca [Giovanni Lucca, Integer sequences and circle chains
inside a hyperbola, Forum Geometricorum, Volume 19. 2019, 11-16.]. Our goal is to examine
chains of ellipses inside (outside) the branch of hyperbola, and we derive recurrence relations of
centers and minor (major) axes of the ellipse chains. As well as to determine conditions for these
recurrence sequences that consist of integer numbers.

Keywords Ellipse chains - Circle chains - Hyperbola - Integer sequences.

1 Introduction

Let us consider the hyperbola H with the canonical equation

2?2

2 e b ey
and foci (£c, 0), where a and b are positive real numbers and ¢ = a? + b%. Lucca [1] examined a tangential chain of
circles inside the branch = > 0 of the hyperbola so that the -th circle with center (z;, 0) and radius r; is tangent to the
hyperbola and to the preceding and succeeding circles labelled by indexes ¢ — 1 and ¢ + 1, respectively. He showed
that in case of certain ratios £ the sequences {2£}1720 and {2 }2, are integers.
The objective of this paper is to extend Lucca’s work, therefore, we are able to provide more integer sequences.
We define and examine a special chains of ellipses inside the branch = > 0 of the hyperbola, when the ratio of the
minor and major axis is fixed. It is a natural extension of Lucca’s circle chains. We describe the recurrence relations
of center’s sequences, major and minor axes, which determine another type of proof to give integer sequences.
We also examine special chains of circles and ellipses between the branches of hyperbola H (or outside of #), which

17



elements are tangent to the hyperbola # and mutually tangent to each other.
We also define a special tangential chain of ellipses between the branches of H, where the centers of the ellipses
coincide with the centers of the circles. We give recurrence formulas for the parameters of ellipses.
We generate our result for 3-dimensional space when we consider the one sheeted hyperboloid of revolution R4 with
equation

2y 22
a2 a2 b2
which can be generated by rotating the hyperbola i—z — Z—z = 1 around the minor axis z. Then we define and examine
a tangential chain of spheres, later chain of ellipsoids inside the hyperboloid with fix ratio of axes.
Our other main purpose is to give integer sequences, which describe the parameters of our chains, we should notice
that our results contain Lucca’s results.
We found more then fifty such integer sequences which appear in the On-Line Encyclopedia of Integer Sequences
(OEIS [5]), and thus our investigation give them geometrical interpretations.
We mention that there are some sequences, ie. A098706, which have only definition and have not any combinatorial
or geometry example. Our paper could provide a geometric interpretation for them.
In number theory there are hundreds of articles dealing with balancing numbers and the sequence of balancing numbers
(A001109), ex., see [4]. In our work this sequence also appears.

_1 @

2 Associated integer sequences of chains

In this section we give some examples of integer sequences

[afb]¢] {Bn} |
{1,19,321,5779,103681, 1860499, . ..}
{1,59,2161,82139,3119041, 118441499, ...}
{1,135,8705, 574599, 37914625, 2501790855, . . .}
2 {2,38,642,11558, 207362, 3720998, ...}
Table 1: Integer sequences associated to ellipse chains.

= Wl DO =+

=W N
DO = = =] o

where (3,, the height of the ellipses.

Some integer sequences associated to ellipsoid chains:

A001109, A001542, A106328, A005319, A276598, A075848, {0,7,42,245,1428,8323, ...}, A081554, A276602,
{0, 10, 60, 350, 2040, 11890, ...}, A001541, A003499,A4106329, {4, 12,68, 396, 2308, 13452, 78404, . . .},

{5,15, 85,495, 2885, 16815, 98005, . . .}.

References

[1] Giovanni Lucca. Integer sequences and circle chains inside a hyperbola. In Forum Geometricorum, pages 11-16.
Volume 19, 2019.

[2] Hacene Belbachir, Laszl6 Németh, and Soumeya Merwa Tebtoub. Integer sequences and ellipse chains inside a hy-
perbola. Annales Mathematicae et Informaticae, doi: 10.33039/ami.2020.06.002. In https.//ami.uni-eszterhazy.hu.

[3] Hacene Belbachir, Laszl6 Németh, and Soumeya Merwa Tebtoub. Ellipse chains and the associated integer se-
quences. Submitted article.

[4] Murat Alp, Nurettin Irmak, and L4sz16 Szalay. Balancing diophantine triples with distance 1. In Period. Math.
Hung.71(1), (2015), 1-10.

[5]1 N.J.A. Sloane (editor). The On-Line Encyclopedia of Integer Sequences. In https://oeis.org
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BI*NOMIAL COEFFICIENTS AND s—LAH NUMBERS.

Iméne Touaibia
USTHB, Faculty of Mathematics,
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Miloud MIHOUBI
USTHB, Faculty of Mathematics,
RECITS Laboratory,
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ABSTRACT

We construct in this work two formulas of the exponential generating function of the bi®*nomial
coefficients. Using these generating functions, we give some formulas and properties of the bi*nomial
coefficients and the s—Lah numbers.

Keywords Binomial coefficients - ordinary generating function - exponential generating function - Lah numbers.

1 Introduction

For s > 1, the bi*nomial coefficients [1] denoted by (}) ., where () = 0 for k ¢ {0,1,2,...,sn}, are the positive

integers that occur as coefficients of the 2* term in the multinomial expansion
ns n
Z(k) et =1tz ra® ot (1)
k=0 s

For s = 1, we get the classical binomial coefficients.
Therefore, the bi*nomial coefficients can be seen as an extention of the binomial coefficients, and they generalize the
most important properties (see [2] and [3] for instance) of the (Z) coefficients:

They verify the following reccurence relations

(),-2 (20, .
(Z) - :O (:L) (k ' L>1 3)

19



They verify the symmetry relation

0).~(5),

Using the binomial coefficients, these coefficients can be expressed as follows

(.72 )6 -() g

i1tizt-Fis=k

The s—Lah numbers [6] is a restricted class of the Lah numbers (see for instance [4] and [5]) denoted by L’;J , and

which counts the number of partitions of a k-set into j ordered blocks such that the cardinality of any block is at most s,
and they have the following properties:

- they have the following exponential generating function

RISt 1 (<Y 1t =)\
S meaXe) =5 (=) ©

!
>0 J J:

- they have the following exact expression

'] oy R ™)

N |
J 122t sje=k IV s
1+dotetis=i

- and using the bi°nomial coefficients [3], they have the following expression
K|S K/
== (8)
J J: —J/ s

Our main result is the construction of two formulas of the exponential generating function of the the bi*nomial
coefficients, one of which is obtained by using the s—Lah numbers. Using these two formulas, we give some recurrence
relations for the bi*nomial coefficients, the ordinary generating function of the s—Lah numbers and we conclude by
showing the log concavity and the unimodality of this class of numbers.

2 Main results
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ABSTRACT

We define a new class of the bi-periodic r-Fibonacci sequence. Then, we introduce a new family of the
companion sequences of the bi-periodic r-Fibonacci sequence, named bi-periodic r-Lucas sequence
of type s, which extend the classical Fibonacci and Lucas sequences. Afterwards, we establish the
link between the bi-periodic r-Fibonacci sequence and its companion sequence. Furthermore, we give
their basic properties linear recurrence relations, generating functions, Binet formulas and explicit
formulas.

Keywords Bi-periodic Fibonacci sequence, bi-periodic Lucas sequence, generating function, Binet formula, explicit
formula.

1 Introduction

Yazlik et al. [3] introduced generalization of the bi-periodic Fibonacci r-numbers ( f,), for r a positive integer and a, b
a positive real numbers by, forn > r 4+ 1

f — afnfl +fnfr71; fOT nEO(mod 2), (1)
o bfn—l +.fn—r—1a fOT n = 1(In0d 2),
and the bi-periodic Lucas r-numbers (I,,) by, forn > r 4+ 1

L blp—1+li—r_1, for n=0(mod 2), @)
"\ alp—1+lp—r—1, for n=1(mod 2),
with the initial conditions fo =0, f1 = 1, fa = a, ..., fr = al"/2pl0=D/2  and lg = r+ 1,11 = a,ly = ab, ..., 1, =
al+0/21plr/2] respectively.
We define a new class of the bi-periodic r-Fibonacci sequence (U,(f))n and we give its linear recurrence relation. We
introduce a new family of companion sequences associated to the bi-periodic r-Fibonacci sequence indexed by the
parameter s; with 1 < s < r; named the bi-periodic r-Lucas sequence of type s, (V,fr’s))n. After that, we express
V") in terms of U{") and s. Then we give some algebraic properties.

2 The bi-periodic r-Fibonacci sequence

First, we define the bi-periodic r-Fibonacci sequence (UT(LT))n and give its linear recurrence relation. For a, b, c,d

nonzero real numbers and r € N, the bi-periodic r-Fibonacci sequence ( T(f))n is defined by, forn > r 41

U — { aUr(LT—)l tc T(LT_)T_l, for n=0(mod 2),

3
bUf:_)l + dU,ST_)T._l, for n=1(mod 2), 3

*rosamrane @ gmail.com
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with the initial conditions Ué’j) =0, U(T) 1, U(r) . U(T) alm/21plr=1/2] " The bi-periodic r-Fibonacci
sequence can be expressed by linear recurrence relatlon For a, b, ¢, d nonzero real numbers and r € N, the bi-periodic
r-Fibonacci sequence satisfies the following linear recurrence, for n>2r+2

Ul = abU,(LT_)2 + (afr D + bg(r'*'l)c)U(r)

n—r—1—£(r+1) — (_1)r+1CdU’V(LT—)27'—2' )

3 The bi-periodic r-Lucas sequence of type s

Secondly, we introduce a new family of companion sequences related to the bi-periodic r-Fibonacci sequence, called

the bi-periodic r-Lucas sequence of type s, ( (T’S))

that 1 < s <r, wedefine forn >r+1

n. For any nonzero real numbers a, b, ¢, d and integers s, r such

yrs) = { bV(m) +dVTE T) 1, for n=0(mod 2), )

V(”) + Vrfri) 1, for m=1(mod 2),
with the initial conditions V""" = s + 1, V") = a, V{"" = ab,..., V;"*) = al"+1)/2]plr/2]  The bi-periodic

r-Fibonacci sequence (U,(f))n and the bi-periodic r-Lucas sequence of type s, (Vn(r’s))n can be seen as a generalization

of the Fibonacci and Lucas sequences, we will list some particular cases. The bi-periodic r-Lucas sequence of type
s, 1 < s < r satisfy the following linear recurrence relation. For a nonzero real numbers a, b, ¢, d and s, r such that
1 < s < r, the family of the bi-periodic r-Lucas sequence of type s satisfy, for n > 2r + 2

Vi = bV + @D+ RV 1y, ©

r—1—¢(r+1)

After that, we express the bi-periodic r-Lucas sequence of type s, V( ) in terms of Un (") Let r and s be nonnegative
integers such that 1 < s < r, the bi-periodic r-Fibonacci sequence and the bi-periodic r-Lucas sequence of type s
satisfy the following relationship

U,(LJrl +sdU" n>r, forrodd,

Vi) = "
U(le—i—scb A T‘ 1+sch( )27‘ 1, n>2r+1, forreven.

n

4 Main results

We also give the generating functions of the bi-periodic r-Fibonacci sequence and the bi-periodic r-Lucas sequence of

type s. Then, we express an explicit formulas of ( T(LT))n and ( ér’s))n. Finally, we give the Binet Formulas of them.
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ABSTRACT

Some analogies between the ternary median operation in a distributive lattice and the ternary operation
a-b~! - cin a group [8] were noted in the 40’s papers of Grau [4] and of Birhoff and Kiss [5], and
substantially expanded in Knobel’s recent article [9]. For these ternary operations commutativity of
the groups is not an essential requirement, and beyond distributive lattices a larger class of semilattices
is considered, called median semilattices. In this further comments are made in the line of an earlier
paper of one of the present authors [2].

In that sense median algebras ([3], [6], [7]) and abstract cosets ([8], [9],[10]) can be studied in parallel
and compared due to their analogous properties. Both of them are ternary algebraic structures. By
fixing the central operand (the second one) a collection of binary operations is derived. For a median
algebra we get a family of mutually distributive semilattice operations; for an abstract coset we get a
family of mutually paraassociative group structures. In both cases the original ternary operation can
be reconstructed from any of the derived binary operations.

In any group, where the group operation is denoted o the passage from the operation o to another
group operation w with neutral element b~ ! is specified by defining awc = aoboc. This is equivalent
to Certaine’s scheme [8] which takes for every b the product a - b= - ¢. This way the new operation
awc = aoboc can be defined not only in groups, but is any semigroup, even if b has no inverse.

In any median semilattice, where meet is denoted by A and join — when it exists — is denoted by
V, the passage to the meet operation b of another median semilattice with minimum element b is
specified by defining abc = (a Ab) V (b A ¢) V (a A ¢). Even if the original semilattice is actually a
lattice, the semilattice defined by the new meet operation will generally not by a lattice. In fact in
the integer lattices discussed above, it will not be a lattice for any choice of the basepoint element
b. However, in the case of a finite, n-dimensional Boolean lattice, the new semilattice will define
another n-dimensional Boolean lattice for any choice of the basepoint element b. We note that for a
tree semilattice - trivially - the new semilattice will also be a tree, and never a lattice if the original
tree semilattice is not one.

The paradigmatic example we propose is that of the integer lattice (grid) in n-dimensional space. In
any visual representation it appears as a 2n-regular infinite graph. As a discrete model for physical
space (say for n = 3) it exhibits the obvious relativity of the notion of origin, and of the arbitraryness
of the choosing X, Y and Z axes in a coordinatization.

The classical algebraic structure of the integer lattice is the commutative group structure (or Z-
module), which can be defined once an origin is chosen. In fact this group structure is completely
determined by the choice of the origin, with no need for coordinatization by n-tuples of numbers.
The various groups obtained this way are all isomorphic.

The classical order structure on the integer grid, on the other hand, is the distributive lattice structure
that is usually decribed as a vectorial order (or Laurent monomial order) based on a chosen coordina-
tization by integer n-tuples (which can in fact also be achieved without coordinatization, in terms
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of the graph structure of the grid alone). The distributive lattice structures obtained this way are all
isomorphic. There is, however, a meet semilattice structure obtained for each choice of the origin, by
defining a vertex x to be smaller or equal to y if it lies on a shortest graph-theoretical path between
the origin and y. The meet semilattices so obtained are not lattices, but they are all isomorphic to
each other: they are called base-point semilattices.
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ON THE ENUMERATION OF P-OLIGOMORPHIC GROUPS

Justine Falque*

ABSTRACT

We describe an algorithm to enumerate (closed) P-oligomorphic permutation groups per profile
growth, up to kernel, and we announce its implementation as an ongoing work. This work is based on
the recent classification of P-oligomorphic groups from [1].

Keywords Infinite permutation groups - profile - P-oligomorphic groups - blocks - computer algebra - enumeration

1 Introduction

Given a permutation group G of a set I, the profile of G is the sequence that counts, for every nonnegative integer n,
the G-orbits of degree n: that is, the orbits of the induced action of GG on the subsets of size n of F. In the seventies,
Cameron initiated the study of infinite permutation groups of countably infinite sets whose profile took only finite
values, calling them oligomorphic groups[2].

When, in addition, the profile is bounded by a polynomial, the group may be called P-oligomorphic. In that case,
as once conjectured by Cameron, the profile has been recently shown by the author and Thiéry to be asymptotically
equivalent to a polynomial [3], and the profile growth refers to the degree of this polynomial.

Along with the resolution of the conjecture, these groups have been classified [1]: basically, a P-oligomorphic group is
uniquely and entirely described by a finite permutation group endowed with a block system, each block of which is
decorated by a pair of groups — one finite, the other infinite — satisfying some explicit conditions.

This extended abstract presents an algorithm, based on this classification, that allows to enumerate all closed P-
oligomorphic groups per profile growth, up to kernel (for else there would be infinitely many groups for each growth),
the closure notion refering to the simple convergence topology. It is being implemented using the software SageMath [4]
and features from GAP-system [5]. The obtained counting sequence will hopefully be presented at the ALGOS2020
conference.

This paper is dedicated to Maurice Pouzet on the occasion of his 75th birthday. Oligomorphic groups are a particular
case of relational structures, which are one of his domains of predilection, and he is at the origin of my work on
oligomorphic groups.

2 Enumeration of (closed) P-oligomorphic groups

2.1 Generation of finite permutation groups

As it is the first brick in the classification, the first step is to generate all finite permutation groups F', up to permutation
group isomorphism. They are counted, per degree, by the following sequence (A000638):

1,1,2,4,11,19,56, 96, 296, 554, 1593, 3094, 10723, . ..

We implemented this using the GAP Data Library “Transitive Groups”, thanks to the property that any intransitive
group is a subdirect product of transitive groups.

*Webpage of the author, mail: justine.falque@lilo.org
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The method used is essentially that described in [6]. Roughly speaking, for each domain size IV, one needs to enumerate
all partitions of IV, which represent the possible sets of orbits; then, for each one of them, choose a transitive group
F; on each orbit, and finally compute the subdirect products of these groups in order to generate all permutation
groups with these orbits. Some care can be taken at different stages of the generation in order to limit the production
of isomorphic groups, yet the author could not spare a final conjugacy test. As the references consulted about this
did not include any code, we created a repository to share our implementation with SageMath. The enumeration of
P-oligomorphic groups should be available there as well by the time of the conference.

2.2 Enumeration of P-oligomorphic groups using their classification
2.2.1 Block systems of intransitive groups

Once the finite permutation groups have been generated, there remains to enumerate their block systems: generalizing
the usual definition to intransitive groups, a block system is a set partition of the domain that is globally stable under the
action of the group.

As for the previous one, this step needs some implementation work. Indeed, the implementation of block systems in
GAP (and thereby SageMath) requires the group to be transitive, and therefore requires to be extended. This involves
considering the automorphism group of the finite permutation group F' that is being processed, more precisely its action
on the orbit restrictions F;.

There are some technical issues to handle along the way: for instance, the fact that trivial block systems are not included
in the output of A11Blocks, or that fixed points are removed when GAP computes an action. In addition, one must
manually consider the systems involving blocks that are union of orbits — all that up to isomorphism.

2.2.2 The decorations and profile growth

The final layer, in the enumeration as in the classification, is the choice of decorations for each one of the orbits of
blocks of the finite permutation group F': on the one hand, a normal subgroup H; of the induced action of F' on one of
the blocks of this orbit; on the other hand, a (closed) highly homogeneous group. There are five of this latter kind of
groups, but only one (the infinite symmetric group) is possible if the blocks are not singletons.

This steps corresponds to choosing the behaviour of the final P-oligomorphic group inside each one of its superblocks.
It must again be carried out up to isomorphism.

When a P-oligomorphic group is finally obtained this way, one determines its profile growth using the profiles of the
H;’s (the profile has been previously implanted by the author as a method for finite permutation groups). Indeed, it
corresponds to the total number of orbits of subsets of the H;’s, minus one. This ensures that it is (tightly) bounded
above by the degree of I’ minus one, so when asking for the number of P-oligomorphic groups up to growth r, one
needs to consider finite groups F' up to degree  + 1.

Note that the whole enumeration is much easier when counting only transitive P-oligomorphic groups. An implementa-
tion can be found in the same repository, and hands the sequence:

1,5,6,14, 33,32, 114,47, 323, 260, 338, 50, 2108, 58, 430, 940, 12470, 60, 7361, 64, 12136, . . .
which is unknown by OEIS.
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ABSTRACT
In this work, we establish log-cancavity and unimodality in some well-known arithmetical triangles.

Keywords Arithmetical triangles - Log-concavity - Unimodality

A real sequence (ay)j_, is unimodal if it rises to a maximum ay, and then decreases, the entire ay, is called the
mode of the sequence (ay). And it is logarithmically concave (log-concave) if a;_1a;41 < a?,fori=1,---,n—1.1t
is known that a log-concave sequence is unimodal. Many combinatorial sequences are unimodal and the well known
example is the sequence of binomial coefficients. The simplicity of its explicit formula makes easy the proof of its
unimodality. The concept of unimodality is simple and obviously assimilated, but its elaboration is not always easy,
since many sequences are not as explicit as the Newton’s sequence. The question of unimodality has been the object
of diverse articles under different aspects: proof of unimodality [8, 10], detection of modes [5], or the enumeration of
the methods to prove unimodality [1, 6, 9].

We are interested in our work on the study of sequences linked to different arithmetical triangles. Principally, we are
inspired by the works that have been already done on the most known triangle, which is: the Pascal triangle. The first
result of unimodality in Pascal’s triangle other than the binomial coefficient is due to Tanny and Zuker [10]. Many
other works treat the question of unimodality of sequences linked to different directions of this triangle. And then
comes the work of Belbachir and Szalay [2], where they showed that any sequence lying over any finite direction in
Pascal’s triangle is unimodal. By analogy to these works, we propose to study the unimodality of sequences linked to
arithmetical triangles other than Pascal’s triangle, and this using different methods.

We deal in this work with many arithmetical triangles such as: Stirling triangle of second kind [3, 4], Lah triangle
[11], associated Stirling triangle and the Eulerian triangle.
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ABSTRACT

We extend the classical (strong) semilattice decomposition scheme of certain classes of semigroups
to the class of idempotent symmetric n-ary semigroups (i.e. symmetric n-ary bands) where n > 2 is
an integer. More precisely, we show that these semigroups are exactly the strong n-ary semilattices
of n-ary extensions of Abelian groups whose exponents divide n — 1. We then use this main result to
obtain necessary and sufficient conditions for a symmetric n-ary band to be reducible to a semigroup.

Keywords Semigroup - idempotency - semilattice decomposition - reducibility

1 Introduction

Semigroups are ubiquitous and have numerous applications both in theoretical and applied mathematics. An extensive
study of these structures began in the second half of the 20th century (see the pioneering works [2] and [19], or the
textbooks [3, 10, 12,20, 21] and references therein). In the algebraic analysis of semigroups, it soon became clear that it
was useful to obtain a decomposition scheme of the semigroup under consideration into subsemigroups that are easier to
describe or have additional properties (e.g. being groups), but also to be able to build a semigroup by combining given
subsemigroups in a suitable way, that is, to use a composition scheme for semigroups.

Several classes of semigroups have the remarkable property to admit such composition/decomposition schemes; see,
e.g., Krohn-Rhodes theorem for finite semigroups and finite automata [14]. A noteworthy example of such a scheme
is given by strong semilattice decompositions of certain classes of bands . In this paper we generalize these strong
semilattice decompositions to structures with higher arities, defined as follows.

An n-ary operation F: X" — X (where n > 2 is an integer and X is a non-empty set) is associative if
F(Ila vy Li-1, F(:E’L? e 7$i+n—1)7xi+n; sy 1‘2n—1) = F(I’l, ey Ty F(:I"i-%—lv e 7xi+n)a Litn+ls-- -y I’Qn—l)v (1)
forall x1,...,29,-1 € X and all 1 <4 < n — 1. If F'is an n-ary associative operation on X, then (X, F') is an n-ary

semigroup. These n-ary structures, first studied in [9] and [22], have applications in different fields such as automata
theory (see, e.g., [11]), coding theory, and cryptology (see, e.g., [16, 17]).

The classical definitions of symmetry and idempotency can also be extended to n-ary operations as follows: F'is
idempotent if F(x,...,x) =« forevery x € X and F' is symmetric (or commutative) if F' is invariant under the action
of permutations.

Many examples of n-ary semigroups are obtained by extending binary semigroups: if G: X? — X is an associative
operation, then we can define a sequence of operations inductively by setting G* = G, and

Gm(xlv s 7xm+1) = Gm_l(xla <oy Tm-1, G(x'rn7xm+1))a m 2 2.
Setting F' = G™1, it is straightforward to see that the pair (X, F') is indeed an n-ary semigroup. It is said to be the
n-ary extension of (X,G) and we say that (X, F) is reducible to (X,G)*. However, not every n-ary semigroup

'A band is a semigroup (X, G) where X is a nonempty set and the binary associative operation G: X* — X satisfies G (z, ) =
for every x € X; see, e.g., [12] for more details.
>We also say that F is the n-ary extension of G or that F is reducible to G or even that G is a binary reduction of F.
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is the n-ary extension of a binary semigroup. For instance, the ternary associative operation I’ defined on R?® by
F(xy,22,%3) = 1 — T2 + 23 is not reducible to any binary associative operation. The problem of reducibility was
considered recently in [13, 18] for n-ary semigroups endowed with additional structures and in [1,4, 6] for the class
of quasitrivial n-ary semigroups®. These are n-ary semigroups (X, F') that preserve all unary relations, i.e., such
that F(x1,...,2,) € {x1,..., 2, } forall zq, ..., x, € X. It was shown [4] that all quasitrivial n-ary semigroups are
reducible. Then in [5], the authors relaxed the quasitriviality condition by considering operations whose restrictions on
certain subsets of the domain are quasitrivial. It turns out that these operations are also reducible.

In this work we study the class of symmetric (or commutative) n-ary bands, that is, symmetric idempotent n-ary
semigroups. Typical examples of symmetric n-ary bands are given by n-ary extensions of semilattices and n-ary
extensions of Abelian groups whose exponents divide n — 1. Both classes of examples will play a central role in our
constructions. However, as shown in the following examples, not every symmetric n-ary band is obtained in this way.

Example 1.1. (a) We consider the set X = {1,2,3,4} and we define the symmetric ternary operation
Fy: X? - X by its level sets given (up to permutations) by Fy1({1}) = {(1,1,1)}, F7'({2}) = {(2,2,2)},
FrY{3})) = {(1,1,2),(1,1,3),(1,2,4),(1,3,4),(2,2,3),(2,3,3),(2,4,4),(3,3,3),(3,4,4)}. Then
F71({4}) is made up of all the remaining elements of X*. This operation defines a symmetric ternary
band and is not reducible to any binary operation.

(b) We consider the set X = {1,2,3} and we define the symmetric ternary operation Fy:X 3
X again by its level sets given (up to permutations) by F,*({1}) = {(1,1,1)}, F;'({2}) =
{(1,1,2),(1,2,2),(1,3,3),(2,2,2),(2,3,3)}, and F;1({3}) = {(1,1,3),(1,2,3),(2,2,3),(3,3,3)}.
This operation defines a symmetric ternary band. It turns out that it is reducible to a binary operation
on X.

In the next section we define the n-ary counterpart of the classical strong semilattice (de)composition for semigroups
(namely the strong n-ary semilattice decomposition). We show that it enables us to compose n-ary semigroups: every
strong n-ary semilattice of n-ary semigroups is an n-ary semigroup (see Proposition 2.2). Then in Section 3, we provide
a constructive description of the class of symmetric n-ary bands, that is, we show that the symmetric n-ary bands
are exactly the strong n-ary semilattices of n-ary extensions of Abelian groups whose exponents divide n — 1 (see
Theorem 3.12). In the final section, we give a reducibility criterion for symmetric n-ary bands based on their strong
n-ary semilattice decomposition (see Proposition 4.3). Also, Example 1.1 shows how these constructions enable us to
build and analyze examples of symmetric n-ary bands. Almost all the definitions and results in this work stem from [7],
where the reader may find their proofs and alternative developments as well.

2 Strong n-ary semilattices of n-ary semigroups

Throughout this work, we consider a nonempty set X and an integer n > 2. Recall that (X, F') is said to be an n-ary
groupoid whenever F: X™ — X is an n-ary operation. Moreover, if F is associative (i.e., satisfies (1)), then (X, F')
is said to be an n-ary semigroup. The concepts of homomorphims and isomorphisms of n-ary groupoids and n-ary
semigroups are defined as usual.

Recall that e € X is said to be a neutral element for F: X" - X if
F((k-1)-e,x,(n-k)-e) = z, zeX, ke{l,...,n},

where, for any k € {0,...,n} and any x € X, the notation k - x stands for the k-tuple z, ..., x (for instance F'(3-x,0 -
y,2-2) = F(x,x,2,2,2)).

In [8, Lemma 1], it was proved that any associative operation F: X™ — X having a neutral element e is reducible to an
associative binary operation G.: X2 — X defined by

Ge(z,y) = F(z,(n-2)-¢,9), z,yeX. (2)

Finally, recall that an equivalence relation ~ on X is said to be a congruence for F: X™ — X (or on (X, F')) if it is
compatible with F', that is, if F'(z1,...,2,) ~ F'(y1,...,yn) forany z1,...,Zn,y1,...,yn € X such that z; ~ y; for
all i € {1,...,n}. We denote by [z].. (or [x] when there is no risk of confusion) the equivalence class of 2 for ~ and by
F the map induced by F’ on X /~ defined by

F([z1]~,. . [2n]) = [F(21, .- 20)]e,  Yoi,...,2, € X.

3For n = 2, the quasitrivial semigroups were described by Linger [15].
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We say that a congruence ~ on an n-ary groupoid (X, F) is an n-ary semilattice congruence if (X /~, F) is an n-ary

semilattice®.

Now, let us extend the well-known concept of semilattice of semigroups to n-ary semigroups. Let (Y, A) be a semilattice

and let {(X,, F,): o € Y} be a set of n-ary semigroups such that X, n X3 = @ for any o # 8. We say that an n-ary

groupoid (X, F) is an n-ary semilattice (Y, A"™') of n-ary semigroups (X, Fo) if X = U Xq, F|xn = F, for every
aeY

a €Y, and

F(Xa, xxX0,) S Xayarans A1y...,0p €Y. 3)
In this case we write (X, F) = ((Y,A"1); (X4, F,)) and we simply say that (X, F') is an n-ary semilattice of n-ary
semigroups.

Actually, any decomposition of an n-ary semigroup (X, F’) as an n-ary semilattice of n-ary semigroups is associated
with an n-ary semilattice congruence on (X, F'); see, e.g., [12] for the binary counterpart of this result.

The fact that an n-ary groupoid is an n-ary semilattice of n-ary semigroups is not sufficient to ensure that it is an n-ary
semigroup. We need to introduce a generalization of the strong semilattice decomposition. This is done in the following
definition.

Definition 2.1. Let (X, F) = ((Y, A" }); (X4, F)) be an n-ary semilattice of n-ary semigroups. Suppose that for
any o, B € Y such that o > /3 there is a homomorphism ¢, g: X, = Xg such that the following conditions hold.

(a) The map @, is the identity on X,.
(b) Forany o, 3,y €Y such that a > 3 > v we have g 0 Yu,8 = Pa,y-
(c) Forany (z1,...,2,) € X4, X x X,, we have

F(z1,...,%0) = Faynenan (Por a1 ancen (1)« - 3 P an Arvnaen () )-

Then (X, F) is said to be a strong n-ary semilattice (Y, A" 1) of n-ary semigroups (X, F,,). In this case we write
(X,F)=((Y,A"1); (X, Fa); ¢a,p) and we also say that (X, F) is a strong n-ary semilattice of n-ary semigroups.

This definition enables us to obtain the main result concerning the composition of n-ary semigroups, which is important
on its own, but also in the next sections.

Proposition 2.2. If (X, F) is a strong n-ary semilattice of n-ary semigroups, then it is an n-ary semigroup.

3 The structure theorem

Throughout this section, we consider a symmetric n-ary band (X, F'). We associate with it a family of unary operations
and study their most important properties.

Definition 3.1. For every x € X, we define the operation ££: X — X by
l(y)=F((n-1)-z,y), yeX.

When there is no risk of confusion, we also denote this operation by /... We now study elementary properties of this
operation.

Example 3.2. For the structures presented in Example 1.1, these maps are given in the following tables.

Y 2 3

|1 4
y |1 2 3
OL(y) |1 3 3 4 LT 2 3
62(2./) 2 2 3
l3(y) |4 3 3 4 )2 2 3
l(y) |4 3 3 4 3Ly

Proposition 3.3. The pair ({{,:x € X},0) is a semilattice.

We also observe that the pair (X, B) where B is defined by B(xz,y) = £, (y) for all z,y € X is a band. For instance,
the tables in Example 3.2 are the operation tables of the corresponding binary operations B. We will not elaborate on
this in the present work but refer the reader to [7] for more details.

*We say that the n-ary extension of a semilattice is an n-ary semilattice.
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The semilattice defined in Proposition 3.3 can be extended to define a symmetric n-ary band. The following result
establishes a tight relation between (X, F') and this n-ary band.

Proposition 3.4. For every x1,...,x, € X we have
Cp(ay,.wn) =lay 00l
that is, the map 0 (X, F) — ({{z:x € X},o" 1) defined by {(x) = £, is a homomorphism.
The map ¢ defined in the previous proposition enables us to characterize the reducibility of a symmetric n-ary band to a

symmetric (binary) band, i.e., a semilattice.

Proposition 3.5. Let (X, F') be a symmetric n-ary band. The following assertions are equivalent.
(i) The map ¢ is injective.
(ii) The n-ary band (X, F) is isomorphic to ({{y:x € X}, 0" 1).
(iii) The n-ary band (X, F) is an n-ary semilattice.

Also, the map £ enables us to characterize those symmetric n-ary bands that are reducible to Abelian groups. Recall
that a group (X, *) with neutral element e has bounded exponent if there exists an integer m > 1 such that the m-fold
product x % --- * x is equal to e for any = € X. In that case, the exponent of the group is the smallest integer m > 1
having this property. Using the characterization of Abelian groups having bounded exponent given by Priifer and Baer
(see [23]), it is straighforward to see that the exponent of an Abelian group divides n — 1 if and only if the group is a
direct sum of cyclic groups whose orders divide n — 1.

Proposition 3.6. Let (X, F') be a symmetric n-ary band. The following conditions are equivalent.

(i) The map ¢ is constant (i.e., {, is the identity map on X for any x € X).

(ii) The n-ary band (X, F) is the n-ary extension of a group (X, ») (and in particular (X, *) is Abelian and its
exponent divides n — 1).

Now, when the map £ associated with F' is not injective, it is natural to consider a quotient, and identify the elements of
X that have the same image by £. In this context, we have the following result.
Proposition 3.7. The binary relation ~ on X defined by

T~y o Ly =4y, z,y € X,

is an n-ary semilattice congruence on (X, F).

Example 3.8. For the structure presented in Example 1.1(a), we have {3 = ¢4 so [1]. = {1}, [2]. = {2}, and
[3]~ = {3,4}. The binary reduction of (X /~, F}) is a semilattice whose Hasse diagram is given in Figure 1 (left). For

instance, we have ~

[1]. A 2. = Fi([1]., [1]-, [2]+) = [F1(1, 1, 2)]. = [3]..
Now, for the structure presented in Example 1.1(b), we only have ¢5 = ¢3 so [1]. = {1} and [2]. = {2,3}. We see that
the binary reduction of (X /~, Fg) is a semilattice whose Hasse diagram is given in Figure 1 (right).

Figure 1: Hasse diagrams of the binary reductions of (X /~, F}) (left) and (X /~, F») (right)

Since ~ is a congruence for F', this operation restricts to each equivalence class. It is then natural to study the most
important properties of this restriction. Using Proposition 3.6, we directly obtain the following result.

Proposition 3.9. For any x € X, ([x]., F|(2]») is the n-ary extension of an Abelian group whose exponent divides
n-1

Example 3.10. For both structures presented in Example 1.1, the restrictions of F; and F5 to [3]3 and [2]3, respectively,
are isomorphic to the ternary extension of (Zz, +).
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The congruence ~ enabled us to decompose X as a n-ary semilattice of n-ary semigroups. In order to obtain a strong
n-ary semilattice decomposition, we still need to define a suitable family of homomorphisms.

Proposition 3.11. For every x,y € X such that [x]. > [y]., the map ¢[.]_[y]. = Lyl[z]. is @ homomorphism from
(]~ Flizy) to ([y)-, Fliyy)-

We can now state our main structure theorem for symmetric n-ary bands.

Theorem 3.12. An n-ary groupoid (X, F) is a symmetric n-ary band if and only if it is a strong n-ary semilattice of

n-ary extensions of Abelian groups whose exponents divide n — 1.

As a direct application of this theorem, we obtain that a symmetric n-ary band is an n-ary group’ if and only if it is the
n-ary extension of an Abelian group whose exponent divides n — 1.

In view of the main result, in order to build symmetric n-ary bands, we have to consider Abelian groups whose
exponents divide n — 1, and build homomorphisms between the n-ary extensions of such groups. These homomorphisms
are described in the next result.

Proposition 3.13. Ler (X1, *1) and (X3, *2) be two Abelian groups whose exponents divide n — 1 and denote by Fy
and F5 the n-ary extensions of *1 and *s, respectively. For every group homomorphism 1: X1 — X5 and every gs € Xo,
the map h: X1 — X5 defined by

h(m):g2 *2¢(1.)a xEXla

is a homomorphism of n-ary semigroups.

Conversely, every homomorphism from (X1, Fy) to (Xa, F3) is obtained in this way.

4 Reducibility of symmetric n-ary bands

In this section, we use Theorem 3.12 in order to analyze the reducibility problem for symmetric n-ary bands. We thus
consider a symmetric n-ary band (X, F).

Proposition 4.1. If F is reducible to an associative operation G: X? — X, then the following assertions hold.
(i) G is surjective and symmetric;
(ii) The n-ary semilattice congruence ~ associated with F is a binary semilattice congruence for G.

It follows from Proposition 4.1 that if I is reducible to G, then G' induces an operation G|,12 on every equivalence

class [x]. of X'/~. This operation is a binary reduction of F'|,]». Therefore, it is natural to study the properties of the
reductions of such operations. This is performed in the following result.

Proposition 4.2. If (X, F) is the n-ary extension of an Abelian group (X, G1) whose exponent divides n — 1, then
every reduction (X, G2) of F is a group that is isomorphic to (X, G1). Moreover, all the reductions of (X, F) are
obtained by using (2) with any element e of X.

We are now able to analyze the reducibility of symmetric n-ary bands.

Proposition 4.3. A symmetric n-ary band (X, F) = ((Y, A" ); (X, Fa); Pa.) is reducible to a semigroup if and
only if there exists a map e:Y — X such that

(i) Forevery a €Y, e(a) = e, belongs to X,
(ii) Forevery o, 8 € Y such that o = 3, we have @, g(eq) = eg.

Moreover, when (X, F) is reducible to a semigroup, a reduction is given by the semigroup decomposed as
(Y, A" 1) (Xa, Ga); Pa.p), where G, is the reduction of F,, with respect to e,.

Example 4.4. For the structures of Example 1.1(a) and (b), respectively, the only non obvious homomorphisms are
given by ¢r17. 131, = £3l[11.» ©121..13]. = €3l[2].» and @11 21, = f2[1].» respectively.

s For (X, F1), we have ¢p7. 13].(1) = £3(1) = 4 and @ra_ 131.(2) = £3(2) = 3.
* For (X, F»), we have ¢[17_[2].(1) = £2(1) = 2.

Recall that an n-ary group is an n-ary semigroup (X, F') such that forany i € {1,...,n}andany 1, ..., i1, Tis1,...,Tn, Y €
X there exists a unique z € X such that F'(x1,...,%i-1,2,Tit1,...,Tn) = Y.
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By Proposition 3.13 these are homomorphisms from the ternary extension of the trivial group to the ternary extension of
(Zo,+). Ttis easy to see that (X, F}) and (X, F»), respectively, are the strong ternary semilattices associated with the
semilattices whose Hasse diagrams are depicted in Figure 1 (left) and (right), respectively, and the ternary extensions of
groups and homomorphisms given here. It follows from Theorem 3.12 that (X, F; ) and (X, F) are symmetric ternary
bands. Finally, we can use Proposition 4.3 to analyze the reducibility problem for (X, F;) and (X, F5).

1. For (X, Fy) we must have e([1].) = 1 and e([2]..) = 2. Then we must have e([3].) = ¢[17.,[37. (1) = 4 but

~3

also e([3].) = ¥[2].,[3]. (2) = 3, a contradiction. So (X, F) is not reducible to a semigroup.

2. For (X, F3) the map e defined by e([1].) = 1 and e([2].) = 2 satisfies the conditions of Proposition 4.3 and
so (X, Fy) is reducible to a semigroup (X, G). The operation table of G is given below.

Acknowledgments

The first author is supported by the Luxembourg National Research Fund under the project PRIDE 15/10949314/GSM.

References

[1] Nathanael L. Ackerman. A characterization of quasitrivial n-semigroups. To appear in Algebra Universalis.
[2] Alfred H. Clifford. Bands of semigroups, Proc. Amer. Math. Soc., 5, 499-504, 1954.

[3] Alfred H. Clifford and Gordon B. Preston. The algebraic theory of semigroups. American Mathematical Society,
Vol. 1, 1961.

[4] Miguel Couceiro and Jimmy Devillet. Every quasitrivial n-ary semigroup is reducible to a semigroup. Algebra
Universalis, 80(4), 2019.

[5]1 Miguel Couceiro, Jimmy Devillet, Jean-Luc Marichal, and Pierre Mathonet. Reducibility of n-ary semigroups:
from quasitriviality towards idempotency. Submitted for publication. arXiv preprint arXiv:1909.10412, 2019.

[6] Jimmy Devillet, Gergely Kiss, and Jean-Luc Marichal. Characterizations of quasitrivial symmetric nondecreasing
associative operations. Semigroup Forum, 98(1), 154-171, 2019.

[7] Jimmy Devillet and Pierre Mathonet. On the structure of symmetric n-ary bands. Submitted for publication. arXiv
preprint arXiv:2004.12423 2020.

[8] Wistaw A. Dudek and Vladimir V. Mukhin. On n-ary semigroups with adjoint neutral element. Quasigroups and
Related Systems, 14:163-168, 2006.

[9] Wilhelm Dornte. Untersuchungen iiber einen verallgemeinerten Gruppenbegriff. Math. Z., 29:1-19, 1928.

[10] Pierre A. Grillet. Commutative semigroups. Springer, Boston, MA, 2001.

[11] Jerzy W. Grzymala-Busse. Automorphisms of polyadic automata. J. Assoc. Comput. Mach., 16:208-219, 1969.
[12] John M. Howie. Fundamentals of semigroup theory. Oxford University Press, 1995.

[13] Gergely Kiss and Gabor Somlai. Associative idempotent nondecreasing functions are reducible. Semigroup
Forum, 98(1), 140-153, 2019.

[14] Kenneth Krohn and John Rhodes. Algebraic theory of machines. I. Prime decomposition theorem for finite
semigroups and machines. Trans. Amer. Math. Soc., 116, 450—464, 1965.

[15] Helmut Linger. The free algebra in the variety generated by quasi-trivial semigroups. Semigroup Forum,
20:151-156, 1980.

[16] Charles F. Laywine and Gary L. Mullen. Discrete mathematics using latin squares. Wiley, New York, 1998.

[17] Charles F. Laywine, Gary L. Mullen, and Geoff Whittle. D-dimensional hypercubes and the Euler and MacNeish
conjectures. Montsh. Math., 111:223-238, 1995.

[18] Erkko Lehtonen and Florian Starke. On associative operations on commutative integral domains. Semigroup
Forum, 100(3), 910-915, 2020.

36



[19] David McLean. Idempotent semigroups. Amer. Math. Monthly, 61:110-113, 1954.

[20] Mario Petrich. Introduction to semigroups. Charles E. Merrill, 1973.

[21] Mario Petrich. Lectures in semigroups. John Wiley, London, 1977.

[22] Emil L. Post. Polyadic groups. Trans. Amer. Math. Soc., 48:208-350, 1940.

[23] Joseph J. Rotman, An Introduction to the Theory of Groups. 4th Ed. Springer-Verlag, New York, USA, 1995.

37



38



LINEARLY DEFINABLE CLASSES OF BOOLEAN FUNCTIONS*

Miguel Couceiro Erkko Lehtonen
Université de Lorraine, CNRS, Inria, LORIA Centro de Matemadtica e Aplicagdes
F-54000 Nancy, France Faculdade de Ciéncias e Tecnologia
miguel.couceiro@loria.fr Universidade Nova de Lisboa, Portugal

e.lehtonen@fct.unl.pt

Dedicated to Maurice Pouzet on the occasion of his 75th birthday

ABSTRACT

In this paper we address the question “How many properties of Boolean functions can be defined by
means of linear equations?” It follows from a result by Sparks that there are countably many such
linearly definable classes of Boolean functions. In this paper, we refine this result by completely
describing these classes. This work is tightly related with the theory of function minors and stable
classes, a topic that has been widely investigated in recent years by several authors including Maurice
Pouzet.

Keywords Functional equation - linear definability - clone - clonoid - Boolean function

1 Introduction and motivation

Functional equations are universally quantified first-order sentences in a certain algebraic syntax, with a single function
symbol and no other predicate symbol than equality. More precisely, a functional equation for a function of several
arguments from A to B is a formal expression

hi(£(g1(viseo V) oo s E(gm (v, oy vp))) = ho(F(91 (Vi ooy vp)), oo o, E(g1 (VL -y V), (D)
where m,t,p > 1, hy: B™ — C, hy: Bt — C, each g; and gg- is a map A? — A, the vy,..., v, are p distinct
symbols called vector variables, and f is a distinct symbol called function symbol. An n-ary function f: A™ — Bis
said to satisfy the equation (1) if, for all a;,...,a, € A", we have

hl(f(gl(alﬂ s vap))v o '»f(gm(ala e vap))) = hQ(f(gll(alv s 7ap))v . 'af(g;f(alv e "ap)))7

where the ¢; and g, are applied componentwise. Well-known examples of functional properties definable by such
functional equations include the linearity property of functions over fields, the monotonicity and convexity properties
that are typically expressed by functional inequalities.

Such functional equations regained interest in 2000, due to the work of Ekin, Foldes, Hammer, and Hellerstein [8] who
showed that the equational classes of Boolean functions are exactly those classes that are closed under introduction
of fictitious variables, and identification and permutation of variables. These operations on functions give rise to a
preorder on functions, the so-called simple minor relation, and equational classes are exactly the “initial segments”
for this preorder [3, 7]. Alternatively, these classes appear naturally in a Galois theory proposed by Pippenger [18]
that is based on the preservation relation between functions and relation pairs (also called “relational constraints”).
Using this framework it was shown that, even in the case of Boolean functions, there are uncountably many classes of
functions definable by functional equations. For instance, all Post’s classes (clones of Boolean functions), traditionally
characterized by relations, are definable by functional equations.

*This work is funded by National Funds through the FCT — Fundagao para a Ciéncia e a Tecnologia, I.P., under the scope of the
project UIDB/00297/2020 (Center for Mathematics and Applications).
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This motivated several studies that considered syntactic restrictions on functional equations and relational constraints.
Foldes and Pogosyan [10] considered a variant, the so-called functional terms, to define all Boolean clones and to give a
criterion to determine whether a clone is finitely definable. In [4] the authors focused on linear equations and showed
that the classes of Boolean functions definable by linear equations are exactly those that are stable under left and right
compositions with the clone of constant-preserving linear functions or, equivalently, definable by affine constraints.
This was later extended to arbitrary functions over fields [5], and to stability under compositions with arbitrary clones
[6]: an equational class is definable by relation pairs in which the two relations are invariant for clones C; and Co,
respectively, if and only if the class is stable under left composition with C; and under right composition with C5 (in
short, (C, C3)-stable). Instances of the idea of (C, Cs)-stability are present in various studies. The initial segments
of so-called C-minor quasiorders, systematically studied in [12, 13, 14, 15, 16, 17], are exactly such (C, C5)-stable
classes where the first clone C'; is the clone of projections. On the other hand, when Cj is the clone of projections,
we get clonoids, as studied by Aichinger, Mayr, and others [1, 2, 21]. The case when both C; and C are clones of
projections corresponds to minor-closed classes. As an example of recent work on (C7, Cs)-stable classes that is
closely related with the current paper, we would like to mention studies of function classes stable under left and right
compositions with clones of linear functions by Fioravanti and Kreinecker [9, 11].

Getting back to linearly definable classes of Boolean functions, in [5] it was observed that, for each integer k£ > 0, the
class of Boolean functions whose degree is upper bounded by £ is definable by the following linear equation:

Yoo fO v =o.
IC{1,...,k+1} i€l

This shows that even in the case of Boolean functions, there are infinitely many linearly definable classes. Other
examples were also provided, but it remained until recently an open problem to determine whether there are uncountably
many linearly definable classes as is the case with classes definable by unrestricted functional equations. The answer
follows from a result of Sparks [21, Theorem 1.3], namely, there are a countably infinite number of linearly definable
classes.

In this paper we refine this result by explicitly describing the linearly definable classes of Boolean functions. After
recalling some basic notions and results on function minors and stability under composition with clones in Section 2, we
then completely describe the lattice of linearly definable classes (Section 3). Using this result and Post’s classification
of Boolean clones, we can easily determine the classes which are stable under right and left compositions with clones
C1 and Cs containing the clone of constant-preserving linear functions (Section 4).

2 Basic notions and preliminary results
Throughout this paper, let N and N denote the set of all nonnegative integers and the set of all positive integers,
respectively. For any n € N, the symbol [n] denotes the set {i e N |1 < i <n}.

Let A and B be sets. A mapping of the form f: A™ — B for some n € N is called a function of several arguments
from A to B (or simply a function). The number n is called the arity of f and denoted by ar(f). If A = B, then such a
function is called an operation on A. We denote by F 45 and O 4 the set of all functions of several arguments from A

to B and the set of all operations on A, respectively. For any n € N, we denote by ]-"Xg the set of all n-ary functions
in Fap, and for any C' C Fp, we let c.=Cn fgg and call it the n-ary part of C.

Example 2.1. Forb € B and n € N, the n-ary constant function cbn) : A" — Bis given by the rule (aq,...,a,) — b
forall ay,...,a, € A.

Example 2.2. In the case when A = B, for n € N and i € [n], the i-th n-ary projection prz(-n) : A" — A s given by
the rule (aq,...,a,) — a; forall ay,...,a, € A.

Let f: A" — Band i € [n]. The i-th argument is essential in f if there exist as, ..., ay,a; € A such that
flar, ... an) # flar,...,a;—1,a;, aiv1,. .. an).

An argument that is not essential is fictitious.

2.1 Minors and functional composition

Let f: B — C and g¢1,...,9,: A™ — B. The composition of f with g1,...,¢g, is the function
fg1,...,gn): A™ — C given by the rule

flg1, .., gn)(a) = f(q1(a),...,gn(a)), foralla e A™.
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Let o: [n] — [m]. Define the function f,: A™ — B by the rule

fo’(alv c '7am) = f(ao(l)a c '7a0'(77.))7

for all ay,...,a, € A. Such a function f, is called a minor of f. Intuitively, minors of f are all those functions
that can be obtained from f by manipulation of its arguments: permutation of arguments, introduction of fictitious
arguments, identification of arguments. It is clear from the definition that the minor f,, can be obtained as a composition
of f with m-ary projections on A:

_ (m) (m)
fo’ - f(pra(l)v e 7pra-(n))'

We write f < g if f is a minor of g. The minor relation < is a quasiorder (a reflexive and transitive relation) on F 45,
and it induces an equivalence relation = on F 45 and a partial order on the quotient F 4 5 /= in the usual way: f = g if

f<gandg < f,and f/=<g/=if f <g.

Functional composition can be extended to classes of functions. Let C C Fpc and K C F4p. The composition of C
with K is defined as

CK := {f(gl7'-'7g7L) ‘ f € O(n)a 9g1,---59n € K(m)a n,mec N+ }

It follows immediately from definition that function class composition is monotone, i.e., if C,C’ C Fpc and
K,K' C FypsatisftyC CC'and K C K',then CK C C'K’.

2.2 Clones, minor closure and stability under compositions with clones

A class C C O, is called a clone on A if CC C C and C contains all projections. The set of all clones on A is a
closure system in which the greatest and least elements are the clone O 4 of all operations on A and the clone of all
projections on A, respectively.

Definition 2.3. Let K C F,p5,C; C Op, and Cy; C O 4. We say that K is stable under left composition with C if
C1K C K, and that K is stable under right composition with Cy is KCy C K. If both C1K C K and KCy C K
hold, we say that K is (C, Cs)-stable. If K,C C O4 and K is (C, C)-stable, we say that K is C-stable. The set of
all (C1, Cy)-stable subsets of F 4 is a closure system.

Remark 2.4. A set K C F4p is minor-closed if and only if it is stable under right composition with the set of all
projections on A. Every clone is minor-closed. A clone C'is (C, C')-stable.

Lemma 2.5. Let Cy and C be clones on B and Cs and C% clones on A such that C; C C} and Co C CY. Then for

every K C Fap, it holds that if K is (C1, C%)-stable then K is (C1, Cy)-stable.

Proof. Assume that K is (C, C%)-stable. It follows from the monotonicity of function class composition that
CiKCCIKCK and KC; CKCyCK.

In other words, K is (Cy, Cs)-stable. O

3 The lattice of linearly definable classes of Boolean functions

Recall that operations on {0, 1} are called Boolean functions. In this section we completely describe the lattice of
linearly definable classes of Boolean functions. The starting point is the following characterization of these classes first
obtained for Boolean functions in [4], and later extended to classes of functions defined on {0, 1} and valued in rings
[6].

Theorem 3.1. A class of Boolean functions is linearly definable if and only if it is stable under left and right compositions
with the clone of constant-preserving linear Boolean functions.

Hence to completely describe the linearly definable classes it suffices to determine those that are stable under left and
right compositions with the clone of constant-preserving linear Boolean functions. This will be presented in Subsection
3.2.

3.1 Some special classes of Boolean functions

The class of all Boolean functions is denoted by €. It is well known that every f € Q") is represented by a unique
multilinear polynomial over the two-element field, i.e., a polynomial with coefficients in {0, 1} in which no variable
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appears with an exponent greater than 1. This polynomial is known as the Zhegalkin polynomial of f, and it can be
written as

where zg is a shorthand for [],. g 2; and where My C P([n]) is the family of index sets corresponding to the
monomials of f. Note that zp = 1 and ) ¢y x5 = 0. The terms g with S # () are called monomials. If () € My,
then we say that f has constant term 1; otherwise f has constant term 0. Without any risk of confusion, we will often
denote functions by their Zhegalkin polynomials, and we refer to the set My as the set of monomials of f.

The degree of a Boolean function f, denoted deg( f), is the size of the largest monomial of f, i.e.,

deg(f) == Snelg%ls\

for f # 0, and we agree that deg(0) := 0. For k € N, we denote by Dy, the class of all Boolean functions of degree at
most k. Clearly Dy, C Dy, for all & € N. A Boolean function f is linear if deg(f) < 1.2 We denote by L the class of
all linear functions. Thus L = D;.

Fora € {0,1},1etC, :={fe€ Q| f(0,...,0) =a}andE, :={f e Q]| f(1,...,1) =a}.Clearly Co,NCy =0
and Co U Cy = Q; similarly, Eg NE; = () and Eg UE; = Q. Tt is easy to see that C, is the class of all Boolean functions
with constant term a.

For a € {0,1}, a Boolean function f is a-preserving if f(a,...,a) = a. A function is constant-preserving if it is
both 0- and 1-preserving. We denote the classes of all O-preserving, of all 1-preserving, and of all constant-preserving
functions by T, Ty, and T, respectively. Note that T, = T N T;. It follows from the definitions that T = Cy,
T1 = E1, and TC = CQ n El.

Remark 3.2. The reason why we have introduced multiple notation for the classes To = Cgp and T; = E; is to facilitate
writing certain statements in a parameterized form and to make reference, as the case may be, to either the classes C,
(a €{0,1}),E, (@ € {0,1}),0r T, (a € {0,1}).

The parity of a Boolean function f, denoted par(f), is a number, either 0 or 1, which is given by
par(f) := My \ {0}] mod 2.

We call a function even or odd if its parity is O or 1, respectively. We denote by P and P; the classes of all even and of
all odd functions, respectively. Clearly Py NPy = () and Py UP; = Q.

For a € {0, 1}, let @ denote the negation of a, thatis, @ := 1 — a. A function f is self-dual if

flai,...,a,) = f(@,...,a,), forallay,...,a, € {0,1}.

A function f is reflexive (or self-anti-dual) if f(ay,...,a,) = f(@1,...,a,) forall a, ..., a, € {0,1}. We denote
by S the class of all self-dual functions. Let S, := SN T, the class of constant-preserving self-dual functions.

WealsoletLg :=LNTp, Ly :=LNTy,LS:=LNS,and L, := LN T.. Itis easy to verify that Lo = L N Co,
L1:(LOPOOCl)U(LﬂPlﬂCO),LC:LOPlﬂCO,andLS:LﬂPl.

It was shown by Post [19] that there are a countably infinite number of clones of Boolean functions. In this paper, we
will only need a handful of them, namely the clones 2, Ty, T1, T¢, S, Sc, L, Lo, L1, LS, and L. that were defined above.

Let f be an n-ary Boolean function. The characteristic of a set S C [n] in f is given by
ch(S,f)={AeM;|SC A} mod2.

The characteristic rank of f, denoted by x(f), is the smallest integer m such that ch(.S, f) = 0 for all subsets S C [n]
with |S| > m. Clearly, x(f) < n because ch([n], f) = 0. For k € N, denote by X}, the class of all Boolean functions
of characteristic rank at most k. For any £ € N, we have X;, C Xj1. The inclusion is proper, as witnessed by the
function x7 ... 241 € Xg41 \ Xg. Moreover, for any k € N, we have Dy, C Xj.

Reflexive and self-dual functions have a beautiful characterization in terms of the characteristic rank.

Lemma 3.3 (Selezneva, Bukhman [20, Lemmata 3.1, 3.5]).

1. A Boolean function f is reflexive if and only if x(f) = 0.

%Strictly speaking, functions of degree at most 1 are affine in the sense of linear algebra. We go along with the term linear that is
common in the context of clone theory and especially in the theory of Boolean functions.
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Figure 1: A block of eleven L.-stable classes.

2. A Boolean function f is self-dual if and only if f + 1 is reflexive.
3. A Boolean function f is self-dual if and only if f is odd and x(f) = 1.

In other words, Xy = X; N Py is the class of all reflexive functions, X; N Py is the class of all self-dual functions, and
Xy is the class of all self-dual or reflexive functions.

3.2 L.-stable classes

We can now present the main result of the paper, namely, a complete description of the L.-stable classes or, equivalently,
of the linearly definable classes of Boolean functions. Of particular importance is the poset of the eleven classes €2,
Po, P1, Co, Cy, Eg, E1, Co N Eg, Co N Eq, C; N Cy, C; N E; that is shown in Figure 1. It is noteworthy that the four
minimal classes of this poset are pairwise disjoint, and that the six lower covers of 2 are precisely the unions of the six
different pairs of minimal classes.

Theorem 3.4. The L.-stable classes are

Q, Ca, E., Pa, Cq N Ey,

Dy, D, NC,, Dr NEg, Dy NP, D, N C, NEy,

Xk, X N Cyg, X NEg, X NP, X N Cy NEy,

D; NX;, D; N X; NC,, D; N X; NE,, D; NX; NPy, D; N X; NC, NEy,
Do, Do N Ca, 0,

fora, b€ {0,1} and i,j, k € Ny withi > j > 1.

The lattice of L.-stable classes is shown in Figure 2. In order to avoid clutter, we have used some shorthand notation.
The diagram includes multiple copies of the 11-element poset of Figure 1 (the shaded blocks) connected by thick triple
lines. Each thick triple line between a pair of such blocks represents eleven edges, each connecting a vertex of one
poset to its corresponding vertex in the other poset. We have labeled in the diagram the meet-irreducible classes, as well
as a few other classes of interest; the remaining classes are intersections of the meet-irreducible ones.

The proof of Theorem 3.4 is omitted for space constraints. The proof has two parts. First we need to verify that the
classes listed in Theorem 3.4 are L.-stable. Since intersections of L.-stable classes are L.-stable, it suffices to show
this for the meet-irreducible classes; this is rather straightforward. Secondly, we need to verify that there are no other
L.-stable classes. This is a more difficult task and can be accomplished by proving that each class K is generated by
any subset of K that contains for each proper subclass C' of K an element in K \ C.

4 Stability under clones containing L.

Using Theorem 3.4 together with Lemma 2.5 it is straightforward to determine the (C', C5)-stable classes for any
clones C and C; containing L.. Such classes must occur among the L.-stable classes by Lemma 2.5, so it is just a
matter of deciding which ones are (C, Cs)-stable. In particular, we obtain the C-stable classes for every clone C'
containing L, i.e., the clones €2, Ty, T1, T¢, S, Sc, L, Lo, L1, LS and L..
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Figure 2: L.-stable classes.
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Theorem 4.1.

(i) The L.-stable classes are €, C,, E,, Py, Co,NEp, Dy, D NC,, DL NE,, D NP, D NC, NEy, Xk, X NC,,
X NEq X NPg, Xp NCa NEy, DN Xy, D;NX;NCy, DiNXjNEg DiNXjNPg, D;NX; NG NEy,
Do, Do N Cq, B, for a,b € {0,1} and 4, j, k € Ny withi > j > 1.

(i) The LS-stable classes are Q, Xi, X1 N Pg, Dy, D1 NPy, D; N X, D; N X1 NPy, Do, O, for a € {0,1} and
1,7,k € Ny withi > 7 > 1.

(iii) The Lg-stable classes are S0, Cq, Dy, Dg, N Co, Do, Do N Co, 0, for k € N

(iv) The Ly-stable classes are S, Eq, Dy, D N Ey, Do, Do N Cy, 0, for k € N,

(v) The L-stable classes are Q, Dy, Dy, 0, for k € N,.

(vi) The S¢-stable classes are 0, C,, Eg, Py, Co NEp, X1 NPy, X3 N Cy NEy, Dy, Do N Cy, O, for a,b € {0,1}.
(vil) The S-stable classes are Q, X1 N Py, Do, 0, for a € {0,1}.
(viii) The T.-stable classes are Q, C,, E,, Po, C4 N Eyp, Do, Do N Cy, B, fora,b € {0,1}

(ix) The Ty-stable classes are Q, Cg, Do, Do N Co, 0.

(X) The T;-stable classes are Q, E1, Do, Do N C4, 0.

(xi) The Q-stable classes are S, D, (.
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ABSTRACT

We provide a combinatorial interpretation of bi®nomial coefficients, by using paths that lie on hyper-
grids. We also give a generalization of Catalan numbers, called as s-Catalan, through using s-Pascal
triangle. Two identities of s-Catalan numbers are derived.

Keywords Bi°nomial coefficients - s-Pascal triangle - Generalized Pascal Formula - Hypergrids - s-Catalan numbers.

1 Introduction

Bi®nomial coefficients were introduced for the first time in 1730, by Abraham de Moivre [7], in his study to answer to
the following question: "Considering L dices with (s + 1) numbered faces. If they are thrown randomly, what would
be the chance of the sum of exhibited numbers to be equal to k£ ?", see also Hall and Knight [16]. Some years later,
Euler [8, 9], studied these coefficients and derived a number of properties, as formulae (4), (6) below. In 1876, André
[1] used combinations on words to establish several other properties.

Recently, the authors [3], published a paper that focused on a historical introduction of bi*nomial coefficient, as well
as a presentation of some new arithmetical properties of these numbers. First, we need to introduce some definitions
and concepts concerning bi®nomial coefficients, s-Pascal triangle and Catalan numbers.

1.1 Bi’nomial Coefficients

Definition 1.1 Ler s > 1, n > 0 be integers and let k € {0,1,...,sn}. The bi*nomial coefficient denoted by (Z)u is
the coefficient of x* in the following development

(1+m+w2—|—~-~+xs)”:z<Z>sxk. (1)

k>0

For k < O or k > sn, we have, (Z) = 0. For s = 1, we get the classical binomial coefficient ( )1 = (Z) In the
literature of bi® n0m1a1 coefficients, we often meet the followmg well known properties
e Expression of bi®nomial coefficients in terms of binomial coefficients,

0,5, 06 )

Jitja+-+is=k

e de Moivre alternate summation,

()= S o))
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e Symmetry relation,

(1), = ("), @
().~ (). ®

<Z> -3 (Z) (k ° m) o (©)

m=0

e Generalized Pascal Formula,

e Diagonal recurrence relation,

By definition, Pascal triangle is the triangular array of binomial coefficients, where each of their elements is calculated

by using Pascal Formula, (Z) = (”;1) + (Zj) We consider a generalization of Pascal triangle denoted by s-Pascal
triangle, as the array of bi*nomial coefficients that are generated by using Relation (5). For example, Table 1, gives the
3-Pascal triangle in the left justified form. We find the first values of bi®nomial coefficients in SLOANE [22], through

using the codes A027907, A008287 and A053343, for, s = 2, s = 3 and s = 4, respectively.

Table 1: Triangle of bi*nomial coefficients (’;) .

n\k 001 2 3 4 5 6 7 8 9 10 11 12
0 1

1 11 1 1

2 12 3 4 3 2 1 0

3 13 6 10 12 12 10 6 3 1

4 1 4 10 20 31 40 44 40 31 20 10 4 1

1.2 Catalan Numbers

For a well introduction to Catalan numbers, their properties and combinatorial interpretations, the reader can refer to
Stanley [23], Kochy [19]. Catalan numbers, named after the Belgian mathematician Eugene Charles Catalan (1814-

1894), are defined as follows,
1 2n
C, = , 7. 7
n—+1 ( n ) ne @)

The generating function of these numbers is,

1—-v1-—-4

Catalan numbers are given in Sloane [22], by using the code A000108, the first elements are,

1,1,2,5,14,42, 132,429, 1430, 4862, 16796, 58786, 208012, . . . .

These numbers could be generated by subtracting the mentioned columns of Pascal triangle, as given in Table 2. This
permit us to get the three Formulae, (9), (10), (11).

2n 2n
Cn:(n)—<n+l),nzo. ©)
2n—1 2n—1
Cn=< " >—<n+1>,n>1. (10)

2n 2n
= _ > 0.
Cht1 <n) (n+2>,n_0 (1)

In the following section, we give combinatorial interpretations of both bi®nomial coefficients and generalized Pascal
Formula, through using oriented paths that moving on Hypergrids.
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Table 2: Right part of Pascal triangle.

1
1
2 1
3 1
6 4 1
10 5 1
20 15 6 1
35 21 7 1
70 56 28 8 1

By ey () ) ()

2 Combinatorial interpretation of bi’nomial coefficients

Freund [10], gave a combinatorial interpretation of bi®nomial coefficients (Z)S, as the number of different ways of

distributing k objects among n cells, where each cell contains at most s objects, see also, Bondarenko [4]. Recently,
A. Bazeniar et al., [2], provided an interpretation of these numbers, as the number of lattice paths that connect the two
points of a grid, (0,0) and (k,n — 1), for 0 < k < sn, by taking at most s vertices in the eastern direction. We begin
by giving some definitions and terminologies that we need in the rest of this paper.

2.1 Definitions and Notations

We denote by H,, s, an hypergrid of dimension n, (we consider n ordered directions), such that each axis contains
s vertices without counting the vertex of origin O. As particular cases, for s = 1 and n > 4, hypergrids are called
hypercubes, whereas, for n = 2 and s > 2, we talk about grids.

Definition 2.1 Let n,s,p € Z", i € {1,2,...,n}. An up-oriented path lying on the hypergrid H, s, is a path of a
finite length, such that

1. it starts from the vertex O,

2. when the path reaches the vertex U by taking the i" direction, it should reach a vertex V by taking the (i+p)t"
direction.

We denote by p;, i,.... s, an up-oriented path lying on the hypergrid H,, , that reached,

e i, vertices by taking the 15¢ direction,

e iy vertices by taking the 2"¢ direction,

o

e i, vertices by taking the n'" direction,
with 0 < i, < s,form € {1,2,...,n}.

We represent the up-oriented path p;, ;,,.. ;. by the linear form,

11“'122-"2-'-7111“'?1,
N—— —— N——
i1 times 7o times iy times

or by the power form, 1%12%2 ... pin  We denote by the number £, the length of p;, i,....4,, such that k = ¢; 4 ia +
-+« +1ip, as well as P, i, s the set of all p;, 4, .4, of length k that lie on the hypergrid H,, .

Example 2.1 In Figure I, we differentiate an up-oriented path from ordinary paths that lie on the grid Hs 3, as
follows,

o The first path on the left is an up-oriented path because the directions are taken in an increasing order, then,
we have, p3 1 = 1112 = 1321,
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Figure 1: An up-oriented path and ordinary paths on the grid H» 5.

e The second and the third paths to the right, are not up-oriented paths due to a disorder on directions of the
two paths.

The following theorem gives a combinatorial interpretation of bi®nomial coefficients by counting the cardinality of the
set P ks

Theorem 2.1 Forn,k,s € Z,,with0 < k < sn, we have, #P,, , s = (Z)S

Proof 2.1 Forn = 0,1, 2, it is easy to verify the statement. We Suppose it true for n, let us prove it for the dimension
(n + 1). By using Relation (5), we get,
+1 _ s
("% ) = X (2m),
n n n n

= (k)s + (k—l)s + (k—2)5 toee Tt (k—s)s

= anH:O #1020 nin| S0 i =k — ipg130, 02, .. .0 < s}

= anﬂzo #1022 opin(n 4 1)t | S0 iy =k — g0, 02,0y < s}

= {12 (o )i | 0 i = Rz, g <)

= #Pn+1,k,s-
Example 2.2 In Figure 2, we count four possible up-oriented paths of length 3 in the hypercube Hy 1. In Table 3, we
distinguish these paths accordingly to their linear and power forms.

3
ondX 1/

TSt 0 O

Figure 2: The up-oriented paths of length 3 in the hypergrid H,4 ; and their final vertices.

Table 3: Linear and power forms of the up-oriented paths of length 3 in the hypergrid Hy ;.

Linear forms | Power forms

11 ig 13 i4

1711110 123 11213140
1 1]0|1 124 11213041
10|11 134 11203141
o1 ] 1|1 234 10213141

In fact, #{ 10223554085 iy iy 4y + i = 3 i izdg i <1} = (3), = (3) = 4,
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In the following subsection, by using Theorem 2.1, we derive a combinatorial interpretation of generalized Pascal
Formula over hypergrids.

2.2 Combinatorial interpretation of generalized Pascal Formula
Definition 2.2 We denote by J, _1, the projection map on the hypergrid H,,_ ,, defined as,

s
Jnfl : Pn,k,s — Um:O Pnfljcfm,s
Divsig,eosin 7 Pirsig,esin_1

Theorem 2.2 The generalized Pascal Formula, (Z)S =3 (,?:;l) . can be interpreted over hypergrids by the
J

following bijection, Py ks "~ |5 _o Po—1.k—m,s-

Proof 2.2 Obviously, the map J,,_1 is surjective by definition, 5o, Jn_1(Pp i,s) = U, —o Pa—1,k—m,s. On one hand,
by Theorem 2.1, we have, # Py, 1. s = (Z)S On the other hand, for allmy, ms € {0,1,..., s}, such that my # ma, it is
clear that, Pn—l,k—ml,s ﬂ Pn—l,k—mg,s = (Dy SO, #Jn—l(Pn,k,s) = # U;:() Pn—l,k—nL,s = an:() #Pn—l,k—m,s =
anzo (:__;L) .= (Z) .- Consequently, we have proved that the two sets Py, j s and Ufn:O P_1.k—m,s, have the same
cardinality, then, they are in bijection.

3
m=0

Example 2.3 Forn =4,k = 6, s = 3, the generalized Pascal Formula, (3)3 =5 (6fm)3 =10+12412+410,

is interpreted over hypergrids by the following bijection, Py ¢ 3 % P3s3UP353UP343U P33, see Table 4,

Table 4: The bijection Pyg3 < > _y Ps.6-m.s.

Pyes | P63 | Paes | Pss3 | Pass | Psa3 | Paes | P333
111222 | 111222 | 111234 | 11123 | 111244 | 1112 | 111444 111
111223 | 111223 | 222334 | 22233 | 123344 | 1233 | 222444 | 222
112223 | 112223 | 111334 | 11133 | 112344 | 1123 | 333444 333
111233 | 111233 | 112234 | 11223 | 223344 | 2233 | 233444 233
111333 | 111333 | 112334 | 11233 | 122344 | 1223 | 133444 133
222333 | 222333 | 122234 | 12223 | 112244 | 1122 | 123444 123
122233 | 122233 | 113334 | 11333 | 113344 | 1133 | 223444 223
122333 | 122333 | 112224 | 11222 | 233344 | 2333 | 122444 122
112333 | 112333 | 123334 | 12333 | 122244 | 1222 | 112444 112
112233 | 112233 | 223334 | 22333 | 133344 | 1333 | 113444 113
122334 | 12233 | 222344 | 2223
111224 | 11122 | 111344 | 1113

3 Generalized Catalan numbers
In this section, our aim is to generalize Catalan numbers by using s-Pascal triangle, as well as to extend their identities
corresponding to this generalization. First, we recall some generalizations of Catalan numbers.

Stanley, [23], Koshy, [19] and Grimaldi, [15], collect many combinatorial interpretations of Catalan numbers through
using: paths, parenthesis, words or binary numbers, binary trees, .... In 1791, before Eugeéne Charles Catalan studied

these numbers, Fuss, [11], introduced Fuss-numbers, given under many expressions, as, F'(k,n) = m (k:), see
[14], or, F'(k,n) = kn1+1 (k":'l), see [19], also as follows, F'(k,n) = %(nkfl), see, [15, 17]. We mention that, for

k =2, F(2,n) gives the Catalan numbers. A combinatorial interpretation of these numbers is given as the number of
paths from (0, 0) to (n, (k — 1)n), which take steps of the set {(0, 1), (1,0)}, that lie below the line y = (k — 1)z, see

[20].
Raney numbers, [21], are defined as R(k,r,n) = 7.7 (k”n”), this is a generalization of Fuss-numbers, as we have,

R(k,1,n) = F(k,n). R(k,r,n) counts the forests composed by r ordered rooted trees, with k& components and n
vertices, see [23].
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Hilton and Pedersen, [17], presented a solution to the well known ballot problem, as well as they gave a generalization
of Catalan numbers. They showed that the number of paths lie completely below the line y = z, which connect the two

points (1,0) and (a, ), for a > b two integers, is equal to the number Z—;Z (“jb). As a particular case, fora =n + 1
and b = n, we get the Catalan numbers.

Gessel,[12], called S(m,n) = % as Super-Catalan numbers. This is a generalization of Catalan numbers,

as we have, S(1,n)/2 = C,,. Gessel and Xin, [13], presented a combinatorial interpretation of these numbers for
m = 2, 3, by using the famous Dyck paths.

Kog et al., [18], gave the following generalization, C'(n, m) = % ("*t™), with m < n. As a particular case,

C(n,n) gives Catalan numbers. They showed that C'(n, m) is the number of paths from (0, 0) to (n, m) through using
right step and up-step without moving upper the line z = y.

3.1 s-Catalan numbers

In the rest of this paper we consider an odd integer s. First, we define central bi*nomial coefficients as a generalization
of central binomial coefficients, as follows

Definition 3.1 For n € Z%, central bi*nomial coefficients are given by the following form, (iZ)S

Remark 3.1 Central bi*nomial coefficients divide s-Pascal triangle into two symmetric parts, as in the classical case,
fors = 1.

Definition 3.2 For n > 0, we define s-Catalan numbers as

2n 2n
Cn.s = (sn>‘S a (sn + 1)5' (12)

The values which correspond to the s-Catalan numbers appeared in physics of particles theory (under another appel-
lation), especially, in the issues related to spin multiplicities, see the two recent papers of, E. Cohen et al., [5] and T.
Curtright et al., [6].

We get the s-Catalan numbers by subtracting from the middle column of the s-Pascal triangle, (32)5’ its next column
2n

to the right of the same level, (m 11

follows,
1,1,4,34,364, 4269, 52844, 679172, 8976188, 121223668, 1665558544, . . .,
see [22], as A264607.

)S. For s = 3, Table 5 and Table 6, give the first numbers of 3-Catalan numbers as

Table 5: The first columns of 3- Pascal triangle right part.

1
1 1
4 3 2 1
12 10 6 3 1
44 40 31 20 10
155 135 101 65 35
580 546 456 336 216
2128 1918 1554 1128 720

8092 7728 6728 5328 3823
Grs Gl Gerds (s Gade)s Gamds (eda)s Gards Gads)s

Through using 5-Pascal triangle, the first values of 5-Catalan numbers, are
1,1,6,111, 2666, 70146, 1949156, 56267133, 1670963202, 50720602314, . . .,
see [22], as A272391.

The following theorem gives the generalization of Formulae (10) and (11), respectively.
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Table 6: Generating of 3-C'atalan numbers by definition.

2n 2n 2n 2n
n (371)5 (3n+1)3 Cnys = (Bn)d - (3n+1)3
0 1 0 1
1 4 3 1
2 44 40 4
3 580 546 34
4 8092 7728 364
5 116304 112035 4269
6 1703636 1650792 52844
7 25288120 24608948 679172
8 379061020 370084832 8976188
9 5724954544 5603730876 121223668
10 | 86981744944 | 85316186400 1665558544
Theorem 3.1 We have,
Cns:<2n_1> _(271—1)7”21. (13)
’ sn s sn+1/,
2n 2n
Cpit s = - n>0. 14
+, (sn)s (sn+(s+1)>s n (14
Proof 3.1 By using Formula (5), we get, C,, s = @Z)S — (5511)5 =37 (527?:71")5 D D (sfj:;lm)s —
(Gnod), = Gy - Formula (4) gives, (317,) = (1), thenwe find, Cs = () = (0151) -

To get Formula (14), first we calculate C', 11 s, by using Formula (12), then we follow the same proof of Formula (13),
by applying Formula (5) twice.

As a future work, we want to find a combinatorial interpretation of s-Catalan numbers, especially, by using up-oriented
paths on hypergrids.

References

[1] D. André. Mémoire sur les combinaisons réguliere et leurs applications, Annales scientifiqgue de I’ENS. 2°™¢ série,
tome 5, pages 155-198, 1876.

[2] A.Bazeniar, M. Ahmia, H. Belbachir. Connection between bi®nomial coefficients and their analogs and symmetric
functions. Turkish Journal of Mathematics, 42, pages 807-818, doi: 10.3906/ mat-1705-27, 2018.

[3] H. Belbachir, O. Igueroufa. Congruence properties for bi*nomial coefficients and like extended Ram
and Kummer theorems under suitable hypothesis. Mediterranean Journal of Mathematics, 17:36,
https://doi.org/10.1007/s00009-019-1457-0, 2020.

[4] B. Bondarenko. Generalized Pascal triangle and Pyramids, their fractals graphs and applications. The Fibonacci
Association, Santa Clara, 1993.

[5] E. Cohen, T. Hansen, N. Itzhanki. From entanglement witness to generalized Catalan numbers. Scientific Reports,
6:30232, doi:10.1038/srep30232, 2016.

[6] T. Curtright, T. V. Kortryk, C. Zachos. Spin Multiplicities. Physics letter A. Elsevier, 381, pages 422-427, 2017.
[71 A. de Moivre. The Doctrine of Chances, 3rd ed. London: Millar, 1756, rpt. New York: Chelsea, 1967.

[8] L. Euler. De evolutione potestatis polynomialis cuiuscunque (1+x+z2+- - - )". Nova Acta Academiae Scientarum
Imperialis Petropolitinae 12, 1801, 47-57; Opera Omnia: Series 1, Volume 16, 28—40. Original copy is available
online in Euler’s archive.

[9] L. Euler. Observationes analyticae, Novi Commentarii Academiae Scientarum Petropolitanae. 11, 1767, 124-143,
Opera Omnia, Series 1 Vol. 15, 50—69. Original copy is available online in Euler’s archive.

[10] J. E. Freund. Restricted Occupancy Theory A Generalization of Pascal’s Triangle. The American Mathematical
Monthly, 63, No. 1, pages 20-27, 1956.

93



[11] N. Fuss. Solutio quaestionis, quot modis polygonum n laterum in polygona m laterum, per diagonales resolvi
quaeat. Nova acta academiae scientiarum imperialis Petropolitanae, 9, p. 243-251, 1791.

[12] I. M. Gessel. Super ballot numbers. Journal of Symbolic Computation. Elsevier, 14, pages 179—-194, 1992.

[13] I. M. Gessel, G. Xin. A combinatorial interpretation of the numbers 6(2n)!n!(n + 2)!. Journal of Integer Se-
quences, 8, article 05.2.3, 2005.

[14] R. L. Graham, D. E. Knuth, O. Patashnik. Concrete Mathematics. Addison-Wesley, Boston, 1994.
[15] R. P. Grimaldi. Fibonacci and Catalan numbers An introduction. Wiley, 2012.

[16] H. S. Hall, S. R. Knight. Higher Algebra: a Sequel to Elementary Algebra for Schools. London : Macmillan and
Co, 1894.

[17] P. Hilton, J. Pedersen. Catalan numbers, their generalization, and their uses. The Mathematical Intelligencer, 13,
pages 64-75, 1991.

[18] C. Kog, I. Giiloglu, S. Esin. Generalized Catalan number, sequences and polynomials. Turkish Journal of Math-
ematics, 34, pages 441-449, 2010.

[19] T. Koshy. Catalan Numbers with Applications. Oxford University Press, 2009.

[20] C.H. Lin. Some Combinatorial Interpretations and Applications of Fuss-Catalan Numbers. International Schol-
arly Research Network ISRN Discrete Mathematics, article ID 534628, doi:10.5402/2011/534628, 2011.

[21] G. N. Raney. Functional composition patterns and power series reversion. American Mathematical Society, 94,
No 3, pages 441-451, 1960.

[22] Sloane. The On-Line Encyclopedia of Integer Sequences. Available on line at https.//oeis.org/.
[23] R. P. Stanley. Catalan numbers. Cambridge University Press, 2015.

o4



GRAPHS CONTAINING FINITE INDUCED PATHS OF UNBOUNDED

LENGTH
Maurice Pouzet Imed Zaguia*
Univ. Lyon, Université Claude-Bernard Lyonl ‘Department of Mathematics & Computer Science
CNRS UMR 5208, Institut Camille Jordan Royal Military College of Canada
43, Bd. du 11 Novembre 1918, 69622 P.O.Box 17000, Station Forces
Villeurbanne, France Kingston, Ontario, Canada K7K 7B4 zaguia@Qrmc. ca

et
Department of Mathematics and Statistics
University of Calgary, Calgary, Alberta, Canada
pouzet@univ-lyonl.fr

ABSTRACT

The age A(G) of a graph G (undirected and without loops) is the collection of finite induced
subgraphs of (G, considered up to isomorphy and ordered by embeddability. It is well-quasi-ordered
(wqo) for this order if it contains no infinite antichain. A graph is path-minimal if it contains finite
induced paths of unbounded length and every induced subgraph G’ with the same property admits an
embedding of G. We construct 2%° path-minimal graphs whose ages are pairwise incomparable with
set inclusion and which are wqo. Our construction is based on uniformly recurrent sequences and
lexicographical sums of labeled graphs.

Keywords (partially) ordered set - incomparability graph - graphical distance - isometric subgraph - paths - well quasi
order - symbolic dynamic - sturmian words - uniformly recurrent sequences

1 Introduction and presentation of the results

We consider graphs that are undirected, simple and have no loops. Let H = (X, F') be a graph and let (G, =
(Ve, Ez))zex be a family of graphs whose vertex sets are pairwise disjoint. The lexicographical sum of (G )zex
(over the graph H) is the graph H[G,, z € X] whose vertex set is U,.¢ x V, and two vertices u, and v, are adjacent if
x =z and {ug,v,} € E,orx # x’ and {z,2'} € F. If H is empty i.e. F' = (), the lexicographical sum is called a
direct sum. Else if H is a complete graph, then the lexicographical sum is called the complete sum.

Among those graphs with finite induced paths of unbounded length, we ask which one are unavoidable. If a graph is an
infinite path, it can be avoided: it contains a direct sum of finite paths of unbounded length. This latter one, on the other
hand, cannot be avoided. Indeed, two direct sums of finite paths of unbounded length embed in each other. Similarly,
two complete sums of finite paths of unbounded length embed in each other. Hence, the direct sum, respectively the
complete sum of finite paths of unbounded length are, in our sense, unavoidable. Are there other examples? This
question is the motivation behind this article.

We recall that the age of a graph G is the collection Age(G) of finite induced subgraphs of G, considered up to
isomorphy and ordered by embeddability (cf. [7]). It is well-quasi-ordered (wqo) for this order if it contains no infinite
antichain. A parh is a graph P such that there exists a one-to-one map f from the set V(P) of its vertices into an
interval I of the chain Z of integers in such a way that {u, v} belongs to E(P), the set of edges of P, if and only if
[f(u) — f(v)| = 1forevery u,v € V(P). If I = {1,...,n}, then we denote that path by P,; its length is n — 1, so,
if n = 2, P, is made of a single edge, whereas if n = 1, P; is a single vertex. We denote by P, the path on N. The
detour of a graph G [4] is the supremum of the length of induced paths included in G. Our aim is to give a structural

*Corresponding author. Supported by Canadian Defence Academy Research Program (CDARP) and NSERC DDG-2018-00011.
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result on graphs with infinite detour (for the existence of infinite paths we refer to [14, 19, 27]. We say that a graph G is
path-minimal if its detour is infinite end every induced subgraph G’ with infinite detour embeds admits an embedding
of G. Let @&, P, respectively ) P, be the direct sum, respectively the complete sum of paths P,,. These graphs are
path-minimal graphs. There are others. Our main result is this.

Theorem 1 There are 28° path-minimal graphs whose ages are pairwise incomparable and wqo.

Our construction uses uniformly recurrent sequences, and in fact Sturmian sequences (or billiard sequences) [17, 6],
and lexicographical sums of labelled graphs. The existence of 2% wqo ages is a non trivial fact. It was obtained for
binary relations in [21] and for undirected graphs in [24] and in [25]. The proofs were based on uniformly recurrent
sequences. These sequences were also used in [15].

We leave open the following:
Problems 1 /(i)]

If a graph admits an embedding of finite induced path of unbounded length, does it embed a path-minimal
graph?

2. If a graph is path-minimal, is its age wqo?

3. If a graph G is path-minimal, can G be equipped with an equivalence relation = whose blocks are paths in
such a way that (G, =) is path-minimal?

In some situations there are only two path-minimal graphs (up to equimorphy).

Theorem 2 [f the incomparability graph of a poset admits an embedding of finite induced paths of unbounded length,
then it admits an embedding of the direct sum or the complete sum of finite induced paths of unbounded length.

If G := (V,FE) is a graph, and z,y are two vertices of GG, we denote by dg(x,y) the length of the shortest path
joining z and y if any, and dg(x,y) := +oo otherwise. This defines a distance on V' with values in the completion

N =N+tu {400} of non-negative integers. This distance is the graphic distance. If A is a subset of V, the graph G’
induced by G on A is an isometric subgraph of G if dg:(x,y) = dg(x,y) forall z,y € A.

If instead of induced path we consider isometric paths, then

Theorem 3 [f a graph admits an embedding of isometric finite paths of unbounded length, then it admits an embedding
of a direct sum of such paths.

We examine the primality of the graphs we obtain. Prime (or indecomposable) graphs are the building blocks of the
construction of graphs ([2, 8, 9, 11, 12, 23, 26]). Direct and complete sums of finite paths of unbounded length are not
prime and not equimorphic to prime graphs. We construct 2%° examples, none of them being equimorphic to a prime
one. We construct also 2% which are prime. These examples are minimal in the sense of [22], but not in the sense of
[23] nor in the sense of [18] p. 92.

We conclude this introduction with:

1.0.1 An outline of the proof of Theorem 1.

It uses two main ingredients. One is the so called uniformly recurrent sequences (or words).

A uniformly recurrent word with domain N is a sequence u := (u(n)),en of letters such that for any given integer n
there is some integer m(u, n) such that every factor v of u of length at most n appears as a factor of every factor of u of
length at least m(w,n). [1, 3, 16, 6]. To a uniformly recurrent word u on the alphabet {0, 1} we associate P,, the path
on N with a loop at every vertex n for which u(n) = 1 and no loop at vertices for which u(n) = 0. Next comes the
second ingredient.

Fix a binary operation x on {0, 1}. Define the lexicographical sum of copies of P,, over the chain w, denoted by P, -, w,
and made of pairs (i,v) € w x P, with an edge between two vertices (¢,n) and (j, m) of P,_ - w, such thati < j, if
u(n) xu(m) = 1. Since u is uniformly recurrent, the set Fac(u) of finite factors of w is wqo w.r.t the factor ordering,
hence by a theorem of Higman [10] (see also [20]), the ages of P, and of G(u ») = Py - w are wqo. Deletlng the

loops, we get a graph that we denote G(u ) and whose age is also wqo. Let Q(u «) be the restriction of G(u x) to the
set {(m,n) : n < m + 4} of V := N x N. This restriction has the same age as G (u,%) and it is path-minimal. If the
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operation % is constant and equal to 0, respectively equal to 1, @(u,*) is a direct sum, respectively a complete sum of
paths. To conclude the proof of the theorem, we need to prove that there is some operation % and 2%° words v such that
the ages of G, ) are incomparable. This is the substantial part of the proof. For that, we prove that if x is the Boolean

sum or a projection and u is uniformly recurrent then every long enough path in G (u,%) 18 contained in some projection
(subset of the form {¢} x N). This is a rather technical fact. We think that it holds for any operation. We deduce that if
Fac(u) and Fac(u') are not equal up to reversal or to addition (mod 2) of the constant word 1 the ages of @(u’*) and
G (w,») are incomparable w.r.t. set inclusion. To complete the proof of Theorem 1, we then use the fact that there are

2% uniformly recurrent words u,, on the two-letter alphabet {0, 1} such that for o # 3 the collections Fac(u,,) and
Fac(ug) of their finite factors are distinct, and in fact incomparable with respect to set inclusion (this is a well-known
fact of symbolic dynamic, e.g. Sturmian words with different slopes will do [6], Chapter 6 page 143).

The proofs will appear in the full version of the paper.
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ABSTRACT

In this paper we revisit the so-called computation rules for calculus using a single nonassociative
binary operation over possibly infinite sequences of integers. In this paper we focus on the symmetric
maximum @ that is an extension of the usual maximum V so that O is the neutral element, and —x is
the symmetric (or inverse) of z, i.e., x @(—z) = 0. However, such an extension does not preserve
the associativity of V. This fact asks for systematic ways of bracketing terms of a sequence using @,
and which we refer to as computation rules.

These computation rules essentially reduce to deleting terms of sequences based on the condition
2 @(—2z) = 0, and they can be quasi-ordered as follows: say that rule 1 is below rule 2 if for all
sequences of numbers, rule 1 deletes more terms in the sequence than rule 2. As it turns out, this
quasi-ordered set is extremely complex, e.g., it has infinitely many maximal elements and atoms, and
it embeds the powerset of natural numbers by inclusion.

Local properties of computation rules have also been presented by the authors, in particular, con-
cerning their canonical representations. In this paper we address the problem of determining those
computation rules that preserve the monotonicity of V, and present an explicit description of mono-
tonic computation rules in terms of their factorized irredundant form.

Keywords Nonassociative calculus - symmetric maximum - computation rules - monotonic rules

1 Motivation

This short contribution is the continuation of the work initiated in [1, 2], and we refer the reader to these references
for further motivation. Let L be a totally ordered set with bottom element 0, and let —L := {—a : a € L} be its
“symmetric” copy endowed with the reversed order. Consider the symmetric ordered structure L := LU (—L)\ {—0}, a
bipolar scale analogous to the real line where the zero acts as a neutral element and such that a + (—a) = 0 (symmetry).
In particular, —(—a) = a.

The symmetric maximum @ is intended to extend the maximum on L with O as neutral element, while fulfilling
symmetry. However, this symmetry requirement immediately entails that any extension @ of the maximum operator
V cannot be associative. To illustrate this point, let . = N and observe that (2@ 3) @(—3) = 3 ®@(—3) = 0 whereas
20(39(—-3))=200=2.

Nonetheless, Grabisch [3] showed that the “best” definition of @ (see Theorem 1 below) is:
—(la| Vv |b]) ifb# —aand|a|V|b] =—aor =—b
a@b=14{ 0 ifb=—a (1)

la| Vv |b| otherwise.

In other words, if b # —a, then a @ b returns the element that is the larger in absolute value among the two elements a
and b. Moreover, it is not difficult to see that @ satisfies the following properties:
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(C1) @ coincides with the maximum on L?;
(C2) a@(—a) = 0 forevery a € L;
(C3) —(a@b) = (—a) @(—D) forevery a,b € L.

Hence, @ almost behaves like + on the real line, except for associativity a @(b @ c¢) = (a @ b) @ ¢, for every a, b, c € L.
For instance, we have:(—3©@3)@1=0@1 = 1but -3@(3@1) = —3 @3 = 0. However, it was shown in [3] that if
one requires that (C1), (C2) and (C3) hold, then (1) is the best possible definition for @.

Theorem 1. [3, Prop. 5] No binary operation satisfying (C1), (C2), (C3) is associative on a larger domain than @.

Further properties of @ were presen}ed in [3, 1, Prop. 5]. In particular, it was shown that @ is associative on an
expression involving ay,...,a, € L, with [{i : a; # 0} > 2, if and only if \/]"_, a; # — A;_, a;. Sequences
fulfilling this condition were referred to as associative in [1].

To remove the ambiguity when evaluating @ on nonassociative sequences, Grabisch [3] suggested ways of making @
associative. The solution proposed was to define a rule of computation, that is, a systematic way of putting parentheses
so that the result is no longer ambiguous. Let us present here informally three of these rules' that are rather natural:

(i) aggregate separately positive and negative terms, then compute their symmetric maximum. Taking the sequence
3,2,-3,1,—3,—2, 1, we obtain
©(3,2,-3,1,-3,-2,1) = 302010 1) @((-3) @(-3) ©(-2))
=3@(-3)=0.

(ii) aggregate first extremal opposite terms to cancel them, till there is no more extremal opposite terms. This
gives:
©(3,2,-3,1,-3,-2,1) = (30(-3)) 92019(-3) @(-2)@1)
=0@(-3) =-3.
(iii) the same as above, but first aggregate these extremal opposite terms. This gives:
©(3,2,-3,1,-3,-2,1) = Bo((-3) ©(=3)) o2e(-2) o(le1)
=Be(-3)00iel=091=1.

One sees that all results differ, and that many other rules can be created. In fact, it is more convenient to define a rule as
a systematic way of deleting terms in a sequence of numbers, so as to make it associative, provided the way of deleting
terms corresponds to some arrangement of parentheses. Indeed, the first rule consists in deleting all terms whenever
the sequence does not fulfill the condition of associativity. The second rule consists in deleting recursively all pairs
of extremal opposite elements, and the third rule deletes recursively all occurrences of extremal opposite elements.
However, one has to be careful that any systematic way of deleting elements making any sequence associative does not
necessarily correspond to an arrangement of parentheses. For example, deleting the maximal element 3 in the above
sequence makes it associative, however no arrangement of parentheses can produce this.

This framework based on rules of computation was formalized in [1], and we will recall it in the next section. We
will also recall equivalent, yet semantically rather different, quasi-orderings of rules, and briefly survey the main
characteristics of the resulting partially ordered set of (equivalent classes) of computation rules.

Denoting a computation rule by R, @ is an unambiguously defined operator acting on any sequence of L, by first
making the sequence associative by means of R, and then computing the result by @. Then, to any given computation
rule R corresponds an aggregation operator @ g, aggregating all "numbers” of a sequence into a single number in L.
In the sequel, we only deal with countable sets L, so that L can be thought to be Z. It follows that such a study is
related to the aggregation of integers, in particular to the so-called integer means or Z-means, see [4]. In the latter
work, it is shown that the decomposability property introduced by Kolmogoroff [5] imposes a very limitative form of
integer means, namely that the output depends only on the smallest and greatest entries. In [2], we have weakened the
decomposability property and shown that a whole family of operators @i can serve as integer means.

The main objective of this paper is to study monotonic computation rules R, that is, leading to an aggregation operator
@r which is monotonically nondecreasing w.r.t. all terms of the sequence. This property is a basic requirement in
most fields of application, and this is why aggregation operators, defined on either real numbers or integers, are always
required to be nondecreasing (see, e.g., any kind of means, median, order statistics, etc.). As it will be shown, not all
computation rules are monotonic. The main result of this paper, shown in Section 3, is to give a characterization of the
set of monotonic computation rules.

!"These will be revisited in Section 2 and formally defined in the proposed language formalism of [1].
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2 Rules of Computation

We now recall the formalism of [1]. As we will only consider countable sequences of elements of L, without loss

of generality, we may assume that L = Z. In this way, elements of L* are (finite) sequences of integers, denoted by
o = (\;)ier for some finite index set I, including the empty sequence &, i.e.,

I = ( U (E)”) U{e}.
neN
This convention will simplify our exposition and establish connections to the theory of integer means.
Also, as @ is commutative, the order of symbols in the word does not matter, and we can consider the decreasing order

of the absolute values of the elements in the sequence (e.g., 5,5, —5, —3,2, —2, 1, 0). Since sequences are ordered, we
can consider the following convenient formalism for representing sequences. For an arbitrary sequence

0=(N1,. s N1, =N, ey =N, e, Ny e, gy =Ny ey, —Tg)
—_———  —  — —_——— ————o———
p1 times my times pq times Mg times
withng > -+ > ng, let0(c) = (n1, ..., n,) be the sequence of absolute values (magnitudes) of integers in o, and let
Y(o) = ((p1,m1), ..., (pg, mq)) be the sequence of pairs of numbers of occurrence of these integers. For instance, if
o=1(3,3,-3,2,—-2,—-2,1,1,1,1), then

0(0) = (3,2,1); (o) = ((2,1),(1,2)(4,0)).

Let & denote the set of all integer sequences in this formalism, including the empty sequence, and let G be the subset
of all nonassociative sequences.

To facilitate the precise definition of rules of computation, we proposed [1] a language formalism over a 5-element
alphabet made of 5 elementary rules p; : © — G that act on o in the following way:

(1) Elementary rule p;: if p; > 1 and m; > 0, then p; is changed to p; = 1;

(ii) Elementary rule po: same as in (¢) with p;, m; exchanged;
(iii) Elementary rule ps: if p; > 0, mq > 0, the pair (p1, m;) is changed into (p; — ¢, m1 — ¢), where ¢ = p; Amy;
(iv) Elementary rule py: if p; > 0, my > 0, and if p2 > 0, then ps is changed into py = 0;

(v) Elementary rule p5: same as in (iv) with mq replacing po.

Hence, elementary rules delete terms only in nonassociative sequences, and leave the associative ones invariant.

A (well-formed) computation rule R is a word built with the alphabet {p1,...,ps5},i.e., R € L(p1,...,ps5), such that
R(0) € 6\ & forall 0 € &. The set of (well-formed) computation rules is denoted by 93. Examples of rules are
(words are read from left to right)

(i) ()T = (paps)* p1p2ps. that corresponds to first putting parentheses around all positive terms and all negative
terms, and then computing the symmetric maximum of the two results.

(i) (-)o = p3, that corresponds to putting parentheses around each pair of maximal symmetric terms.

(iii) ()= = (p1p2p3)*, that corresponds to putting parentheses around terms with the same absolute value and
sign, and then to putting parentheses around each each pair of maximal symmetric resulting terms.

It is shown in [1] that each computation rule R € R corresponds to an arrangement of parentheses together with a
permutation on the terms of sequences. Thus each R € fR turns the symmetric maximum into an associative operation
Qr: L* — L defined by @z = @ oR, since R(c) € &\ & for all o € & 2. Moreover, each computation rule has
the form R = 1175 - - -, where each T; has the form wp§ pg p3, withw € L(pg, ps) and «, 8 € {0, 1} (factorization
scheme)?

Now, to compute @ z(c) one needs to delete symbols in the sequence 6(o) exactly as they are deleted in ¢ (o). This
entails an ordering of fR that is discussed below.

Let R, R’ € 2 and, for each sequence o = (a;);er, let J, C I and J C I, be the sets of indices of the terms in o
deleted by R and R/, respectively. Then, we write R < R’ if for all sequences o € & we have J, 2 J/. Clearly, it is

?For convenience, we assume that @ z(¢) = 0 and @g(a) = a, forevery a € L
*Here, p = e and p' = p.
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reflexive and transitive, and thus it is a preorder. This induces an equivalence relation ~ defined as follows: R ~ R’ if
R < R and R’ < R. The following proposition reassembles several results in [1], and provides equivalent definitions
of ~.

Proposition 1. Let R, R’ € 2R. Then the following assertions are equivalent.
(i R~R.
(i) @r = Q.
(i) Ker(@gr) = Ker(@r'), where Ker(@p) denotes the kernel of @ that is defined by
Ker(@r) ={0c € 6| @r(0) =0}.

Furthermore, any two equivalent rules have exactly the same “ factorized irredundant form”. Recall that a rule R € R
is considered in factorized irredundant form (FIF) if the two following conditions are verified:

(i) Factorization: R can be factorized into a composition
R=T\Ty --T, - )

where each term has the form T} = w; p% p% ps, with w; € L({pa, ps}) (possibly empty), and a;, b; € {0,1}.

(ii) Simplification: Suppose that in (2) there exists j € N such that w; = wp} or wp for some w € L({p4, p5}),
or that p4 and ps alternate infinitely many times in w;. Let

k1 = min{j : w; = wpj orwpi}, and
ke = min{j : p4 and ps alternate infinitely many times in w; }.

o Ifky <kg,then R~1T -- 'Tk1~
e Otherwise, ko < ki, and R ~ T} - -- T,gz, where T,;Z = (p4p5)*p(1““2 pgkz P3.

Observe that every non-terminal term 77 (i.e., of the form wp¢ p5ps) in a rule in FIF has a “certificate”.

Certificates can be defined recursively as follows. A certificate -y of non-terminal term 7' = wp$ p4p3 is an element
of Ker(T) such that no letter of T is left unused (unread or without deleting an element of ) when - is deleted.
For instance, consider T = pyp2psp3. Then o = (1,1)(2,1)(0,1) is a kernel element but not a certificate, while
v = (1,1)(2,1)(1,1) is a certificate.* The definition is then recursively extended to rules in SR/ using factorization.

The structure of the poset 93/ .. of equivalence classes endowed with the partial order induced by < was investigated
in [1] and shown to be highly complex. To give an idea, the subposet 23123/~ of equivalence classes of rules
R € L(p1, p2, p3) has infinitely many maximal elements, and (R123/~, <) (and thus (9R/~, <)) embeds the powerset
(ZN, C) of natural numbers, and hence it is of continuum cardinality. For further results on R/, see [1].

The complex structure of (R/ ., <) gives little hope to obtain a complete description of this poset. In addition to
considering restrictions on the syntax of computation rules, another approach to provide local descriptions is to consider
computation rules with certain desirable properties. One of such properties is monotonicity which is particularly
relevant in applied mathematics, especially, in decision making and aggregation theory. In the next section we provide
the explicit description of monotonic computation rules in terms of their factorized irredundant form (FIF).

3 Monotonic computation rules

In this section we aim to describe those computation rules that are monotonic. Recall that a rule R € ‘R is monotonic
if @r(a1,...,a,) < @r(al,...,al,), whenever a; < a) for every n € Nand ¢ = 1,...,n. For instance, it is not

difficult to see that both (-) and (-)T are monotonic, however, (-)— is not:
@(y_(5,-5,-5,4,3) =4 whereas @_(5,—5,—4,4,3) = 3.

In order to study monotonicity, first observe the following facts.

(i) @ is monotonic for every rule R on & \ &. Hence, we can consider only sequences in &.

*Note that a certificate exists if and only if w neither contains p}, p% nor (paps)*.
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(i1) Itis sufficient to study the effect of increasing one element of the sequence o. If we increase ny to n > nq,
then the sequence becomes associative, and the value of @ is n. Hence, it is sufficient to consider an increase
to any value at most n;.

Lemma 1. Let 0 € &y. Then @p is monotonic w.r.t. any element n; or —n; of the sequence, for any rule
R=T'T?... withT! = wps.

Proof. Suppose that an element n; is changed to n} > n;. Then the new sequence ¢’ becomes associative and
@r(0’) =n} > @r(0). Suppose now that an element —n; is changed to —nj + € < —ngy. Then (p1, m;) is changed
to (p1, m1 — 1), which can only increase the result of @, as p1, p2 are not present in T,

Let us start with computation rules with a single term.
Lemma 2. If R has the form (p4ps5)* p$p5ps then @ is monotonic.

Proof. Let o € &q. After the application of (p4p5)* only the first term (p;, m1) remains, so that it is enough to study
the effect of increasing +n;. If n is increased to n}, then @ g(¢’) = nf, and if —n; is increased, this can only increase
the result of @ . O

Lemma 3. Let R € R be in FIF.

(i) Suppose that R has the form wp p’p3 for w = w’p} with w’ € L(p4, p5). Then R is monotonic if and only if
(a,b) = (a,0), fora € {0,1}, and ' = ¢.

(ii) Suppose that R has the form wp$p5ps for w = w’p% with w’ € L(p4, ps) . Then R is monotonic if and only if
(a,b) = (0,b), forb € {0,1}, and ' = ¢.

Proof. We show that (i) holds; the proof of (ii) is analogous. To see that the condition is necessary, suppose that
(a,b) = (a,1), where a € {0,1}. Consider the sequence
o1 = (1a2)0w’0/7

where o, is a certificate of w’ and ¢’ a sequence such that the difference between the smallest absolute value of o,/
and the greatest absolute value of ¢’ is at least 2. Then @r(01) = —n for some —n in o if it exists, or @ (1) = 0.
Consider now the sequence

oy = (1,1)0,(0,1)0,
obtained from o by increasing —n4 to —n’ greater than all —n in o, and smaller than all —n in ¢’. Clearly, o1 < 09
but @R(Ug> =-n'< @R(Ul).

To see that we must have w’ = &, suppose to the contrary that w’ # . Hence, w’ has the form w’ = w" p5, otherwise we
would have w’p} = pj. Consider the sequences

o=(1,1)0,~(0,1)(1,0) < (1,1)0,(1,0)(0,1) = ¢
where ¢’ has been obtained from o by increasing the last but one element —n to —n’ s.t. n’ < n”, with n” the last
element in 0. Then @r(c) = 0 > @gr(c’) = —n’, which contradicts the fact that R is monotonic. Hence, w’ = e.

To prove sufficiency, consider the case (a,b) = (0,0) (the case (a,b) = (1,0) is similar). Any sequence ¢ has the
form o = (p1,m1)(p2,0) - - (pt,0)o’ with ¢ > 0. Note that (a) if p; > my, then @r(c) = ny, (b) if p; < my, then
@r(0) = —ny (smallest value), and (c) if p; = m1, @r(c) = —n ifitexists in o', or @r(c) = 0. It is not difficult to
check that, in each case, any increase in o can only result in an increase of @ (o). O

We now extend our study to rules made of several terms, and we will make use of the two following auxiliary results to
simplify our search for nonmonotonic rules.

Lemma 4. Suppose that @ is not monotonic, and let 7' € L(py, . .., ps) such that TR € R be in FIF. Then @7 p also
1S not monotonic.

Proof. Since TR € Risin FIF, T' = 1115 ---T;--- is finite and each term T} has a certificate o;. Hence, the
composition ¢ = o109 --- 0, - - - is a certificate of 7.

Suppose that @  is not monotonic, and let ¢’ and o’ be sequences such that 0’ < ¢ and @r(0”) > @r(c”). Consider
the two composite sequences oo’ and oo”. Clearly, oo’ < oo’ but

@rr(00’) = @r(0’) > @r(0”) = @rr(od”).
In other words, @1 g is not monotone. O
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Lemma 5. Let R € R bein FIF, and let T = p’§R with k£ > 1. Then, @ is monotonic if and only if @7 is monotonic.

Proof. From Lemma 4 it follows that the condition is sufficient. Conversely, suppose that @ g is monotonic. It suffices
to prove that @,z is monotonic and apply k times the result. Consider any sequence ¢ = (p1,m1)o1 € Sg. By
Lemma 1, @, is monotonic w.r.t. =n;. Now, consider o’ obtained by increasing any element in 0. Then

/_{(pl,ml)a-i Wlth0'1>0'1
(pl + 1am1>0-/1

In the first case, @,,r(0') = @p,r(c) When p1 # m4, otherwise @,,r(c’') = @r(c]) > @r(o1) since R is
monotonic.

In the second case, we have @, r(0’) > @,,r(0) if p1 = my or p1 = my — 1, otherwise @,,r(0’) = @p,r(0). O
Lemma 6. Let R = T'T? . - - be in FIF where T = w;p$’ p5 ps. If there exists k such that

e (ay,by) = (1,0) and wi, # pi, (paps)”,

o (ap,br) = (0,1) and wy, # pZ, (paps)*, or

e (ay,br) = (1,1) and wi # pi, p5, (Paps)”s

then @ i is not monotonic.
Proof. Assuming that R is in FIF, by Lemma 4, we may assume that & = 1.

e Suppose that (a1,b1) = (1,0) and wy # pj, (paps)*. Consider the sequences
o1 = (1,1)(1,0)/“tla (1,0) and oy = (2,1)(1,0)/“1lea

obtained from oy by augmenting 7, |,, +2 to n1, where |w:[,, indicates the number of occurrences of py in
wi. Although 01 < 02 we have

Qr(01) =Ny, |,, +2 > 0= @r(02),
and thus @ r is not monotonic.
e Suppose that (a1, b;) = (0,1) and wy # p, (paps)*. Consider the sequences
o1 =(1,2)(0,1)“les and o5 = (1,1)(0,1)111s(0,1),
obtained from oy by increasing the value —ny to —ny, |, to2. Clearly, 01 < o3 but @gr(o1) =0 >

—Nuwy |, +2 = @r(02), and thus @ is not monotonic.

e The remaining case (a1,b1) = (1,1) and w1 # pj, p&, (paps)* is dealt with similarly. O

We now consider the case where (a;, b;) = (0,0) in each term T = w;p%" 5 ps.
Lemma 7. Suppose R = T'T?--. is in FIF, and that no term contains p; nor py. If there is k& > 1 such that wy, in T*
is of the AFT type or equal to pJ or pg , then @ is not monotonic.

Proof. By Lemma 4, it suffices to consider the case k = 1. Suppose first that R = wps R’ with w of the AFT type, say

w= pfflpgl e pztpg‘. Consider the sequence

o= (1,1)(1,0)X1(0,1)% --- (1,0)X*(0,1)%(1,0)(1,0).5

Clearly, @ r(0) = n¢+2. Now let us increase the term with value n;1o to n;, where j is the first index such that x; = 1,
so that we obtain the sequence o’. Clearly, we have o < ¢’ but @g(0) = ny12 > ny13 = @gr(d’).

Now, w.l.o.g. suppose that w = p§ with w # pJ; the other case w = pg with w # pf is dealt with similarly. Consider
o= (1,1)(1,0)*(1,0)(1,0) and o’ obtained from o by increasing the value of 1,2 to na, i.e.,

o= (1,1)(2,0)(1,0)* (1, 0).
In this case, we get @Qg(0) = nat2 > Nats = @r(o’).

In both cases, we get that @ r is not monotonic. O

SHere x; = 1 if oy > 0, otherwise x; = 0. Similarly, & = 1if 8; > 0, otherwise &; = 0.
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We can now provide a complete description of monotonic rules.
Theorem 2. Let R € R be in FIF. Then @ is monotonic if and only if either

(i) R = p35,or
(ii) R = p&T, where T = wp$phps satisfies the following conditions

o if (a,0) = (1,0), then w = pj or (p4ps)",

e if (a,b) = (0,1), then w = pf or (paps)*,

e if (a,b) = (1,1), then w = (psp5)*,

e if (a,b) = (0,0), then w = pj, p3, (p4, p5)"

)

Proof. Let us prove that all rules in (i) and (ii) are monotonic. It was already established that @ oy = (Yo is monotonic.
As for (ii), by using Lemma 5, it suffices to prove monotonicity for R = T', which is obtained by Lemmas 2 and 3.
It remains to prove that no other rule is monotonic. As rules are in FIF, no term can exist after 7. Moreover, by

Lemmas 6 and 7, no term of the form T = w/p% pY ps with w’ € L(p4, ps) finite can occur before T" or before pk.
Furthermore, by Lemma 3, it is not possible to add a finite w’ € £(p4, p5) before T'. Thus, every monotonic rule must
be of one of the stated forms, and the proof of Theorem 2 is now complete. U
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ABSTRACT

We present a structural approach of some results about jumps in the behavior of the profile (alias
generating function) of hereditary classes of finite structures. We consider the following notion due
to N.Thiéry and the second author. A monomorphic decomposition of a relational structure R is a
partition of its domain V' (R) into a family of sets (V},)zcx such that the restrictions of R to two
finite subsets A and A’ of V' (R) are isomorphic provided that the traces AnV,, and A’ n 'V, have the
same size for each x € X. Let .7, be the class of relational structures of signature y which do not
have a finite monomorphic decomposition. We show that if a hereditary subclass & of ., is made of
ordered relational structures then it contains a finite subset 2 such that every member of 2 embeds
some member of 2. Furthermore, for each R € 2 the profile of the age A(R) of R (made of finite
substructures of R) is at least exponential. We deduce that if the profile of a hereditary class of finite
ordered structures is not bounded by a polynomial then it is at least exponential. This result is a part
of classification obtained by Balogh, Bollobds and Morris (2006) for ordered graphs.

Keywords ordered set, well quasi-ordering, relational structures, profile, asymptotic enumeration, indecomposability,
graphs, tournaments, permutations.

1 Introduction and presentation of the results

The profile of a class € of finite relational structures is the integer function ¢« which counts for each non negative
integer n the number of members of € on n elements, isomorphic structures being identified. The behavior of this
function has been discussed in many papers, particularly when % is hereditary (that is contains every substructure
of any member of ¥’) and is made of graphs (directed or not), tournaments, ordered sets, ordered graphs or ordered
hypergraphs. Futhermore, thanks to a result of Cameron [7], it turns out that the line of study about permutations (see
[1]) originating in the Stanley-Wilf conjecture, solved by Marcus and Tardos (2004) [20], falls under the frame of the
profile of hereditary classes of ordered relational structures (see [23, 25]). The results show that the profile cannot be
arbitrary: there are jumps in its possible growth rate. Typically, its growth is polynomial or faster than every polynomial
([29] for ages, see [34] for a survey) and for several classes of structures, it is either at least exponential (e.g. for
tournaments [4, 6], ordered graphs and hypergraphs [2, 3, 16] and permutations [14]) or at least with the growth of the
partition function (e.g. for graphs [5]). For more, see the survey of Klazar [17].

In this paper, we consider hereditary classes of ordered relational structures. We describe those with polynomially
bounded profile, we identify those with unbounded polynomial profile which are minimal w.r.t. inclusion and prove
that their profile is exponential. The case of ordered binary relational structures and particularly the case of ordered

*The first author was supported by CMEP-Tassili grant.
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irreflexive directed graphs are treated in Chapter 8 of [22] and are presented in [26]. On the surface, the cases of ordered
binary relational structures and the case of ordered relational structures are similar. But the case of ternary relations is
more involved.

Let us present our main results. Each structure we consider is of the form R := (V, <, (p;)jes), Where < is a linear
order on V' and each p; is a n;-ary relational structure on V, that is a subset of V"7 for some non-negative integer
n;, the arity of p;. We will say that the sequence 1 := (1) jes is the restricted signature of R. The age of R is the
set A(R) consisting of the structures induced by R on the finite subsets of V, these structures being considered up
to isomorphy. A relational structure of the form (V, <) where < is a linear order on V is a chain; if it is of the form
B :=(V,<,<") where < and < are two linear orders on V this is a bichain, and if it is of the form G := (V, <, p) where
p is a binary relation this is an ordered directed graph. Chains, bichains and ordered directed graphs are the basic
examples of ordered structures.

An interval decomposition of R is a partition P of V' into intervals I of the chain C' := (V, <) such that for every integer
n and every pair A, A" of n-element subsets of V, the induced structures on A and A’ are isomorphic whenever the
traces AnT and A’ NI have the same number of elements for each interval . For example, if R is the bichain (V, <, <’),
‘P is an interval decomposition of V' iff each block [ is an interval for each of the two orders and they coincide or are
opposite on [ (see [21]). If a relational structure R has an interval decomposition decomposition into finitely many
blocks, say k + 1, then trivially, the profile of A(R) is bounded by some polynomial whose degree is, at most, k.
According to a result of [35] this must be a quasi-polynomial, that is a sum ay(n)n* + --- + ag(n) whose coefficients
ar(n),...,ap(n) are periodic functions. Here, we show that this is in fact a polynomial.

We prove that essentially the converse holds.

Theorem 1.1. Let € be a hereditary class of finite ordered relational structures with a finite restricted signature [.
Then, either there is some integer k such that every member of € has an interval decomposition into at most k + 1
blocks, in which case € is a finite union of ages of ordered relational structures, each having an interval decomposition
into at most k + 1 blocks, and the profile € is a polynomial, or the profile of € is at least exponential.

The jump of the growth of profile from polynomial to exponential was obtained for bichains by Kaiser and Klazar [14]
and extended to ordered graphs by Balogh, Bollobas and Morris (2006) (Theorem 1.1 of [3]). Their results go much
beyond exponential profile.

The first step of the proof of Theorem 1.1 is a reduction to the case where % is of the form A(R). For that, we prove
the following lemma:

Lemma 1.2. If a hereditary class € of finite ordered relational structures with a finite signature i contains for every
integer k some finite structure which has no interval decomposition into at most k + 1 blocks, then it contains a
hereditary class <7 with the same property which is minimal w.r.t. inclusion.

Clearly, </ cannot be the union of two proper hereditary classes, hence it must be up-directed w.r.t. embeddability.
Thus, according to an old and well know result of Fraissé [8] p.279, this is the age of some relational structure R.
Clearly, R is ordered and does not have a finite interval decomposition. Hence our reduction is done.

For the second step, we introduce the class Z,, of ordered relational structures of signature y,  finite, which do not
have a finite interval decomposition. We define an equivalence relation =r on the domain of a relational structure R
whose classes form a monomorphic decomposition, a notion previously introduced in [35]. This equivalence is an
intersection of equivalences =, r. When R is ordered, there is some integer k such that =g and =, r coincide. Using
Ramsey’s theorem, we prove that

Theorem 1.3. There is a finite subset A made of incomparable structures of Z,, such that every member of 9,, embeds
some member of 2.

Note that if Z is the subclass of ,, made of bichains then 2 n 2 has twenty elements [21]. If & is made of ordered
reflexive (or irreflexive) directed graphs, 2% N & contains 1246 elements (cf Theorem 8.23 of [26]).

The members of 2 have a special form. There are almost multichainable (a notion introduced by the second author in
his these d’Etat [29] which appeared in [32] and [30]).

Next, we prove that the profile of members of 2l grows at least exponentially.

Theorem 14. : If R € @,(Lk) then the profile ¢r is at least exponential. Indeed, for n large enough it satisfies
©r(n) > d.c” where c is the largest solution of X**' — X* —1 = 0 and d is a positive constant depending upon k.

In the case of ordered undirected graphs, it was proved in [3] that it grows as fast as the Fibonacci sequence.
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From Lemma 1.2 and Theorem 1.1, we can deduce the following.

Corollary 1.5. If the profile of a hereditary class € of finite ordered relational structures (with a finite restricted
signature 1) is not bounded by a polynomial then it contains a hereditary class </ with this property which is minimal
w.r.t. inclusion.

Proof. If the profile of € is not bounded by a polynomial then for every integer & it contains some finite structure
which has no interval decomposition into at most k£ + 1 blocks. According to Lemma 1.2 it contains a hereditary class
&/ with this property which is minimal w.r.t. inclusion. As already observed, there is some R such that &/ = A(R).
According to Theorem 1.1, the profile of <7 is exponential. Since the profile of every proper subclass of <7 is bounded
by a polynomial, ./ is minimal. O

This result holds for arbitrary hereditary classes of relational structures (provided that their arity is finite). It appears in
a somewhat equivalent form as Theorem 0.1 of [35]. It is not trivial, the main argument relies on a result going back to
the thesis of the second author [29], namely Lemma 4.1 p. 23 of [35]. No complete proof has been yet published. The
proof of Corollary 1.5 is complete.

The proof of Lemma 1.2 relies on properties of well-quasi-ordering and of ordered structures. The proof of Theorem 1.3
relies on Ramsey’s theorem. These results are part of the study of monomorphic decompositions of a relational structure,
a notion introduced in [35] in the sequel of R. Fraissé who invented the notion of monomorphy and C. Frasnay who
proved the central result about this notion [9]. Indeed, an ordered relational structure has a finite interval decomposition
iff it has a finite monomorphic decomposition. The profile of a class of finite relational structures, not necessarily
ordered, each admitting a finite monomorphic decomposition in at most k + 1 blocks, is the union of finitely many ages
of relational structures admitting a finite monomorphic decomposition in at most &k + 1 blocks and is a quasi-polynomial
(this is the main result of [35]). Lemma 1.2 extends. But, we do not know if Theorem 1.3 extends in general. We state
that as a conjecture.

Let .#,, be the class of all relational structures of signature f, . finite, without any finite monomorphic decomposition.

Conjecture 1.6. There is a finite subset 2 made of incomparable structures of ., such that every member of .7,
embeds some member of 2.

The difficulty is with ternary structures. We may note that if one restricts .#}, to tournaments, there is a set 2 with
twelve elements [6]. The first author has shown that the conjecture holds if .}, consists of binary structures. She proved
that for ordered reflexive graphs, 2 contains 1242 elements. We show that if we consider the class of undirected graphs,
2l has ten elements. The proof is easy, we give it in order to illustrate in a simple setting the technique used in the proof
of Theorem 1.3. We may note that a graph has a finite monomorphic decomposition iff it decomposes into a finite
lexicographic sum of cliques and independent sets. Hence our latter result can be stated as follows:

Proposition 1.7. There are ten infinite graphs such that a graph does not decompose into a finite lexicographic sum of
cliques and independent sets iff it contains a copy of one of these ten graphs.

We may note that some of these graphs have polynomial profile, hence our machinery is not sufficient to illustrate the
jump in profile beyond polynomials.

Results of this paper are included in Chapter 7 of the thesis of the first author [26]. They have been presented in part at
ICGT 2014 (June 30-July 4 2014, Grenoble) [24]. Proofs are included in the full version of the paper.
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ABSTRACT

We consider Boolean, binary and symplectic dimensions of a graph. We obtain an exact formula
for the Boolean dimension of a tree in terms of a certain star decomposition. We relate the binary
dimension to the mranks of a graph.

Keywords Graphs - Tournaments

1 Preliminaries

Let I, be the 2-element field, identified with the set {0, 1}. Let U be a vector space over Fo, and B be a bilinear form
over U. This form is symmetric if B(x,y) = B(y,x) for all x,y € U. A vector x € U \ {0} is isotropic if B(x,x) = 0;
two vectors z,y are orthogonal if B(x,y) = 0. The form B is said to be alternating if each x € U is isotropic, in
which case (U, B) is called a symplectic space. The form is a scalar product if U has an orthonormal base (made
of non-isotropic and pairwise othogonal vectors). If U has finite dimension, say k, we identify it with F%, the set of
all k-tuples over {0, 1}; we suppose that the scalar product of two vectors x := (x1,...,z) and y := (y1,...,yx) is
(z|y) =21y1 + - + TRYk-
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The graphs we consider are undirected and have no loop. That is a graph is a pair (V, E') where E is a subset of [V ]?,
the set of 2-element subsets of V. Elements of V" are the vertices and elements of E are its edges. The graph G be given,
we denote by V(G) its vertex set and by E(G) its edge set. For u,v € V(G), we write u ~ v if there is an edge joining
u and v. For a vertex v € V(G), we denote by N (v) the set of vertices in G adjacent with v. We are going to define
three notions of dimension of a graph. The graph does not need to be finite, but our main results are for finite graphs.

Definition 1.1. Let B:U x U — F5 be a symmetric bilinear form. Let G be a graph. We say that ¢: V(G) — U is
a representation of G in (U, B) if for all u,v € V(G),u # v, we have u ~ v if and only if B(¢(u),¢(v)) = 1. The
binary dimension of G is the least cardinal x for which there exists a symmetric bilinear form B on a vector space U of
dimension « and exists a representation of G in (U, B). The symplectic dimension of G is the least cardinal ~ for which
there exists a symplectic space (U, B) in which G has a representation. When the bilinear form is a scalar product, a
representation is called a Boolean representation. The Boolean dimension of G is the least cardinal « for which G has a
Boolean representation in a space of dimension « equipped with a scalar product.

For the Boolean representation and the Boolean dimension, we have the following equivalent definition (Proposition 3.1
of [2]).

Definition 1.2. Let G be a graph. A Boolean representation is a family V := (V;) ;<. of subsets of V" such that u ~ v if
and only u and v belong to an odd number of V;’s. The Boolean dimension is the minimum cardinality of the family V
for which such a representation exists. The Boolean dimension of G is denoted by b(G).

This notion of Boolean dimension has been considered by Belkhechine et al. [2, 3] (see also [1, 7]) The symplectic
dimension has also been considered by other authors, for example, [5, 6].

2 Boolean dimension of trees

In this section, we show that there is a nice combinatorial interpretation for the Boolean dimension of trees.

We mention the following result [Belkhechine et al. [3]]
Lemma 2.1. Let G = (V, E) be a graph, with V + @. Let f:V — F3* be a boolean representation of G. Let S ¢V

such that S + @. Suppose that for all A ¢ S, A + @, there exists v € V \ A such that |[N(v) n A| is odd. Then
{f(x) | x € A} is linearly independent.

This suggests the following definition.

Definition 2.2 (Belkhechine et al. [3]). Let G := (V, E') be a graph. A set U c V is called independent (mod 2) if
for all B ¢ U, B + @, there exists u € V' \ B such that |Ng(u) n B| is odd, where N¢ () denotes the neighbourhood
of u in G; otherwise U is said to be dependent (mod 2). Let a(G) denote the maximum size of an independent
set (mod 2) in G. From now, we omit (mod 2) unless it is necessary to talk about independence in the graph
theoretic sense.

Definition 2.3. Let T := (V, F) be a tree. A star decomposition ¥ of T is a family {S1, ..., Sk} of subtrees of T such
that each S; is isomorphic to K ,, (a star) for some m > 1, the stars are mutually edge-disjoint, and their union is
T. For a star decomposition X, let ¢(X) be the number of trivial stars in X (stars that are isomorphic to K7 1), and
let s(X) be the number of nontrivial stars in ¥ (stars that are isomorphic to K4 ,, for some m > 1). We define the
parameter m/(T") = ming {t(X) + 2s(2)} over all star decompositions > of T'. A star decomposition 3 of T for which
t(X) +2s(X) = m(T) is called an optimal star decomposition of T.

Theorem 2.4. For all trees T, we have a(T) = b(T) = m(T).
We know that a(G) < b(G) for all graphs G, and b(T") < m(T') for all trees T'. See Belkhechine et al. [3] for details.

The proof of Theorem 2.4 will depend on the following propositions.

Definition 2.5. A cherry in a tree T is a maximal subtree .S isomorphic to K ,,, for some m > 1 that contains m end
vertices of T'. We refer to a cherry with m edges as an m-cherry.

Proposition 2.6. Let T := (V, E) be a tree that contains a cherry. If all proper subtrees T' of T satisfy a(T") = m(T"),
then a(T) = m(T).

Proof. Let x € V be the center of a k-cherry in T', with Np(x) = {u1,...,ug, w1,...,we}, where d(u;) = 1 for all 4,
and d(w;) > 1 for all 4. Here d(z) denotes the degree of vertex x. For each ¢ = 1 to ¢, let T; be the maximal subtree that
contains w; but does not contain .

First, we show that any optimal star decomposition of 7" in which z is not the center of a star can be transformed into an
optimal star decomposition in which z is the center of a star. Consider an optimal star decomposition 3 in which x is
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not the center of a star. Therefore, edges xu; are trivial stars of . Now if k > 2 or if there is a trivial star zw; in X,
then we could have improved ¢(X) + 2s(X) by replacing all trivial stars containing x by their union, which is a star
centered at . Hence, assume that k£ = 2 and each wj is the center of a nontrivial star .S;, which contains the edge zw;.
Now replace each S; by S} = S; — xw;, and add a new star centered at x with edge set {xw, ..., zwy, Tui, Tus}. The
new decomposition is also optimal.

Now consider an optimal star decomposition X in which x is the center of a star. The induced decompositions on 75
are all optimal since X is optimal. Let for each i € {1,...,¢}, let A; be a maximum size independent set in 7;. Hence
|A;| = a(T;) = m(T;) for all 4, and m(T) =2+ Y, m(T;) =2+ Y, a(T;). We show that A := {z,u1} U (U;4;) is a
maximum size independent set in 7.

Consider a non-empty set B ¢ A. We show that there exists v € V such that |N7(v) n Bl is odd. If z € B, then we take
v =wus. If B = {uy}, then we take v = x. In all other cases, B; := B n'V; is non-empty for some 4, and = ¢ B. We find
v € V; \ B; such that |[Nt, n B;| is odd. Now |Nr(v) n B| is odd since x ¢ B and v is not adjacent to u;. Moreover,
|A| =m(T). O

Proposition 2.7. Let T = (V, E) be a tree that contains a vertex y of degree 2 adjacent to a vertex z of degree 1. If
a(T - z) =m(T - z), then a(T') = m(T).

Proof. First, we show that m(7T) = m(T - z) + 1. If there is an optimal star decomposition of T' - z — y in which x is
the center of a star, then m(t - z) =m(T -z -y) and m(T) =m(T - z) + L,else m(T - 2) =m(T -z —-y) + 1 and
m(T)=m(T -z-y) +2.

Now we consider a maximum size independent set A" in T' - z. We have |A’| = a(T - z) = m(T - z). We define
A=A u{y}ify¢ A';and A= A’ u{z}if y € A’. We show that A is independent in 7.

Casel: y¢ A', henceye Aand z¢ A. Let BC A, B # @.
If y € B, then [Ny (z) n B| is odd.
If y ¢ B, then B ¢ A’, hence there exists v € V(T - z) such that |N7_, (v) n B|is odd, and | N7 (v) n B is odd.

Case2: ye A', hence z¢ A. Let BC A, B #+ @.
If 2 ¢ B,then B< A’. Find v € V(T - 2z) \ B such that |Ny_,(v) n B| is odd. Hence |N7(v) n B is odd.

Now suppose that z € B. If B = {z}, then Nr(y) n B is odd. Otherwise, consider (B \ {z}), which is a subset of A’.
Find v € V(T - z) N (B \ {z}) such that |[Np_,(v) n (B~ {z})|is odd. If v # y, then [Ny (v) n B| is odd. and z € B.
In this case, let B’ := (B~ {z}) u{y}. This is a subset of A’. Find u € V(T - z) \ B’ such that |N7_. (u) n B’| is odd.
Since B’ contains x and y, we conclude that u is not adjacent to any of y and z, hence [Ny (u) n Bl is odd.

Thus we have shown that A is independent. We have a(7T') > |A| = |A'|+1=m(T -2) +1 =m(T). Since a(T') cannot
be more than m(7"), we have a(T") = m(T). O

Proof of Theorem 2.4. 1f a tree T has 2 vertices, then a(T") = m(T') = 1. Each tree with at least 3 vertices contains a
cherry or a vertex of degree 2 adjacent to a vertex of degree 1. (This is seen by considering the second-to-last vertex of a
longest path in a tree.) Now induction on the number of vertices, using Propositions 2.6 and 2.7 implies the result. [

Remark 2.8. Fallat and Hogben [4] consider the problem of minimum rank of graphs, and obtain a combinatorial
description for the minimum rank of trees. The connection between minimum rank and the binary dimension is made
clear in the next section for arbitrary graphs. Here we only state that in case of trees, the Boolean dimension, binary
dimension and the minimum rank coincide, thus the formula given above for the Boolean dimension gives yet another
combinatorial description for the minimum rank of a tree.

3 Binary and symplectic dimensions

A graph G is called reduced if it has no isolated vertices and no two vertices have the same neighbourhood. Our
definition is that from Godsil and Royle [6], where it is noted that there are slightly different definitions of "reduced’ in
the literature.
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Let A(G) denote the adjacency matrix of G. We denote the rank of a matrix M over Fy by ranks (M), and define
ranks(G) = ranks(A(QG)). Let D,, be the set of n x n matrices with non-diagonal entries 0 and diagonal entries 0 or 1.
Suppose that |V (G)| = n. We define mranks (G) = min{rank,(D + A(G)) | D € D,,}. In the following propositions,
we relate the binary and symplectic dimensions of a graph G to its rank and mrank, respectively.

Proposition 3.1. Let G be a reduced graph on n vertices with adjacency matrix A(G). The symplectic dimension of G
is equal to ranks (G).

Proof. The argument is essentially based on [6], where it is shown that there exists a symplectic representation in a
vector space over Fo of dimension r := ranks (G).

As shown in [6], it is possible to write
(M HT
A= v):

where the matrix M is the adjacency matrix of a reduced r-vertex graph of rank r, and H = RM,and N = RH” =
RMRT, which expresses the rows of the (n — ) x n matrix (H N) as a linear combination of the rows of the r x n
matrix (M HT). Rewriting, we have

A(G):(R% R%R}:T):(J{?)M(I ).

where the matrix [ is the r x r identity matrix. Thus M determines a non-degenerate symplectic form on F?, given by
B(z,y) =21 My. Taking the columns of the r x n matrix (I R7T') as the vertices of GG, we obtain a representation of
G in (F%, B). Hence the symplectic dimension of G is at most .

Now suppose that there is a symplectic representation ¢ of G in (F%, B) for some symplectic form B on F5. We show
that k > r.

Writing ¢(V(G)) = {x1,...,z,}, where 1, ..., z, are column vectors representing the vertices of G with respect to

the standard basis, we can write A(G) = X T M X, where M is the symmetric k x k matrix of the form B with respect
to the standard basis {e1, ... ey} (i.e., M;; = B(e;,€j)), and X = (z1---xy).

Now let X := (P @), where P is a k x k matrix (the first & columns of X) and Q is a k x (n — k) matrix (the last n — k
columns of X). Therefore,

A= () @-(fr)arr are).

Thus we have expressed the rows of A(G) as linear combinations of the rows of the k x n matrix (M P MQ), which
implies that k& > r.

Proposition 3.2. Let G be a reduced graph on n vertices with adjacency matrix A(G). The binary dimension of G is
equal to mranks (G).

Proof. The proof of this proposition is similar to that of Proposition 3.1.

Let D € D,,. Suppose that the rank of D + A(G) = r. As in Proposition 3.1, we write

M HT)

D+A(G):(H N

where the matrix M is a symmetric matrix of rank 7 (it is the adjacency matrix of a graph which possibly has loops
but no multiple edges), and H = RM, and N = RH T = RMRT, which expresses the rows of (H N) as a linear
combination of the rows of (M H7). Rewriting, we have

D+ AG) = (R% %R;T) _ (]I%)M(I RT),

where the matrix [ is the r x r identity matrix. Thus M determines a non-degenerate bilinear form on 5 given by
B(z,y) = 2T My. Taking the columns of (I R™) as the vertices of G, we obtain a representation of G in (Fj, B).
Hence the binary dimension of G is at most r, which further implies that the binary dimension of G is at most
mranks (G) (by taking D that minimises ranks(D + A(G))).

Next we show that the binary dimension is at least mranks (G).

76



Let B be a bilinear form on F5, and suppose that there exists a representation ¢ of G in (F5, B). We write ¢(V (G)) =
{x1,...,2,}, where z; are column vectors with respect to the standard basis of IE"; Hence, for some D, we have
D+ A(G) = XTM X, where M is the symmetric matrix of the bilinear form B. As in Proposition 3.1, we write

D+ AG) - (gi) MEP Q- (gi) (MP MQ).

where P and @ are obtained from X as before.

Thus we have expressed the rows of D + A(G) as linear combinations of the rows of the k x n matrix (M P MQ),
which implies that & > ranks (D + A(G)) > mranks(G). Hence the binary dimension of G is at least mranks(G). O
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ABSTRACT

Let <Z> <B,:>, and < Dk"> be the Eulerian numbers in the types A, B, and D, respectively—that is,

number of permutations of n elements with k descents, the number of signed permutations (of n el-
ements) with k type B descents, the number of even signed permutations (of n elements) with £ type

D descents. Let S, (t) = 7 —o <Z> tk and B, (t) = Y 1_, <Bk’f> tk,and D, (t) = Y1, <D,:> tk.
We give bijective proofs of the identity

Bn(t?) = (1 +1)"T1S,(t) — 2™tS,,(1?).
and of Stembridge’s identity
Dy (t) = B(t) —n2" S, _(t).

These bijective proofs rely on a representation of signed permutations as paths. Using the same
representation we establish a bijective correspondence between even signed permutations and pairs
(w, E) with ([n], F) a threshold graph and w a degree ordering of ([n], E).

1 Introduction

For n > 0, we use [n] for the set { 1,...,n } and S,, for the set of permutations of n-elements—that is, bijections of
[n]. We write a permutation w € S,, as a word wyws ... w, with w; € [n| and w; # wj for i # j. A descent of

w € Sy, is an index (or position) ¢ € [n — 1] such that w; > w;41. The Eulerian number <Z> counts the number of

permutations w € S,, that have k descent positions. This is, of course, one among the many interpretations that we can
give to these numbers, see e.g. [14]. The given interpretation is closely related to order theory. Let us recall that the set
S,, can be endowed with a lattice structure, see e.g. [11, 6]. The lattice S,, is known under the name of Permutohedron
or weak (Bruhat) order. Exploiting the bijection between descent positions and lower covers of w € S,,, the Eulerian

number <Z> counts the number of permutations w € S,, with & lower covers. In particular, <71L> =2"—-n—1Iis

the number of join-irreducible elements in S,,. A subtler order-theoretic interpretation is given in [2]: since the S,, are
(join-)semidistributive as lattices, every element can be written canonically as the join of join-irreducible elements [9];

the numbers <Z> counts then the permutations w € S,, that can be written canonically as the join of k join-irreducible

elements.

The symmetric groups S,, are particular instances of Coxeter groups, see [4]. Under the usual classification of finite
Coxeter groups, the symmetric group S,, yields a concrete model for the Coxeter group A,,_1 in the family A. Similarly
to the symmetric groups, notions of length, descent, and inversion, and a weak order as well, can be defined for
elements of an arbitrary Coxeter group [3]. We move our focus to the families B and D of Coxeter groups. More

precisely, this paper concerns the Eulerian numbers in the types B and D. The Eulerian number <Bk”> (resp., <Dk.">)

counts the number of elements in the group B,, (resp., D,,) with k descent positions. Order-theoretic interpretations
of these numbers, analogous to the ones mentioned for the standard Eulerian numbers, are still valid. As the abstract
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group A, _; has a concrete realization as the symmetric group S,,, the group B,, (resp., D,,) has a realization as the
hyperoctahedral group of signed permutations (resp., the group of even signed permutations). Starting from these
concrete representations of Coxeter groups in the types B and D, we pinpoint some new representations of signed
permutations relying on which we provide bijective proofs of known formulas for Eulerian numbers in the types B
and D. These formulas allow to compute the Eulerian numbers in the types B and D. from the better known Eulerian
numbers in type A.

Let S, (t) and B,,(t) be the Eulerian polynomials in the types A and B:

Sn(t) == ni:l <Z> t* By (t) := zn: <Bk”> s (1)

k=0 k=0
In [14, §13, p. 215] the following polynomial identity is stated:
2B, (%) = (14 6)" T8, (1) + (1 — )" 18, (—t). )
Considering that, for f(t) = 3,5, apt®,
F@O) + f(=) =2 at™,
k>0
the polynomial identity (2) amounts to the following identity among coefficients:
2k
B,\ n\ (n+1
) =2 () @5 ®
1=

We present a bijective proof of (3) and also establish the identity

n 2k+1 n S
(- S (i) ®
Considering that, for f(t) = Y, apt®,
f(t) = f(=t) = 22 agp 12"+
k>0
the identity (4) yields the polynomial identity:
2" TS, (12) = (1 4+ )" TS, (t) — (1 — )" 1S, (—1).

More importantly, (3) and (4) jointly yield the polynomial identity

(1+ )" 1S, (t) = B (t?) + 2"t S, (t%) . 6)
Let now D,,(t) be the Eulerian polynomial in type D:

Dy(t) :== zn: <[?€”> th

k=0
Investigating further the terms 2"5,,(¢), we also ended up finding a simple bijective proof, that we present here, of
Stembridge’s identity [22, Lemma 9.1]
Dy (t) = By (t) —n2" 'S, _1(t), (6)

which, in terms of the Eulerian numbers in type D, amounts to

() (3) -1

Let us remark that the proofs presented here follow different paths from known proofs of the identities (2) and (6). As
suggested in [14], the first identity may be derived by computing the f-vector of the type B Coxeter complex and then
by applying the transform yielding h-vector from the f-vector. A similar method is used in [22] to prove the identity
(6). On the other hand, our proofs directly rely on the combinatorial properties of signed/even signed permutations and
on the representation of these objects that we call the path representation of a signed permutation and simply barred
permutations.
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2 Notation, elementary definitions, and facts

The notation used is chosen to be consistent with [14]. As mentioned before, we use [n] for the set { 1,...,n } and
S,, for the set of permutations of [n]. We use [n]g for the set {0,1,...,n}, [-n] for { —n,..., =1}, and [£n] for
{-n,...,—1,1,...,n}. We write a permutation w € S,, as a word w = wyws . .. w,, with w; € [n]. Forw € S,,
its set of descents and its set of inversions' are defined follows:

Des(w):={ic{l,....n—1}|w; >wiy1}, Inv(w):={(0,j)|1<i<j<nw (@) >w()}.
Then, we let

des(w) := |Des(w)] .

The Eulerian number <Z>, counting the number of permutations of n elements with k£ descents, can be formally
defined as follows:

<Z> = {weS,|des(w) =k}|.

Let us define a signed permutation of [n] as a permutation u of [£n] such that, for each i € [+n], u_; = —u;. We use
B, for the set of signed permutations of [n]. When writing a signed permutation u as a word w_, ... U_1uq . . . Uy,
we prefer writing u; = T in place of —x if u; < 0 and |u;| = z. Also, we often write u € B,, in window notation,
that is, we only write the suffix ujus . .. u,; indeed, the prefix u_,u,_1 ...u_1 is uniquely determined by the suffix
UU3 . . . Uy, by mirroring it and by exchanging the signs. Obviously, the set B, is a group and, as mentioned before, it
is the standard model for a Coxeter group in the family B with n generators. Therefore, general notions from the theory
of Coxeter groups (descent, inversion) apply to signed permutations. We present below as definitions the well-known
explicit formulas for the descent and inversion sets of u € B,,. We let

Desg(u) :={i€{0,....,n =1} |u; >uiy1}, Inve(u):={(,7)|1<]i| <j<nut()>ut()},

where we set ug := 0, so 0 is a descent of w if and only if u; < 0,

desg(u) = |Desg(u)|, <Bk"> :=|{ue€B,|desg(u) =k}.

Finally, and recalling the definition in (1) of the Eulerian polynomials in the types A and B, let us mention that the
type A Eulerian polynomial is often (for example in [5]) defined as follows:

An(t) =" <k " 1> th =19, (t).

k=1
We shall exclusively manipulate the polynomials Sy, (¢) and not the A, (¢). Notice that S,,(t) has degree n — 1 and
B,,(t) has degree n.

We shall introduce later even signed permutations and their groups, as well as related notions arising from the fact that
these groups are standard models for Coxeter groups in the family D.

For the time being, let us observe the following. For u € B,, we let Desg (u) := Desg(u) \ { 0 }—thus Desj (u) is
the set of strictly positive descents of u. We have then:

Lemma 2.1. |{u € B, | Desg (u) =k} |=2" <Z>

Proof. By considering its window notation, a signed permutation w yields a mapping @ : [n] — [4n| with a unique
decomposition of the form @ = ¢ o w with w € S,, and ¢ : [n] — [£n] an order preserving injection such that
x € (([n]) iff —x ¢ ¢([n]). The monotone injections with this property are uniquely determined by their positive
image «([n]) N [n], so there are 2™ such injections. Moreover, for i = 1,...,n — 1, w; > w;41 if and only if
u; > Uit 1, 50 |Desg (1o w)| = |Des(w)|. O

"t is also also possible to define Inv(w) as the set { (4,5) | 1 <4 < j < n,w; > w; }. We stick in this paper to the one given
here.
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3 Path representation of signed permutations, simply barred permutations

We present here our combinatorial tools to deal with signed permutations, the path representation and the simply
barred permutations.

Definition 3.1. The path representation of u € B, is a triple (7%, \%, )\Z) where 7 is a discrete path, drawn on a
grid [n]o x [n]o and joining the point (0,7) to the point (n,0), Ay : [n] — [n], and A} : [n] — [—n]. The triple
(7, AL, /\;j) is constructed from u according to the following algorithm: (i) u is written in full notation as a word and
scanned from left to right: each positive letter yields an East step (a length 1 step along the x-axis towards the right),
and each negative letter yields a South step (a length 1 step along the y-axis towards the bottom) ; (ii) the labelling
Ay @ [n] — [n] is obtained by projecting each positive letter on the z-axis, (iii) the labelling A : [n] — [-n] is
obtained by projecting each negative letter on the y-axis.

Example 3.2. Consider the signed permutation « := 2316475, in window notation, that is, 57461322316475, in full
notation. Applying the algorithm above, we draw the path 7* and the labellings A, Ay as follows:

x 1

5
mmm—— a
6 :
1
i :
, 1
3 1
2 '
Smmmemmmes 2
1 :
I
T 4 2 3 1 6 5
Therefore, 7* is the dashed blue path, A% is the permutation 7423165, and X} is 742316 5. O

It is easily seen that, for an arbitrary u € B,,, (7%, A}, A}}) has the following properties:

) €T
(i) 7 is symmetric along the diagonal,
(ii) A¥ € S,, and, moreover, it is the subword of u of positive letters,
(iii) for eachi € [n], A, (i) = A\, (i) and, moreover, \j; is the mirror of the subword of u of negative letters.
In particular, we see that the data (7%, \Y, /\Z) is redundant, since we could give away A which is completely deter-
mined from AY.

Proposition 3.3. The mapping u — (7%, \%) is a bijection from the set of signed permutations B,, to the set of pairs
(7, w), where w € S,, and w is a discrete path from (0,n) to (n,0) with East and South steps which, moroever is
symmetric along the diagonal.

We leave the reader convince himself of the above statement. Let us argue that the path representation of a signed
permutation is, possibly, the more interesting combinatorial representation available to represent signed permutations.
For example, the type B inversions of « can be identified with the type A inversions of A and the unordered pairs or
singletons {w;,w;} with 1 <1 < j < n such that the square (7, j) lies below 7* (we index squares from left to right
and from bottom to top). Indeed, (i, j) lies below 7 if and only if (4, %) does, by symmetry of 7*.

With respect to Example 3.2, the set of type B inversions of 2316475 is the disjoint union of the set of type A inversions
of 7423165 and the set

{ (_77 7)7 (_47 7)7(_27 7)7 (—3, 7)7 (_L 7)> (_6= 7)7 (_47 4)7 (_27 4)7 (_37 4)7 (_17 4)7 (_47 6)7 (_2> 2) }
corresponding to the set of unordered pairs

7T A7, 447,23, {7,335, {7, 1}, {7, 6}, {4, 4}, {4, 2}, {4, 3}, {4, 1}, {4,6},{2,2} }.

Let us argue for this formally.
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Proposition 3.4. Let u € B,,. Foreachi,jwith1 < |i| < j <n, (i,5) € Invg(u) if and only if either 1 <i < j<n
and (i,7) € Inv(AY) ori < 0 and (A4)~1(i), (A\)~1(4)) appears below 7.

Proof. Let in the following w = A%. If 7 > 0, then the state- : -', :
ment that (7, j) € Invg(u) if and only if (¢,5) € Inv(w) fol- L
lows since w is the subword of u (written in full notation) of -
positive integers. On the other hand, if ¢ < 0, then recall that

(—i,j) € Invg(u) ifand only if (=4, j) € Inv(u) ifandonlyif e g
(—34,%) € Inv(u), where, in the expression Inv (u), u is consid- '
ered as a permutation of the linear order [+n]. Moreover, since .
the 7% is symmetric along the diagonal, observe that (i, j) is y !
below the 7% if and only (j, %) is below the 7. Therefore, it
will be enough to observe that for y < 0 and > 0, (z,y) is .
below 72 if and only if = appears before y in u, as suggested SR S S

in the picture on the right. O Lo Lo

We introduce next a second representation of signed permutations.

Definition 3.5. A simply barred permutation of [n] is a pair (w, B) where w € S,, and B C {1,...,n }. We let SBP,,
be the set of simply barred permutations of [n].

We think of B as a set of positions of w, the barred positions. We have added the adjective “simply” to “barred
permutation” since we do not require that B is a superset of Des(w), as for example in [10].

Example 3.6. Consider (w, B) with w = 7423165 and B = {2,4,6 }. We represent (w, B) as a permutation divided
into blocks by the bars, placing a vertical bar after u; for each i € B, e.g. 74|23|16|5. Notice that we allow a bar to
appear in the last position, for example 34|1|265|7| stands for the simply barred permutation (3412657,{2,3,6,7 }).
Thus, a bar appears in the last position if and only if the last block is empty. O

We describe next a bijection—that we call v)—from the set SBP,, to B,,. Let us notice that, in order to establish
equipotence of these two sets, other bijections are available and more straightforward.

Definition 3.7. For (w,B) € SBP,, we define the signed permutation ¢(w, B) € B,, according to the following
algorithm: (i) draw the grid [n]o x [n]o; (ii) since B C [n], B x B defines a subgrid of [n]y X [n]o, construct the
upper anti-diagonal 7 of this subgrid; (iii) ¢ (w, B) is the signed permutation u whose path representation (7", A;, A\}/)
equals (7, w, ).

Example 3.8. The required construction can be understood as raising the bars and transforming them into a grid. For
example, for the simply barred permutation 74|2|316]5 (that is (w, B) with w = 7423165 and B = {2,3,6 }) the
construction is as follows:

51

6 :

[RREETRPEIEIRORNY | S S P
i .

[REITTTREITPITY | P S U
3. L

7 ]

7 :
R N E R EPY SRS ]
7

7 4 2 3 1 6 5

The dashed path is the anti-diagonal of the subgrid. The resulting signed permutation ) (w, B) is 2316475 as from
Example 3.2. O

Notice that the inverse image of v has a possibly easier description, as it can be constructed according to the following
algorithm: for u € By, (i) construct the path representation (7%, A, Ay/) of u, (ii) insert a bar in w at each vertical step

s N
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of m* (and remove consecutive bars), (iii) remove a bar at position 0 if it exists. Said otherwise, (w, B) = ¢~ 1(u) is
obtained from u by transforming each negative letter into a bar, by removing consecutive bars, and then by removing
a bar at position 0 if needed.

In the following chapter we shall deal mostly with simply barred permutations. Even if we understand simply barred
permutations just as shorthands for path representations of even signed permutations, some remarks are due:
Lemma 3.9. If u = ¢(w, B), then there is a bijection between the set B of bars and the set of xy-turns of .

4 Descents from simply barred permutations

We start investigating how the type B descent set can be recovered from a simply barred permutation.
Proposition 4.1. For a simply barred permutation (w, B), we have

desg(¢(w, B)) = |Des(w) \ B| + Pfr‘ . 7

Proof. Write u = ¢(w, B) in window notation and divide it in maximal blocks of consecutive letters having the same
sign. If the first block has negative sign, add a zero positive block which is empty. Each change of sign +— among
consecutive blocks yields a descent. These changes of sign bijectively correspond to xy-turns of 7* that lie on or
below the diagonal. By Lemma 3.9, each bar determines an xy-turn and, by symmetry of 7* along the diagonal, the
number of xy-turns that are on or below the diagonal is [@—‘ . Therefore this quantity counts the number of descents
determined by a change of sign.

The other descents of i (w, B) are either of the form w;w;11 with w; > w;y1 and w;, w;11 belonging to the same

positive block, or of the form w; 1w; with w; > w;4+; and w;, w; ;1 belonging to the same negative block. These
descents are in bijection with the descent positions of w that do not belong to the set B. U

The following lemma might be immediately proved by considering that 0 € Desg(u) if and only if, in the path
representation of ¢ (w, B), the first step of 7* is along the y-axis. In this case (and only in this case), 7% makes an
xy-turn on the diagonal. This happens exactly when 7% has an odd number of xy-turns.

Lemma 4.2. We have 0 € Desg(y(w, B)) if and only if | B| is odd.

Foreachk € {0,1,...,n}, in the following we let SBP,, j, be the set simply barred permutations (w, B) € SBP,, such
1BI| _

that |D(w)\ B| + [ 5] = k.

Corollary 4.3. The set SBP,, j, is in bijection with the set of signed permutations of n with k descents.

Definition 4.4. A loosely barred permutation of [n] is a pair (w, B) where w is a permutation of [n] and B C
{0,...,n} is aset of positions (the bars). We let LBP,, be the set of loosely barred permutations of [n].

Loosely barred permutations are being introduced only as a tool to index simply barred permutations independently
of the even/odd cardinalities of their set of bars. Namely, for a loosely barred permutation (w, B), let us define its
simplification ¢(w, B) by

s(w,B) :=(w,B\{0}).
Then ¢(w, B) is a simply barred permutation whose set of bars has even (resp., odd) cardinality if either 0 € B and
|B| is odd (resp., even), or 0 ¢ B and |B]| is even (resp., odd). For a loosely barred permutations (w, B), we shall

often need to evaluate the expression {w-‘ . We record this value once for all in the lemma below.

Lemma 4.5. For a loosely barred permutation (w, B) we have

1B]
2

\B|2_1 , if|B|isoddand0 € B, ®)

if | B| is even,

[B\{0}]
2
IBIEL " if | Bl is odd and 0 & B .
Next, we define an involution—that we name 6—from the set of loosely barred permutations to itself. For a loosely

barred permutation (w, B), 8(w, B) is defined by:
0(w, B) := (w, Des(w)AB), )
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where A stands for symmetric difference. Let us insist that this involution is defined for all loosely barred permuta-
tions, not just for the simply barred permutations.?

Lemma 4.6. If (u,C) = 6(w, B), then
|D(w)| +|B] = 2[D(u) \ C| +[C]. (10)

Proof. Recall that C = D(w)AB and so D(u) \ C = D(w) N B. Equation (10) follows since |D(w)| + |B| =
|D(w)AB| + 2|D(w) N BY. O

More formally, we define a variant ©,, of the correspondences 6 defined in (9) as follows:

O, (w, B) :=¢(0(w, B)) = (w,Des(w)AB\ {0}).
Notice that, this time, ©,, : LBP,, — SBP,,.
Definition 4.7. For each n > 0 and k € [2n]o, we let LBP,, ;, be the set of loosely barred permutations (w, B) such
that |Des(w)| + |B| = k.
Proposition 4.8. For each n > 0 and k € [n]o, the restriction of ©,, to LBP,, o, yields a bijection ©,, i, from LBP,, o,
10 SBP,, .

Proof. Let (w, B) € LBP,, o1, s0 |Des(w)| + |B| = 2k. Let also (u,C') = 6(w, B), so O, (w,B) = (w,C\ {0}).
Then, by (10),
2% = 2|D(u) \ C| + |C|
and so |C| is even. Therefore
D)\ @ ton)+ | L] oo+ [ L] <oy K-

where in the last step we have used equation (8).

The transformation ©,, ;, is injective. If ©,,(w, B) = ©,,(w’, B’), then w = w’ and Des(w) = Des(w’). Moreover,
from Des(w)AB \ {0} = Des(w)AB’ \ {0} we deduce B\ {0} = B’ \ {0}. If moreover (w, B), (w',B’) €
LBP,, ok, then |B| = 2k — |Des(w)| = |B’| and B\ {0} = B’ \ {0} imply that 0 € Des(w)AB if and only if
0 € Des(w)AB'. It follows that B = B’.

In order to show that the transformation O, 1, is surjective, let us fix (u, C') € SBP,, x, so |Des(u) \ C| + P—gq = k.
If |C] is even, then (w, B) := 0(u, C) is such that ©,,(w, B) = 6(w, B) = (u, C) and, using equations (8) and (10),
(w, B) € LBP,, o:

C]

|Des(w)| + |B| = 2|Des(u) \ C| + |C| = 2(|Des(u) \ C| + [Qw ) = 2k.
If |C] is odd, then (w, B) := 0(u,C'U{0}) is such that O(w, B) = (u,C) and (w, B) € LBP,, :
[Des(w)| + |B| = 2|Des(u) \ (CU{0})|+|CU{0} =2|Des(u) \ C|+ 2‘C|T+1

C
=2(|Des(u) \ C| + PQF‘):Qk O
Definition 4.9. For each k € [n — 1]y, we let SBP¥ be the set of simply barred permutations (w, B) € SBP,, such that

[Desg (4w, B))| = k.

Notice that
0 ¢ Desg(9(w, B)) and desg(¢(w, B)) = k, or
Desg (0w, B)| =k iff
0 € Desg(¢(w, B)) and desg(y)(w, B)) =k + 1.

Using Lemma 4.2 and equation (7), for (w, B) € SBP,, we have
|B| is even and |D(w) \ B| + {‘Bl—‘ =k, or

2
(w, B) € SBPF iff B
[Blis odd and [D(w) \ Bl + [B'] =k +1,

%At the moment of writing we cannot pinpoint any other usage of this involution apart, of course, from yielding our bijections
and counting results.
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Proposition 4.10. For each k € [n — 1], the restriction of O,, to LBP,, o541 yields a bijection Gﬁ from LBP,, 25,41 to
SBPE.

Proof. Let (w, B) € LBP,, o5+1 and (u, C) = 6(w, B), s0 O,,(w, B) = (w, C\{0}). Thus [Des(w)|+|B| = 2k+1
and, by (10),

2k =2|D(u)\ C|+ |C| -1,
so in particular |C| is odd. Using equation (8), we obtain

e Ty [P+ Sk oec,
|D()\C|+[ 2 -‘_ D\ O]+ 1S — 41, 0gC.

Considering that |C| is odd, we have
D\ (C\ (0Dl + |

that is, (u,C'\ {0}) = ©,,(w, B) € SBPE.

The transformation ©F is injective, the reason being similar to the one for ©,, ;. If ©,,(w, B) = ©,,(w’, B') then
w = w’ and Des(w) = Des(w’). Moreover, from Des(w)AB\ {0} = Des(w)AB’ \ {0} we deduce B\ {0} =
B’\{0}. Considering now that | B| = 2k+1— |Des(w)| = |B’| and B\{0} = B’\ {0}, we derive 0 € Des(w)AB
if and only if 0 € Des(w)AB’, whence B = B’.

In order to show that the transformation ©F is surjective, let us fix (u,C) € SBPX, so either (i) |C| is even and

D()\ €| + [151] = kor i) [C1 s odd and | D(u)\ €|+ [ 1] =k +1.

ICN{O}] _ [k, |C'\ {0}]is even,
2 w_{lﬁ—l, |C'\ {0}]is odd,

Let us suppose (i). Then (w, B) := 0(u,C U{0}) is such that ©,,(w, B) = (u, C) and, using equations (8) and (10),
(w, B) € LBP, 2k 41:

[Des(w)| + |B| = 2/Des(u) \ C| +|C U{0} = 2Des(u) \ C| + QMT“
= 2([Des(u) \ €|+ qu + %) =2k + 1.

Let us suppose (ii). Then (w, B) := 6(u, C) is such that ©,,(w, B) = 6(w, B) = (u, C) and, using equations (8) and
(10), (w, B) S LBPn’2k+1:

[Des(w)| + |B| = 2|Des(u) \ C| + |C| = 2|Des(u) \ C| + 2%
2(|Des(u)\C|+P§—‘;)2(k+1)12k+1. 0

To end this section, we collect the consequences of the bijections established so far.
Theorem 4.11. The following relations hold:

2k
B, n n+1
S 06)
2k+1
n/n n n+1
» ()= L (0 (i) ®

1=

Proof. We have seen that signed permutations u € B,, such that desg(u) = k are in bijection (via the mapping ¢ of
Definition 3.7) with simply barred permutations in SBP,, ;.. Next, this set is in bijection (see Proposition (4.8)) with the
set LBP,, o1, of loosely barred permutations (w, B) € LBP,, such that des(w) + |B| = 2k. The cardinality of LBP,, o,
is the right-hand side of equality (3).

The left-hand side of equality (4) is the cardinality of the set of signed permutations u such that |Desg (u)| = k, see
Lemma 2.1. This set is in bijection with the set SBP (via ¢ defined in 3.7 and by the definition of SBP¥) which, in
turn, is in bijection (see Proposition (4.10)) with the set LBP,, o541 of loosely barred permutations (w, B) € LBP,,
such that des(w) + |B| = 2k + 1. The cardinality of this set is the right-hand side of equality (4). O
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Theorem 4.12. The following relation holds:
B (t?) = (1+)""1S,,(t) — 275, (t%) . (11)

Proof. By (3), <Bk">, which is the coefficient of #2* in the polynomial B,,(¢2), is also the coefficient of #?* in (1 +

t)"*t18,(t). By (4), 2" <Z> is the coefficient of +?**! in the polynomials 2"tS,, (%) and (1 + t)"*+1S,,(t). Therefore

Bn(tQ) + 2nt5n(t2) = (1 + t)n+lsn(t) ) 5

whence equation (11). O

5 Stembridge’s identity for Eulerian numbers in type D

Let us recall that a signed permutation u € B,, is even signed if the number of negative letters in its window notation
is even. The even signed permutations of B,, form a subgroup D,, of B,, and in fact the groups D,, are the standard
models for abstract Coxeter groups of type D.

Definitions analogous to those given in Section 2 for the types A and B can be given for type D. Namely, for u € D,,,
we set

Desp(u) :={ie€{0,1,...,n—1} | u; > uit1 }, (12)

where we have set ug = —us,

desp (u) = [Desp (1)) . <[3€”> — {ueD, |desp(u) =k},  Du(t) ::i<%ﬂ>tk.

k=0
The formula in (12) is the standard one, see e.g. [4, §8.2] or [1]. The reader will have no difficulties verifying that, up
to renaming 0 by —1, the type D descent set of u can also be defined using the following, see [14, §13]:
Desp(u) :=={ie{-1,1,...,n =1} | u; > w41 }- (13)

It is convenient to consider a more flexible representation of elements of D,,. If u € B, then its mate is the signed
permutation u € B,, that differs from u only for the sign of the first letter. Notice that v = u. We define a forked
signed permutation (see [14, §13]) as an unordered pair of the form {u,u} for some u € B,,. Clearly, just one of the
mates is even signed and therefore forked signed permutations are combinatorial models of D,,.

The path representation of a forked signed permutation is insensitive of how the diagonal is crossed, either from the
West, or from the North. The following are possible ways to draw a forked signed permutation on a grid:

@ 1
: 1
I-_..
1
I-_.‘

.
A

3
1
(.

=Nl ol W o
=Nl Wl ] ot

% |
12 3 4 5

Even if the formulas in (12) and (13) have been defined for even signed permutations, they still can be computed for
all signed permutations. The formula in (13) is not invariant under taking mates, however the following lemma shows
that this formula suffices to compute the number of type D descents of a forked signed permutation and therefore the

. D
Eulerian numbers < k">

Lemma 5.1. For each u € B, 1 € Desp(u) if and only if —1 € Desp(u). Therefore desp(u) = desp(uw).

Proof. Suppose 1 € Desp(u), that is u; > ug. Then u_; = —(—u3) = uy > ug, and so —1 € Desp(u). The
opposite implication is proved similarly.

For the last statement, observe that Desp(u) = A, U{i € {2,...,n—1} | u; > wj4q }with A, :={i e {1, -1}
u; > uj;|4+1 } and, by what we have just remarked, we have |A, | = |A,|. It follows that |Desp (u)| = [Desp(u)|. O
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Our next aim is to derive Stembridge’s identity
Dy, (t) = Bp(t) —n2" 1S, _1(t), (14)

see [22, Lemma 9.1], which, in term of the coefficients of these polynomials, amounts to

Dn _ Bn n—1 n — ].
()= (e o) <15>
Definition 5.2. A signed permutation w is smooth if u1, us have equal sign and, otherwise, it is non-smooth.

The reason for naming a signed permutation smooth arises again from the path representation of a signed permutation:
the smooth signed permutation is, between the two mates, the one that minimizes the turns nearby the diagonal, as
suggested below with two pairs of mates as examples:

P
1
P
1

I I
1 1
I-_.. L

1
I--—-..

r-l
r-l
r-—-l

=1
1
I--—-..
1
LN

12 3 4 5 12 3 4 5 12 3 4 5 12 3 4 5

1
L™

'r-—-—-l

b |
1
-

=Nl Wl x| o
=0l il | o
=Nl ol | o
[l B NIV N B

=1
1

r-l

LN

- LN

Lemma 5.3. [fu € B,, is smooth, then —1 € Desp(u) if and only if 0 € Desg(u) and therefore desp(u) = desg(u).

Proof. Suppose 0 € Desg(u), so u1 < 0 and us < 0 as well, since w is smooth. Then u_q = —u; > 0 > ug, 0
—1 € Desp(u). Conversely, suppose —1 € Desp(u), that is, u_1 > ug. If ug > 0, then 0 > —u; = u_q1 > ua, sO
u1, uz have different sign, a contradiction. Therefore u; < 0 and 0 € Desg(u). O

Next, we consider the correspondence—Ilet us call it y—sending a non-smooth signed permutation u € B,, to the pair
(Jui|,u"), where v/ is obtained from us . . . u,, by normalising this sequence, so that it takes absolute values in the set
[n — 1]. For example x(6123475) = (6,123465) and x(2316475) = (2,215364), as suggested below:

6123475 ~~ (6,123475) ~~ (6,123465), 2316475 ~ (2,316475) ~ (2,215364) .

The process of normalizing the sequence us . . . u,, can be understood as applying to each letter of this sequence the
unique order preserving bijection N, , : [£n] \ {x,T} — [£n — 1] where, in general, z € [n] and, in this case,
x = |ug|.

Lemma 5.4. Let n > 2. For each pair (x,v) with x € [n] and v € B,,_1, there exists a unique non-smooth u € B,
such that x(u) = (z,v).

Proof. We construct u firstly by renaming v to v’ so that none of x, T appears in v’ (that is, we apply to each letter of
v the inverse of IV,, ,;) and then by adding in front of v’ either x or 7, according to the sign of the first letter of v'. [J

Lemma 5.5. The correspondence x restricts to a bijection from the set of non-smooth signed permutations u € B,
such that desg(u) = k to the set of pairs (z,v) where x € [n] and v € B,,_1 is such that |Desg; (v)| = k — 1.

Proof. We have already argued that x is a bijection from the set of non-smooth signed permutations u of [n] to the
set of pairs (z,v) with x € [n] and v € B,,_;. Therefore, we are left to argue that, for non-smooth « and v, if
desg(u) = k, then |Desg (v)| = k — 1. Since uy,us have different sign, then |Desg(u) N {0,1}| = 1. Clearly, if
x(u) = (z,v), then Desg (v) = {i — 1|4 € Desg(u) N {2,...,n — 1}}, from which the statement of the lemma
follows. O

Theorem 5.6. The following relations hold:
Bn Dn — n—1 _
< k> :< k >+n2n 1<kl> ’ By(t) = Dn(t) +n2" 15,1 (1) .

Proof. Every signed permutation is either smooth or non-smooth. By Lemma 5.3, the smooth signed permutations
with k type B descents are in bijection with the even signed permutations with &k type D descents. By Lemma 5.5, the
non-smooth signed permutations u € B,, with k type B descents are in bijection with the pairs (z,v) € [n] X B,_1

such [Desg (v)| = k — 1. Using Lemma 2.1, the number of these pairs is n2"~! <Z : i> O
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Example 5.7. We end this section exemplifying the use of formulas (3) and (15) by which computation of the Eulerian
numbers in type B and D is reduced to computing Eulerian numbers in type A. Let us mention that our interest in
Eulerian numbers originates from our lattice theoretic work on the lattice variety of Permutohedra [19] and its possible
extensions to generalized forms of Permutohedra [15, 18, 17]. Among these generalizations, we count lattices of finite
Coxeter groups in the types B and D [3]. While it is known that the lattices B,, span the same lattice variety of the
permutohedra, see [6, Exercice 1.23], characterising the lattice variety spanned by the lattices D,, is an open problem.
A first step towards solving this kind of problem is to characterize (and count) the join-irreducible elements of a class
of lattices. In our case, this amounts to characterizing the elements « in B,, (resp., in D,,) such that desg(u) = 1 (resp.,

such that desp (u) = 1). The numbers <B > and < > are known to be equal to 3" —n — 1 and 3" —n — 1 — n2"~1

respectively, see [14, Propositions 13.3 and 13.4]. Let us see how to derive these identities using the formulas (3) and
(15). To this end, we also need the alternating sum formula for Eulerian numbers, see e.g. [14, page 12]:

<Z> = ij(fl) (”j“) (k+1-j)". (16)

=0

><n+1> <><n;1)+<2>(”31)
p o n_1>(n+1>+<§>

For type B, we have

)

n
0
n

<
(
(

_ (" 1) —n—l)(n+1)+3”—2”(n+1)+(n;1>7 by (16)
— (n+1)2 —|—2<n;r1>—3"—(n—|—1)(n+1—n)—3”—n—1.

The computation in type D is then immediate from Stembridge’s identity (15):

<Dln>_<Bln>_n2n1 <n01>_3n_n_1_n2n1 <>

6 Threshold graphs and their degree orderings

Besides presenting the bijective proofs, a goal of this paper is to exemplify the potential of the path representation of
signed permutations. The attentive reader might object then that the path representation is not being used in Section 5.
Indeed, after discovering this proof via this representation of signed permutations, we realized that the presentation
of the proof could be simplified by avoiding mention of the path representation. It might be asked then whether the
path representation yields something more, in particular with respect to the lattices of the Coxeter groups D,,. We
answer. The type D set of inversions of an even signed permutation (or of a forked signed permutation) can be defined
as follows:

Invp(u) :=Invg(u) \ {(—4,%) | i € [n] },

which, graphically, amounts to ignoring boxes on the diagonal:

[SSIRETN R A ]
x

341 5 2

As mentioned in Proposition 3.4, we can identify the set of inversions of a signed permutation u with the disjoint union
of Inv(AY) and a set of unordered pairs. For even signed permutations, this identification yields

Invp(u) = Inv(A\Y) U E*  with E“:={{i,j}|4,7 € [n],i # 4, (A\)"1(3), (A\%)"1(5)) lies below 7 } .
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Figure 1: The (unlabelled) graphs K5 o, P3, and Cy

Thus, we may consider ([n], E™) as a simple graph on the set of vertices [n]. Let us recall the following standard
definitions that apply to an arbitrary simple graph (V, E') and to a vertex v € V:

Ng(@):={ueV |{v,u} € E}, degg(v) := |Ng(v)|, Ng[v] == N(@w)u{v}.

A linear ordering vy, . .., v, of V is a degree ordering of (V| E) if degy(v1) > degg(v2) > ... > degg(vy,). The
vicinal preorder of a graph (V, E), noted <, is defined by saying that v < u iff Ng(v) C Ng[u]. That the vicinal
preorder is indeed a preorder is well known, see e.g. [12]. Next, we take Theorem 1 in [7] as the definition of the
class of threshold graphs and consider, among the possible characterisations of this class, the one that uses the vicinal
preorder.

Definition 6.1. A graph (V, E) is threshold if it does not contain an induced subgraph isomorphic to one among K5 o,
Ps and C}y (these graphs are illustrated in Figure 1).

Proposition 6.2 (sec e.g. [12, Theorem 1.2.4]). A graph (V, E) is threshold if and only if the vicinal preorder is total.

With these tools available, let us observe the following:

Theorem 6.3. The mapping sending u to (A%, E") is a bijection from the set D,, to the set of pairs (w, E') such that
([n], E) is a threshold graph and w € S,, is a degree ordering on this graph.

Proof. We start arguing that, for u € D,,, ([n], E") is a threshold graph and that A¥ is a degree ordering on this graph.
Notice that E* = E*, so we can suppose that u is the mate such that u; > 0. Clearly, we can also suppose that \%
is the identity permutation. Under these hypothesis, the paths 7* that are symmetric along the diagonal bijectively
correspond to fixed-point free self-adjoint Galois connections, see e.g. [16] for the general correspondence between
paths and sup-preserving functions. For a fixed-point free self-adjoint Galois connection we mean an antitone map
f : [nJo = [n]o such that, for each z,y € [n]o, z < f(y) iff y < f(z) and z # f(z). Moreover, under these
hypothesis, we have that {x, 2} € E" if and only if 2 # z and z < f(z), where f bijectively corresponds to 7*.
Then, if y < x and z € Ngu(z), then z < f(z) < f(y) and so either z = y or z € Ngu(y). We have argued that
x < y implies that Ngu(y) € Ngu|[x] which, in particular, implies that the identity permutation is a degree ordering
on E" and that the vicinal preorder is total, so ([n], E*) is a threshold graph.

The mapping sending u to (A%, E") is clearly injective, so we are left to argue that every pair (w, F), with ([n], E') a
threshold graph and w € S,, a degree ordering on it, arises in this way. Again, we can assume that w is the identity
permutation, so we need to find a fixed-point free self-adjoint Galois connection f : [n]g — [n]o such that, for
x,z € [n],{z,z} € Eifandonly if z # z and z < f(z).

Observe that if degy (y) < degg(x), then necessarily we have Ng(y) C Ng[z], otherwise Ng(z) C Ng[y] and we
get a contradiction. Thus, if < y, then Ng(y) C Ng[z], since the identity permutation is a degree ordering. Define
then f(z) = max Ng(x), with the conventions that max () = 0 and Ng(0) = [n]o. For z, z € [n],if {x, 2z} € E, then
z € Ng(x) and then z < f(x). Conversely, if z < f(z), thenz € Ng(f(x)) C Ng[z], soif x # z, then x € Ng(z)
and {x, z} € E. Finally f is a fixed-point free self-adjoint Galois connection: it is fixed-point free since ¢ Ng(x),
and it is easily seen that y < f(z) if and only if x < f(y), for each =,y € [n]o, property that also implies that f is
antitone. O

Let us remark that Theorem 6.3 also yields a natural representation of the weak ordering on D,, as follows: under the
bijection, (wy, F1) < (ws, E2) holds if and only if w; < ws in the weak ordering of S,, and, moreover, £y C Es.
This poset (actually a lattice, since it is isomorphic to D,,) is built out from threshold graphs but is only loosely related
to the lattice of threshold graphs of [13] where unlabeled (that is, up to isomorphism) threshold graphs are considered.

That threshold graphs are related to the families B and D in the theory of Coxeter groups has already been observed, see
e.g. [8], [20, Exercise 5.25], and [21, Exercise 3.115]. As part of possible future research, it is tempting to investigate
further the bijection presented in Theorem 6.3 (which can be further adapted to fit the type B) and try to understand if
it plays any important role with respect to the problem, partly solved in [8], of characterizing free sub-arrangements
of the Coxeter arrangements B,,.
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ABSTRACT

We assign a relational structure to any finite algebra in a canonical way, using solution sets of
equations, and we prove that this relational structure is polymorphism-homogeneous if and only if
the algebra itself is polymorphism-homogeneous. We show that polymorphism-homogeneity is also
equivalent to the property that algebraic sets (i.e., solution sets of systems of equations) are exactly
those sets of tuples that are closed under the centralizer clone of the algebra. Furthermore, we prove
that the aforementioned properties hold if and only if the algebra is injective in the category of its
finite subpowers. We also consider two additional conditions: a stronger variant for polymorphism-
homogeneity and for injectivity, and we describe explicitly the finite semilattices, lattices, Abelian
groups and monounary algebras satisfying any one of these three conditions.

Keywords Polymorphism-homogeneity - Algebraic set - Universal algebraic geometry - Solution set of a system of
equations - Injective algebra

1 Introduction

Various notions of homogeneity appear in several areas of mathematics, such as model theory, group theory, combi-
natorics, etc. Roughly speaking, a structure A is said to be homogeneous if certain kinds of local morphisms (i.e.,
morphisms defined on “small” substructures of .4) extend to endomorphisms of .A. Specifying the kind of morphisms
that are expected to be extendible, one can define many different versions of homogeneity. We consider a variant called
polymorphism-homogeneity introduced by C. Pech and M. Pech [1] that involves “multivariable” homomorphisms:
we require extendibility of homomorphisms defined on finitely generated substructures of direct powers of A (see
Section 2.4 for the precise definition).

We study polymorphism-homogeneity of finite algebraic structures and of certain relational structures constructed from
algebras. Since homomorphisms depend on the term operations, not on the particular choice of basic operations, we
work mainly with the clone C' = Clo(A) of term operations of the algebraic structure A = (A, F') (i.e., C is the clone
generated by F; see Section 2.1). An n-ary operation f: A™ — A can be regarded as an (n + 1)-ary relation, called
the graph of f, denoted by f* (see Section 2.3). Probably the most natural way to convert A into a relational structure
is to consider the graphs of the operations of A, thus we define C* = {f*® : f € C} to be the set of graphs of term
operations of A. We will prove that if the relational structure (A, C'*) is polymorphism-homogeneous, then the algebra
A is also polymorphism-homogeneous, but the converse is not true in general.

To construct a relational structure that is equivalent to A in terms of polymorphism-homogeneity, observe that the
relation f* is nothing else than the solution set of the equation f(z1,...,Z,) = Tp+1. We might consider more
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Figure 1: Relationships between property (SDC) and several variants of polymorphism-homogeneity and injectivity.

general equations where the right hand side is not necessarily a single variable: let C° be the set of solution sets of
equations of the form f(z1,...,2z,) = g(x1,...,2,), where f,g € C. It turns out that (4, C°) is the “right” choice
for a relational counterpart of A: the algebra A is polymorphism-homogeneous if and only if the relational structure
(A, C°) is polymorphism-homogeneous.

The elements of C° are solution sets of single equations, hence intersections of such sets are solution sets of systems of
equations. The latter are also called algebraic sets, as they are analogues of algebraic varieties! investigated in algebraic
geometry; the study of these sets can thus be regarded as universal algebraic geometry [2]. Motivated by the fact that a
set of vectors over a field is the solution set of a system of (homogeneous) linear equations if and only if it is closed
under affine linear combinations (all linear combinations), we investigated the possibility of characterizing algebraic
sets by means of closure conditions in [3, 4]. If algebraic sets over A are exactly those sets of tuples that are closed
under a suitably chosen set of operations, then we say that A has property (SDC) (see Section 2.3 for an explanation).
We will see that this property is equivalent to polymorphism-homogeneity of (A, C°) and of A.

The categorical notion of injectivity also asks for extensions of certain homomorphisms, so it is not surprising that
a finite algebra A is polymorphism-homogeneous if and only if it is injective in a certain class of algebras, namely
in the class of finite subpowers of A (see Section 2.5 for the definitions). Perhaps it is more natural to consider
injectivity in the variety HSP A generated by A, hence we will also investigate the relationship between this notion and
polymorphism-homogeneity.

Figure 1 shows the six properties that we are concerned with in this paper. In Section 3 we prove all the implications
and equivalences indicated in the figure. It turns out that for finite algebras four of the six conditions are equivalent,
thus we have actually three different properties marked by the three boxes. In Section 4 we determine finite semilattices,
lattices, Abelian groups and monounary algebras possessing these three properties, and these examples will justify all
of the “non-implications” in Figure 1.

2 Preliminaries

2.1 Clones and relational clones

Let (954”) denote the set of all n-ary operations on a set A (i.e., maps f: A™ — A), and let O 4 be the set of all operations
of arbitrary finite arities on A. In this paper we will always assume that the set A on which we consider operations and
relations is finite. A set C' C O 4 of operations is a clone if C is closed under composition and contains the projections
(x1,...,2n) — z; for 1 <i < n. We use the symbol C™) for the n-ary part of C, i.e., cn =0n (’)1(4"). The clone
generated by F' C O 4 is the least clone Clo(F') containing F'. This is nothing else but the clone of term operations of
the algebra A = (A, F'), hence we will also use the notation Clo(A) for this clone.

A k-ary partial operation on A is amap h: dom h — A, where the domain of h can be any set dom h C A*. The set

of all partial operations on A is denoted by P4, and the set of all k-ary partial operations on A is denoted by Pz(f). A
strong partial clone is a set of partial operations that is closed under composition, contains the projections, and contains
all restrictions of its members to arbitrary subsets of their domains. Note that if C' C O 4 is a clone, then the least strong

"Note that the word variety has a different meaning in universal algebra: a variety is an equationally definable class of algebras,
or, equivalently, a class of algebras that is closed under homomorphic images, subalgebras and direct products.
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partial clone Str(C') containing C consists of all restrictions of elements of C, i.e., h € P4 belongs to Str(C') if and
only if i can be extended to a total operation h € C.

An n-ary relation on A is a subset of A"; the set of all relations (of arbitrary arities) on A is denoted by R 4. Given a

set of relations R C R 4, a primitive positive formula ®(x1, ..., x,) over R is an existentially quantified conjunction:
t
D(x1,..., &) =Iy1 - FYm &pi(zg), el zﬁf_)), 2.1
i=1
where p; € R is a relation of arity r;, and each zj(i) is a variable from the set {z1,...,Zn, Y1, .., Ym} for i =

1,...,t, 5 =1,...,r;. Therelation p = {(a1,...,a,) : ®(a,...,a,)is true} C A" is then said to be defined by the
primitive positive formula ®. The set of all primitive positive definable relations over R is denoted by (R)3, and such
sets of relations are called relational clones. If we allow only quantifier-free primitive positive formulas, then we obtain
the weak relational clone (R)3.

2.2 Galois connections between operations and relations

We say that a k-ary (partial) operation h preserves the relation p C A", denoted as h 1> p, if for every matrix M € A™*F
such that each column of M belongs to p (and each row of M is in the domain of h), applying h to each row of M,
we obtain a column that also belongs to p. If R is a set of relations, then we write h I> R to indicate that  preserves
all elements of R. In other words, i > R holds if and only if A is a (partial) polymorphism of the relational structure
A= (A, R),i.e., h is ahomomorphism from (the substructure dom & of) A” to A. The set of all (partial) operations
preserving each relation of R is denoted by Pol R (pPol R), and the set of all relations preserved by each member of a
set F' of (partial) operations is denoted by Inv F:

PolR = {h €O :hp> pforevery p € R};
pPol R = {h € P4 : h > pforevery p € R};
Inv F = {pE Ra:h> pforevery h € F}
Note that Pol R = pPol RN Oy4.

The closed sets under the Galois connection Pol — Inv (pPol — Inv) between (partial) operations and relations are
exactly the (strong partial) clones and the (weak) relational clones; this makes these Galois connections fundamental
tools in clone theory.

Theorem 2.1 ([5, 6, 7]). For any set of operations F' C O 4 and any set of relations R C R 4, we have Clo(F) =
PolInv F and (R)3 = Inv Pol R. For any set of partial operations F C P4 and any set of relations R C R 4, we
have Str(F') = pPolInv F and (R)# = Inv pPol R.

2.3 Universal algebraic geometry and centralizers

Let A be a finite algebra and let C = Clo(A). If f and g are n-ary term operations of A, then f(z1,...,2z,) =

g(x1,...,2y) is an equation in n variables over A, which we may simply write as a pair (f, g). The solution set
of (f,g) is then the set Sol(f,g) = {(a1,...,an) € A™ : f(a1,...,an) = g(a1,...,a,)}. Of special interest
are the equations of the form f(z1,...,%,) = x,41; the solution set of this equation is the (n + 1)-ary relation

f*={(a1,...,an,ans1) € A" : f(ay,...,a,) = any1)}, which is called the graph of f. We use the symbols C'®
and C° for the set of graphs and for the set of all solution sets of equations over C'"

c*={f":fec}
C° ={Sol(f,g): f.g € C™ ,neN}.

Note that C'* C C°, and it is easy to verify that (C*)3 = (C°)3 (see Lemma 3.2 of [3]), but in general (C'*)3 and
(C°)# may be different weak relational clones.

The members of (C°)3 are intersections of solution sets of finitely many equations, i.e., (C°)# consists of solution sets
of finite systems of equations over A. Allowing infinite systems of equations, we obtain the so-called algebraic sets,
which are the main objects of study in universal algebraic geometry [2]. Since we deal only with finite algebras, every
system of equations is equivalent to a finite system of equations, thus the elements of (C°)3 are exactly the algebraic
sets.

As mentioned in Section 1, basic results of linear algebra hint at the possibility that algebraic sets can sometimes be
described by closure conditions. It turns out that if there is a clone D such that algebraic sets are exactly those sets of
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tuples that are closed under D, then D must be the clone C* = Pol C* (see Corollary 3.7 in [3]). This clone is called
the centralizer of C, since it consists of those operations that commute with every member of C’; in other words, a k-ary
operation h belongs to C* if and only if 4 is a homomorphism from A* to A. (Observe that since (C'*)3 = (C°)3, the
centralizer can equivalently be defined as C* = Pol C°, by Theorem 2.1.)

If the algebraic sets (i.e., solution sets of systems of equations) of A coincide with the C*-closed sets of tuples, then we
say that the algebra A has property (SDC); this abbreviation stands for “Solution sets are Definable by closure under
the Centralizer”. We proved in [4] that every two-element algebra has this property, and in [3] finite semilattices and
lattices with property (SDC) were characterized (see Sections 4.1 and 4.2). In general, property (SDC) is easily seen to
be equivalent to the condition (C°)3 = (C°)3, i.e., the algebra A has property (SDC) if and only if quantifiers can be
eliminated from primitive positive formulas over C° (see Theorem 3.6 of [3]).

2.4 Polymorphism-homogeneity

A first-order structure A (i.e., a set A equipped with relations and/or operations) is said to be k-polymorphism-
homogeneous, if every homomorphism h: B — A defined on a finitely generated substructure B < .A* extends to a
homomorphism h: A* — A. (As usual, a substructure 3 is said to be finitely generated if there is a finite set S C A
such that B is the smallest substructure of A that contains S. Considering only finite structures, the assumption that B is
finitely generated can be omitted from the definition.) The case k = 1 gives the notion of homomorphism-homogeneity
introduced by P. J. Cameron and J. NeSetfil [8]. If A is k-polymorphism-homogeneous for every natural number £,
then we say that A is polymorphism-homogeneous [1]. These two notions are linked by the following result, which
was proved for relational structures by C. Pech and M. Pech [1] and for algebraic structures by Z. Farkasova and
D. Jakubikova-Studenovska [9], but the same proof works for arbitrary first-order structures.

Proposition 2.2 ([1, 9]). A first-order structure A is polymorphism-homogeneous if and only if A* is homomorphism-
homogeneous for all natural numbers k.

In the next proposition we recall a useful result from [1] that relates polymorphism-homogeneity and quantifier
elimination for finite relational structures; we give a short proof utilizing the Galois connections between (partial)
operations and relations.

Proposition 2.3 ([1]). A finite relational structure has quantifier elimination for primitive positive formulas if and only
if it is polymorphism-homogeneous.

Proof. A finite relational structure A = (A, R) has quantifier elimination for primitive positive formulas if and only
if (R)3 = (R)a. Using the Galois connections Pol —Inv (clones and relational clones) and pPol — Inv (strong
partial clones and weak relational clones), we can reformulate this condition in several steps to reach polymorphism-
homogeneity:
(R)3 = (R)3 <= InvpPolR =InvPolR
<= pPolInvpPol R = pPolInv Pol R
<= pPol R = Str(Pol R)

e {hePs:h> R} ={hePas:hextendsto h € O4 such that h > R}
<= A is polymorphism-homogeneous. O

2.5 Injectivity

Let IC be a class of algebras and A € K. We say that A is injective in K if every homomorphism h: B — A extends to
a homomorphism h: C — A whenever B, C € K and B < C. Clearly, if A is injective in /C, then A is also injective in
every subclass of K that contains A. Injectivity is most often considered in the largest relevant class K; for example,
if A is a group or a lattice, then K is usually chosen to be the class of all groups or lattices. In this paper we shall
consider smaller classes, namely the variety HSP A generated by A and the set of finite subpowers SPg, A of A (the
latter consists of all subalgebras of finite direct powers of A). Let us mention that in [10] a group A is called relatively
injective if it is injective in the variety HSP A.
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3 Polymorphism-homogeneity, algebraic sets and injectivity

First let us prove the equivalences shown on the right hand side of Figure 1. The equivalence of property (SDC) and
polymorphism-homogeneity of (A, C°) follows immediately from Proposition 2.3.

Proposition 3.1. If A is a finite algebra and C = Clo(A), then A has property (SDC) if and only if (A,C°) is
polymorphism-homogeneous.

Proof. By Theorem 3.6 of [3], property (SDC) of A is equivalent to quantifier elimination for primitive positive
formulas for the relational structure (A, C°), and the latter is equivalent to polymorphism-homogeneity of (A, C°) by
Proposition 2.3. O

Our main result is the following theorem that establishes the connection between “algebraic” and “relational”
polymorphism-homogeneity (for the proof, see the extended version of the present paper at arXiv:2007.04405).

Theorem 3.2. If A is a finite algebra and C = Clo(A), then A is polymorphism-homogeneous if and only if (A, C°) is
polymorphism-homogeneous.

To complete the proof of the equivalences in the box on the right hand side of Figure 1, we relate injectivity and
polymorphism-homogeneity.

Proposition 3.3. If A is a finite algebra, then A is polymorphism-homogeneous if and only if A is injective in SPgy, (A).
Proof. Assume that A is polymorphism-homogeneous, and let B, C € SPg,(A) such that B < C. Then we have

B < C < AF for some k € N; in partlcular B is a subalgebra of A*. Therefore, if h: B — Ais a homomorphlsm then

h extends to a homomorphism h: AR 5 A by the polymorphlsm homogeneity of A. A restriction of 1 then gives a
homomorphism form C to A that extends h, thereby proving the injectivity of A.

Conversely, if A is injective in SPg, (A) and h € P,Exk) is a homomorphism from a subalgebra dom h < A* to A, then the
injectivity of A immediately yields an extension h: A*¥ — A of h, thus A is indeed polymorphism-homogeneous. [J

Corollary 3.4. If A is a finite algebra and C = Clo(A), then the following conditions are equivalent:
(1) A has property (SDC);
(i1) A is polymorphism-homogeneous;
(iii) (A, C?) is polymorphism-homogeneous;
(iv) A is injective in SPgy (A).

Proof. Combine propositions 3.1 and 3.3 and Theorem 3.2. O

It remains to verify the “one-way” implications in Figure 1. Since HSP(A) D SPg, (A), it is trivial that if A is injective
in HSP(A), then it is also injective in SPg, (A). We end this section by proving the remaining implication; in fact, we
formulate it in a bit more explicit form, which will be useful in the next section.

Proposition 3.5. If A is a finite algebra and C' = Clo(A), then (A, C*®) is polymorphism-homogeneous if and only if
(A, C°) is polymorphism-homogeneous and (C*)3 = (C°)3.

Proof. According to Proposition 2.3, we need to prove the following equivalence:
(C%)3=(C%3 <= (C%)3 = (C°)3and (C*)3 = (C%)3.

This follows immediately from the following chain of containments (the last containment is Lemma 3.2 of [3], the
others are trivial):
(C%)2 C(C%)3 C(C°)3=(C")a. O
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4 Examples

We describe explicitly the finite algebras satisfying the properties considered in the previous section in certain well
known varieties: semilattices, lattices, Abelian groups and monounary algebras. These characterizations will provide
counterexamples showing that the only valid implications among these properties are the ones shown in Figure 1.

4.1 Semilattices
If we consider finite semilattices, then it turns out that five of the six conditions of Figure 1 are equivalent, and these
semilattices have already been determined in the literature.

Theorem 4.1. If A is a finite semilattice and C = Clo(A), then the following conditions are equivalent:
(i) A has property (SDC);
(i1) A is polymorphism-homogeneous;
(iii) (A, C?) is polymorphism-homogeneous;
(iv) A is injective in SPg, (A);
(v) A is injective in HSP(A);

(vi) A is the semilattice reduct of a finite distributive lattice.

Proof. We know that conditions (i)—(iv) are equivalent (see Corollary 3.4), and it was proved in Theorem 5.5 of [3] that
(1) is equivalent to (vi). G. Bruns and H. Lakser [11] and, independently, A. Horn and N. Kimura [12] showed that the
injective objects in the category of semilattices are the semilattice reducts of completely distributive lattices. Therefore,
if A is the semilattice reduct of a finite distributive lattice, then A is injective in the variety of all semilattices, thus A is
also injective in HSP(A). This proves that (vi) implies (v), and taking into account that (v) obviously implies (iv), the
proof is complete. O

The top left condition of Figure 1 is not equivalent to the others; in fact, there is no nontrivial finite semilattice for
which (A4, C*) is polymorphism-homogeneous.

Lemma 4.2. Let A be a two-element semilattice and let C = Clo(A). Then the relational structure (A, C*®) is not
polymorphism-homogeneous.

Proof. We can assume without loss of generality that A = ({0, 1}, A) with the usual ordering 0 < 1. Let us consider
the equation A y A 2 = = A y. Obviously, the solution set S = {0,1}3 \ {(1,1,0)} of this equation is defined
by a quantifier-free primitive positive formula over C°. The nontrivial 3-variable equalities that can appear in a
quantifier-free primitive positive formula over C*® are the following:

T =1, rT=xNYy, r=xANz, rT=YyAz, r=xNYyANz,
Yy=x, y=xANy, y=xANz, y=yAz, y=xzANyhz,
zZ =z, z=x Ny, z2=x Nz, z2=yYNz, z=xNYyNz.
It is easy to check that S does not satisfy any of the equalities above; therefore, S cannot be defined by a quantifier-free

primitive positive formula over C'*. Thus S belongs to (C°)4 but not to (C'*)3, hence (A, C'*) is not polymorphism-
homogeneous by Proposition 3.5. O

Theorem 4.3. If A is a nontrivial finite semilattice and C = Clo(A), then the relational structure (A, C*) is not
polymorphism-homogeneous.

Proof. Leta,b € A such that a < b, and let us consider the same equation as in the proof of Lemma 4.2. Now for the
solution set S of this equation we have that S N {a,b}* = {a,b}> \ {(b,b,a)}. The same argument as in the proof of
Lemma 4.2 shows that .S cannot be defined by a quantifier-free primitive positive formula over C*. O
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4.2 Lattices

For finite lattices the situation is very similar to the case of semilattices: five of the six conditions of Figure 1 are
equivalent, and the sixth one is satisfied only by trivial lattices.

Theorem 4.4. If A is a finite lattice and C = Clo(A), then the following conditions are equivalent:
(1) A has property (SDC);
(i) A is polymorphism-homogeneous;
(iii) (A, C°) is polymorphism-homogeneous;
(iv) A is injective in SPay(A);
(v) A is injective in HSP(A);

(vi) A is a finite Boolean lattice (i.e., a direct power of the two-element chain).

Proof. Just as in the proof of Theorem 4.1, the equivalence of (i)—(iv) follows from Corollary 3.4, (v) trivially implies
(iv), and the equivalence of (i) and (vi) is Theorem 4.8 of [3]. (Let us mention that I. Dolinka and D. Masulovi¢ [13]
proved that a finite lattice is homomorphism-homogeneous if and only if it is a chain or a Boolean lattice. This together
with Proposition 2.2 can also be used to prove that (ii) and (vi) are equivalent.) To complete the proof, it suffices
to prove that (vi) implies (v). This follows immediately from a result of R. Balbes [14]: the injective objects in the
category of distributive lattices are the complete Boolean lattices (observe that if A is a nontrivial Boolean lattice, then
HSP(A) is the variety of distributive lattices). O

Lemma 4.5. Let A be a two-element lattice and let C = Clo(A). Then the relational structure (A,C®) is not
polymorphism-homogeneous.

Proof. We can assume without loss of generality that A = ({0, 1}, V, A) with the usual ordering 0 < 1. Let us consider
the equation (71 V z2) A (23 A 4) = 73 A z4; the solution set S = {0, 1}*\ {(0,0,1,1)} of this equation is defined by
a quantifier-free primitive positive formula over C°. If S can be defined by a quantifier-free primitive positive formula
® over C*, then we can assume without loss of generality that ¢ consists of a single equality, as S misses only one
element of {0, 1}* (in other words, S is meet-irreducible in the lattice of subsets of {0, 1}%). Thus S is the solution set
of an equation of the form f(x1,x2,x3,x4) = u, where u € {x1, xa, x3,x4}. Note that since f is generated by the
lattice operations V and /A, it is a monotone function. We consider four cases corresponding to the variable u.

1. If u = x4, then f(x1,x2,x3,24) = x1 holds for all (z1, x2, x3,24) € S and f(0,0,1,1) = 1. In particular,
we have f(0,1,1,1) =0 < 1 = f(0,0,1, 1), contradicting the monotonicity of f.

2. If u = xq, then f(x1,x9,x3,x4) = x2 holds for all (x1, xo, x3,24) € S and f(0,0,1,1) = 1. In particular,
we have f(1,0,1,1) =0 < 1 = f(0,0,1, 1), contradicting the monotonicity of f.

3. If u = x3, then f(x1,x2,x3,x4) = x3 holds for all (z1,x2,x3,24) € S and f(0,0,1,1) = 0. In particular,
we have £(0,0,1,0) =1 > 0= f(0,0, 1, 1), contradicting the monotonicity of f.

4. If u = x4, then f(x1,x9,x3,24) = x4 holds for all (z1, z2, x3,24) € S and f(0,0,1,1) = 0. In particular,
we have £(0,0,0,1) =1 < 0= f(0,0,1, 1), contradicting the monotonicity of f.

We see that S cannot be defined by a quantifier-free primitive positive formula ® over C'®, hence (C°)3 # (C*®)3, and
thus (A, C'*) is not polymorphism-homogeneous by Proposition 3.5. O

Theorem 4.6. If A is a nontrivial finite lattice and C = Clo(A), then the relational structure (A,C*®) is not
polymorphism-homogeneous.

Proof. Leta,b € A such that a < b, and let us consider the same equation as in the proof of Lemma 4.5. Now for the
solution set S of this equation we have that SN {a,b}* = {a,b}*\ {(a,a,b,b)}. If S can be defined by a quantifier-free
primitive positive formula ® over C**, then at least one of the equalities in ® defines the set {a,b}* \ {(a,a,b,b)}
when restricted to the sublattice {a, b}, and this leads to a contradiction using the same argument as in the proof of
Lemma 4.5. O
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4.3 Abelian groups

For Abelian groups all six conditions of Figure 1 are equivalent, and these groups have already been determined, so we
only need to combine some results from the literature to prove the following theorem.

Theorem 4.7. If A is a finite Abelian group and C = Clo(A), then the following conditions are equivalent:
(1) A has property (SDC),
(i) A is homomorphism-homogeneous,
>iii) A is polymorphism-homogeneous;
(iv) (A, C°) is polymorphism-homogeneous;
(v) (A, C?*) is polymorphism-homogeneous;
(vi) A isinjective in SPgp(A);
(vii) A is injective in HSP(A);
(viil) each Sylow-subgroup of A is homocyclic, i.e., A = Zjit x - -« X L'k, where qu, . . ., qi are powers of different

primes and my, ..., myp € N.

Proof. Conditions (i), (iii), (iv) and (vi) are equivalent by Corollary 3.4. It is clear that (iv) is equivalent to (v), since we
have C'* = C° for groups: every equality can be written in an equivalent form where there is only a single variable on
the right hand side. The equivalence of (ii) and (viii) follows from the description of quasi-injective Abelian groups
presented as an exercise in [15] (for finite groups quasi-injectivity is equivalent to homomorphism-homogeneity).
The class of groups given in (viii) is closed under taking finite direct powers, so we can conclude with the help of
Proposition 2.2 that (iii) and (viii) are equivalent. It seems to be a folklore fact that the injective members of the variety
of Abelian groups defined by the identity nz = 0 withn = ¢q; - ... - i are exactly the groups given by (viii) (see, e.g.,
[16]). Therefore, (viii) implies (vii), and this completes the proof, as (vii) trivially implies (vi). O

4.4 Monounary algebras

A monounary algebra is an algebra A = (A, f) with a single unary operation f € (9541). An element a € A is cyclic if

there is a natural number k such that f*(a) = a. (Here f*(a) stands for f(--- f(a)---) with a k-fold repetition of f,
and we also use the convention fY(a) = a.) If A is finite, then for every element a € A there is a least nonnegative

integer ht(a), called the height of a, such that f"*(%) (a) is cyclic. If a € A\ f(A), i.e., a has no preimage, then we say
that a is a source. (Note that ht(a) = 0 if and only if a is cyclic; in particular, ht(a) > 1 for any source a.)

Polymorphism-homogeneous monounary algebras were characterized by Z. Farkasovd and D. Jakubikov4-Studenovska
in [9] using Proposition 2.2 and the description of homomorphism-homogeneous monounary algebras obtained by
E. Jungdbel and D. Masulovi¢ [17].

Theorem 4.8 ([9]). If A = (A, f) is a finite monounary algebra and C = Clo(A), then the following conditions are
equivalent:

(1) A has property (SDC);
(i1) A is polymorphism-homogeneous;
(iii) (A, C®) is polymorphism-homogeneous;
(iv) A is injective in SPay(A);
(V) Either A has no sources, or all sources of A have the same height: Ya,b € A\ f(A): ht(a) = ht(b).

Proof. Conditions (i)—(iv) are equivalent by Corollary 3.4, and the equivalence of (ii) and (v) follows from Theorem 5
of [17] and Theorem 4.3 of [9], specialized to finite monounary algebras. O

Next we determine finite monounary algebras corresponding to the top left box of Figure 1.

Theorem 4.9. Let A = (A, f) be a finite monounary algebra, and let C = Clo(A). Then the relational structure
(A, C*®) is polymorphism-homogeneous if and only if f is either bijective or constant.
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Proof. If f is constant, then it is clear that (A, C'*®) is polymorphism-homogeneous. Assume now that f is bijective.
Then the condition of Theorem 4.8 is satisfied (there are no sources at all), so A is polymorphism-homogeneous, and
thus by Theorem 3.2 (A, C°) is polymorphism-homogeneous as well. Therefore, by Proposition 3.3, it suffices to show
that (C°)y = (C*®)3. This is clear, as any equality of the form f*(x) = f*(x) with k < ¢is equivalent to z = f*~%(x),
since f is bijective.

For the other direction, let us suppose that (A, C'*) is polymorphism-homogeneous. By Proposition 3.5, (A, C°) is
also polymorphism-homogeneous, and then Theorem 4.8 (together with Theorem 3.2) implies that either there are no
sources, or there is an integer n > 1 such that every source in A has height n. If there are no sources in A, then every
element is cyclic, and therefore f is bijective. From now on let us suppose that A has sources with a common height n.
Proposition 3.5 shows that there exists a quantifier-free primitive positive formula ®(x, y) over C* such that ®(x, y) is
equivalent to f(x) = f(y). We can write ®(z, y) in the following form:

O(z,y) = &(fr’ (ui) = Ui)7

K2

where ¢, r; are nonnegative integers, and u;, v; € {x,y} fori = 1,...,t. Obviously, ®(a, a) holds for every element
a € A. Let us choose a to be of height n, i.e., let a be a source. Then f"(u;) = v; holds for u; = v; = a if and only if
r; = 0, thus ®(x, y) is equivalent either to = y or to © = . Taking into account that ®(z, y) is also equivalent to
f(x) = f(y), we can conclude that f(z) = f(y) < x =vyor f(x) = f(y) <= = = z. Inthe first case f isa
bijection, and in the second case f is constant. O

Injective objects in the category of all monounary algebras were determined by D. Jakubikova-Studenovska [18]; in the
finite case these are exactly the monounary algebras A = (A, f) where f is bijective and has a fixed point. However, in
order to complete the picture of Figure 1 for monounary algebras, we need to describe those monounary algebras A that
are injective in the variety HSP A. This has been done by D. Jakubikova-Studenovska and G. Czédli, but this result
appeared only in Hungarian in the masters thesis [19] of T. Jeges, a student of G. Czédli.

Theorem 4.10 ([19]). A finite monounary algebra A = (A, f) is injective in the variety HSP(A) if and only if all of its
sources have the same height and it has a one-element subalgebra (i.e., { has a fixed point).

Let us note that comparing theorems 4.8, 4.9 and 4.10, one can construct examples illustrating each one of the
“non-implications” of Figure 1.
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ABSTRACT

The termination issue that we tackle is rooted in Natural Language Processing where computations
are performed by graph rewriting systems (GRS) that may contain a large number of rules, often in
the order of thousands. This asks for algorithmic procedures to verify the termination of such systems.
The notion of graph rewriting that we consider does not make any assumption on the structure of
graphs (they are not “term graphs”, “port graphs” nor “drags™). This lack of algebraic structure led us
to proposing two orders on graphs inspired from language theory: the matrix multiset-path order and
the rational embedding order. We show that both are stable by context, which we then use to obtain
the main contribution of the paper: under a suitable notion of “interpretation”, a GRS is terminating

if and only if it is compatible with an interpretation.

Keywords Graph Rewriting - Termination - Order - Natural Language Processing

1 Introduction

Computer linguists rediscovered a few years ago that graph rewriting is a good model of computation for rule-based
systems. They used traditionally terms, see for instance Chomsky’s Syntagmatic Structures [1]. But usual phenomena
such as anaphora do not fit really well within such theories. In such situations, graphs behave much better. For examples
of graph rewriting in natural language processing, we refer the reader to the parsing procedure by Guillaume and
Perrier [2] or the word ordering modeling by Kahane and Lareau [3]. The first named author with Guillaume and Perrier
designed a graph rewriting model called GREW [4] that is adapted to natural language processing.

The rewriting systems developed by the linguists often contain a huge number of rules, e.g., those synthesized from
lexicons (e.g. some rules only apply to transitive verbs). For instance, in [2], several systems are presented, some with
more than a thousand of rules. Verifying properties such as termination by hand thus becomes intractable. This fact
motivates our framework for tackling the problem of GRS termination.

Following the tracks of term rewriting, for which the definition is essentially fixed by the algebraic structure of terms,
many approaches to graph rewriting emerged in past years. Some definitions (here meaning semantics) are based on a
categorical framework, e.g., the double pushout (DPO) and the single pushout (SPO) models, see [5]. To make use of
algebraic potential, some authors make some, possibly weak, hypotheses on graph structures, see for instance the main
contribution by Courcelle and Engelfriet [6] where graph decompositions, graph operations and transformations are
described in terms of monadic second-order logics (with the underlying decidability/complexity results). In this spirit,
Ogawa describes a graph algebra under a limited tree-width condition [7].

Another line of research follows from the seminal work by Lafont [8] on interaction nets. The latter are graphs
where nodes have some extra structure: nodes have a label related to some arity and co-arity. Moreover, nodes have
some "principal gates" (ports) and rules are actionned via them. One of the main results by Lafont is that rewriting
in this setting is (strongly) confluent. This approach has been enriched by Fernandez, Kirchner and Pinaud [9],
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who implemented a fully operational system called PORGY with strategies and related semantics. Also, it is worth
mentioning the graph rewriting as described by Dershowitz and Jouannaud [10]. Here, graphs are seen as a generalization
of terms: symbols have a (fixed) arity, graphs are connected via some sprouts/variables as terms do. With such a setting,
a good deal of term rewriting theory also applies to graphs.

Let us come back to the initial problem: termination of graph rewriting systems in the context of natural language
processing. We already mentioned that rule sets are large, which makes manual inspection impossible. Moreover,
empirical studies fail to observe some of the underlying hypotheses of the previous frameworks. For instance, there is
no clear bound on tree-width: even if input data such as dependency graphs are almost like trees, the property is not
preserved along computations. Also, constraints on node degrees are also problematic: graphs are usually sparse, but
some nodes may be highly connected. To illustrate, consider the sentence ‘“The woman, the man, the child and the
dog eat together”. The verb “eat” is related to four subjects and there is no a priori limit on this phenomenon. Typed
versions (those with fixed arity) are also problematic: a verb may be transitive or not. Moreover, rewriting systems
may be intrinsically nondeterministic. For instance, if one computes the semantics of a sentence out of its grammatical
analysis, it is quite common there are multiple solutions. To further illustrate nondeterminism consider the well known
phrasal construction “He saw a man with a telescope” with two clear readings.

Some hypotheses are rather unusual for standard computations, e.g., fixed number of nodes. Indeed, nodes are usually
related to words or concepts (which are themselves closely related to words). A paraphrase may be a little bit longer
than its original version, but its length can be easily bounded by the length of the original sentence up to some linear
factor. In GREW, node creations are restricted. To take into account the rare cases for which one needs extra nodes, a
“reserve” is allocated at the beginning of the computation. All additional nodes are taken from the reserve. Doing so has
some efficiency advantages, but that goes beyond the scope of the paper. Also, node and edge labels, despite being
large, remain finite sets: they are usually related to some lexicons. These facts together have an important impact on the
termination problem: since there are only finitely many graphs of a given size, rewriting only leads to finitely many
outcomes. Thus, deciding termination for a particular input graph is decidable. However, our problem is to address
termination in the class of all graphs. The latter problem is often referred to as uniform termination, whereas the former
is refereed to as non-uniform. For word rewriting, uniform termination of non increasing systems constituted a well
known problem, and was shown to be undecidable by Sénizergues in [11].

This paper proposes a novel approach for termination of graph rewriting. In a former paper [12], we proposed a solution
based on label weights. Here, the focus is on the description (and the ordering) of paths within graphs. In fact, paths in
a graph can be seen as good old regular languages. The question of path ordering thus translates into a question of
regular language orderings. Accordingly, we define the graph multi-set path ordering that is related to that in [13].
Dershowitz and Jouannaud, in the context of drag rewriting, consider a similar notion of path ordering called GPO
(see [14]). Our definitions diverge from theirs in that our graph rewriting model is quite different: here, we do not
benefit (as they do) from a good algebraic structure. Our graphs have no heads, tails nor hierarchical decomposition. In
fact, our ordering is not even well founded! Relating the two notions is nevertheless interesting and left for further work.
Plump [15] also defines path orderings for term graphs, but those behave like sets of terms.

One of our graph orderings will involve matrices, and orderings on matrices. Nonetheless, as far as we see, there is no
relationship with matrix interpretations as defined by Endrullis, Waldmann and Zantema [16].

The paper is organized as follows. In Section 2 we recall the basic background on graphs and graph rewriting systems
(GRS) that we will need throughout the paper, and introduce an example that motivated our work. In Section 3 we
consider a language theory approach to the termination of GRSs. In particular, we present the language matrix, and the
matrix multiset path order (Subsection 3.4) and the rational embedding order (Subsection 3.5). We also propose the
notion of stability by context (Subsection 3.6) and show that both orderings are stable under this condition (Subsection
3.7). In Section 4 we propose notion of graph interpretability and show one of our main results, namely, that a GRS is
terminating if and only if it is compatible with interpretations.

Main contributions: The two main contributions of the paper are the following.

1. We propose two orders on graphs inspired from language theory, and we show that both are monotonic and
stable by context.

2. We propose a notion of graph interpretation, and show that GRSs that are terminating are exactly those that are
compatible with such interpretations.
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2 Notation and Graph Rewriting

In this section we recall some general definitions and notation. Given an alphabet 3, the set of words (finite sequences
of elements of ) is denoted by X*. The concatenation of two words v and w is denoted by v - w. The empty word,
being the neutral element for concatenation, is denoted by 1y, or, when clear from the context, simply by 1. Note that
(X*,1, ) constitutes a monoid.

A language on X is some subset L C ¥*. The set of all languages on X is P(X*). The addition of two languages
L,L’ C¥*isdefinedby L + L' = {w | w € L Vw € L'}. The empty language is denoted by 0 and (P(X*), +,0) is
also a (commutative) monoid. Given some word w € ¥*, we will also denote by w the language made of the singleton
{w} € P(X*). Given two languages L, L’ C ¥*, their concatenation is defined by L- L' = {w-w’ | w € LAw' € L'}.
In this way, (P(X*), 1, -) is also a monoid. Given the distributivity of x with respect to +, the 5-tuple (P(X*), +,0, 1, -)
forms a semiring.

A preorder on a set X is a binary relation < C X 2 that is reflexive (x < z, for all z € X) and transitive (if z < y and
y Xz, thenx < z, forall x,y, z € X). A preorder < is a partial order if it is anti-symmetric (if x < y and y < x, then
x =y, forall z,y € X). An equivalence relation is a preorder that is symmetric (x < y = y = z) . Observe that each
preorder = induces an equivalence relation ~: a@ ~ bif a < band b < a. The strict part of < is then the relation: z < y
if and only if z < y and —(x ~ y). We also mention the “dual” preorder > of < defined by: = > y if and only if y < z.
A preorder < is said to be well-founded if there is no infinite chain - - - < 9 < x1 or, equivalently, z; > zg > - - -.

The remainder of this section may be found in [4] and we refer the reader to it for an extended presentation. We suppose
given a (finite) set Xy of node labels, a (finite) set g of edge labels and we define graphs accordingly. A graph is a
triple G = (N, E,¢) with E C N x ¥ x N and £ : N — Xy is the labeling function of nodes. Note that there may
be more than one edge between two nodes, but at most one is labeled with some e € Yg. In the sequel, we use the

notation m —— n for an edge (m, e,n) € E.

Given a graph G, we denote by Ng, £ and £ respectively its sets of nodes, edges and labeling function. We we will

also (abusively) use the notation m € G and m — n € G instead of m € Ng and m — n € £ when the context

is clear. Furthermore, in (#)—-(©), a, b are nodes, &, © are the respective node labels and A is the edge label (here
a b

between a and b).

The set of graphs on node labels >y and edge labels Xg is denoted by gEN Y OF G in short. Two graphs G
and G’ are said to share their nodes when Ng = Ng/. Given two graphs G and G’ such that Ng C Ng, set
G 4G = (Ng,Eq U&q,l) with £(n) = £g(n) if n € Ng and £(n) = £g/(n), otherwise.

A graph morphism p between a source graph G and a target graph H is a function p : Mg — N that preserves edges

and labelings, that is, for all m —= n € G, u(m) —— u(n) € H holds, and for any node n € G: £g(n) = £g(u(n)).
A basic pattern is a graph, and a basic pattern matching is an injective morphism from a basic pattern P to some graph
G. Given such a morphism i : G — G’, we define (G to be the sub-graph of G’ made of the nodes {u(n) | n € Ng},

of the edges {11(m) — u(n) | m — n € G} and node labels p(n) — La(n).
A pattern is a pair P = (P,, V) made of a basic pattern P, and a sequence of injective morphisms v; : Py — Nj,
called negative conditions. The basic pattern describes what must be present in the target graph (G, whereas negative

conditions say what must be absent in the target graph. Given a pattern P = (P, /) and a graph G, a pattern morphism
is an injective morphism p : Py — G for which there is no morphism &; such that p = &; o v;.

Example 1. Consider the basic pattern morphism p : Py — G (colors define the mapping):

C

)
@0 = <@L 5D

bo by 90 D 92

A
The pattern P = (P, [v]) with v defined by - prevents the application of the morphism above.
B

bo by bo by
Indeed, & = by — g0, b1 —> g1 is such that £ o v = u. When there is only one negative condition, we represent the
pattern by crossing nodes and edges which are not within the basic pattern. For instance, the pattern P above looks like

that we hope is self-explanatory.
B "

bo

In this paper we think of graph transformations as sequences of “basic commands”.
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Definition 1 (The command language). There are three basic commands: label(p,«) for node renaming,
del edge(p, e, q) for edge deletion and add_edge(p, e, q) for edge creation. In these basic commands, p and ¢
are nodes, « is some node label and e is some edge label. A pattern ( Py, 7/) is compatible with a command whenever all
nodes that it involves belong to F.

Definition 2 (Operational semantics). Given a pattern P = (P, 7/) compatible with some command ¢, and some
pattern matching i : P — G where G is the graph on which the transformation is applied, we have the following
possible cases: ¢ = label(p, ) turns the label of x(p) into o, ¢ = del_edge(p, e, q) removes u(p) —— u(q) if it

exists, otherwise does nothing, and ¢ = add_edge(p, ¢, ¢) adds the edge u(p) — u(q) if it does not exist, otherwise
does nothing. The graph obtained after such an application is denoted by G -, c. Given a sequence of commands
¢=(c1,...,cn), let G -, Cbe the resulting graph, i.e., G-, €= (--- ((G-pc1) p€2) -p - Cn).

Remark 1. We took a slightly simplified version of patterns. Actually, in [4], we have negative conditions within
patterns to avoid some rule applications. But these simplifications should be transparent with respect to termination.

Nevertheless, informally, we will omit the right node in a pattern like % - to say that there is no edge labeled B

by

from node byg.

Definition 3. A rule is a pair R = (P, ¢) made of a pattern and a (compatible) sequence of commands. Such a rule
R applies to a graph G via a pattern morphism p : P — G. Let G’ = G -, ¢, then we write G — g, G'. We define
G — G’ whenever there is a rule R and a pattern morphism g such that G — g, G'.

2.1 The main example

Let ¥y = {A} and Xg = {«, 8, T}. For the discussion, we suppose that T" is a working label, that is not present
in the initial graphs. We want to add a new edge 3 between node n and node 1 each time we find a maximal chain:

OenOnn O *>® within a graph G. Consider the basic pattern P;,;; = together with its two
1 2 3
negative conditions v, = and vy = @M We consider three rules:
P q

Init: ((Pjnit, [V1, 12]), (add_edge(p, T, q))) which fires the transitive closure.

Follow: (()—=(1)—(1), (add_edge(p, T, r),del_edge(p, T, q))) which follows the chain.
p q r
End: ((0)—=(1)5(X), (del_edge(p, T, q),add_edge(q, 3,p))) which stops the procedure.
P q

To prevent all pathological cases (e.g., when the edge (5 is misplaced, when two chains are crossing, and so on), we
could introduce more sophisticated patterns. But, since that does not change issues around termination, we avoid
obscuring rules with such technicalities.

Example 2. Consider the graph G' = (1)~ )—~(). By applying succesively ‘Init’, "Follow’ and "End’, G rewrites
I 2 3
| ) ) . . ) . . s . )

2.2 Three technical facts about Graph Rewriting

It is well known that the main issue with graph rewriting definitions is the way the context is related to the pattern image
and its rewritten part. We shall tackle this issue with Proposition 1.

Self-application Let R = (P, ¢) be the rule made of a pattern P = (P, /) and a sequence of commands ¢. There is
the identity morphism 1p, : Py — P, and thus we can apply rule 12 on P itself, that is, Py — R 1 Py P =Py Po C.
We call this latter graph the self-application of R.

Rule node renaming To avoid heavy notation, we will use the following trick. Suppose that we are given a rule
R = (P,¢), a graph G and a pattern morphism . : P — G. Let P = (P, 7). We define R, to be the rule obtained
by renaming nodes pin Py to u( ) (and their references within ¢). For instance, the rule "Follow’ can be rewritten as

Follow,, = (add_edge(1,T,3),del_edge(1,T,2))) where ;1 denotes the pattern morphism used

to apply ’Follow in the denvatlon Observe that: (i) the basic pattern of R,, is actually p(Fy), which is a subgraph of
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G, (ii) ¢ : p(Py) — G mapping n — n is a pattern matching, and (iii) applying rule R,, with ¢ is equivalent to applying
rule R with p1. In other words, G — g, G' if (and only if) G —g,,, G'. To sum up, we can always rewrite a rule so
that its basic pattern is actually a subgraph of G.

a

Uniform rules Let us consider rule ’Init’ above. It applies on: , and the result is the graph itself: (4«1, X(1).

p q p q
Indeed, we cannot add an already present edge (relative to a label) within a graph. Thus, depending on the graph, the
rule will or will not append an edge. Such an unpredictable behavior can be easily avoided by modifying the pattern of

o

"Init’ to: . The same issue may come from edge deletions. A uniform rule is one for which commands apply

P q
(that is, modify the graph) for each rule application. Since this is not the scope of the paper, we refer the reader to [4]
for a precise definition of uniformity. We will only observe two facts.

First, any rule can be replaced by a finite set of uniform rules (using negative conditions as above) that operate identically.
Thus, we can always suppose that rules are uniform.

Second, the following property holds for uniform rules (see [4]§7 for a proof).

Proposition 1. Suppose that G — , G’ with R = (P, ¢) and P = (Py, V) (the basic pattern P, being a subgraph of
G). Let C be the graph obtained from G by deleting the edges in Py. Then G = Py €« C and G’ = P} 4 C with P}
being the self-application of the rule. Moreover, Ec N Ep, = Pand Ec N E P, = 0.

Throughout the remainder of the paper we assume that all rules are uniform.

3 Termination of Graph Rewriting Systems

By a graph rewriting system (GRS) we simply mean a set of graph rewriting rules (see Section 2). A GRS R is said
to be terminating if there is no infinite sequence G; — G2 — - - -. Such sequences, whether finite or not, are called
derivations.

Since there is no node creation (neither node deletion) in our notion of rewriting, any derivation starting from a graph
G will lead to graphs whose size is the size of GG. Since there are only finitely many such graphs, we can decide the
termination for this particular graph G. However, the question we address here is the uniform termination problem (see
Section 1).

Remark 2. Suppose that we are given a strict partial order >, not necessarily well founded. If G — G’ implies G = G’
for all graphs G and G, then the system is terminating. Indeed, suppose it is not the case, let G; — G2 — - - be an
infinite reduction sequence. Since there are only finitely many graphs of size of (G1, it means that there are two indices ¢
and j such that G; — --- = G; with G; = G;. But then, since G; >~ G411 > --- = G, we have that G; - G; = G;
which is a contradiction.

A similar argument was exhibited by Dershowitz in [17] in the context of term rewriting. For instance, it is possible to
embed rewriting within real numbers rather than natural numbers to prove termination.

Let us try to prove the termination of our main example (see Subsection 2.1). Rules such as *Init’ and *End’ are
“simple”: we put a weight on edge labels w : Xy — R and we say that the weight of a graph is the sum of the weights of
its edges labels. Set w(a) = 0,w(B) = —2 and w(T") = —1. Then, rules ’Init’ and "End’ decrease the weight by 1 and,
since rule "Follow’ keeps the weight constant, it means the two former rules can be applied only finitely many times.
Observe that negative weights are no problem with respect to Remark 2.

But how do we handle rule "Follow’? No weights as above can work.

3.1 A language point of view

Let G — G’ be a rule application. The set of nodes stays constant. Let us think of graphs as automata, and let us forget
about node labeling for the time being. Let > be the set of edge labels. Consider a pair of states (nodes), choose one to
be the initial state and one to be the final state. Thus the automaton (graph) defines some regular language on Xg. In
fact, the automaton describes n? languages (one for each pair of states).

Now, let us consider the effect of graph rewriting in terms of languages. Consider an application of the "Follow’ rule:
G — G'. Any word to state r that goes through the transitions p EN q = r can be mapped to a shorter one in G’ via

the transition p — r. The languages corresponding to state r contain shorter words. The remainder of this section is
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devoted to formalizing this intuition into proper orders on graphs. For that, we will need to count the number of paths
between any two states. Hence, we shall introduce N-rational expressions, that is, rational expression with multiplicity.
See, e.g., Sakarovitch’s book [18] for an introduction and justifications of the upcoming constructions. We introduce
here the basic ideas.

3.2 Formal series

A formal series on 3 (with coefficients in N) is a (total) function s : ¥* — N. Given a word w, s(w) is the multiplicity
of w. The set of words s = {w € ¥* | s(w) # 0} is the support of s. Given n € N, let n be the series defined by
n(w) = 0, if w # 1, and n(1) = n, where 1 denotes the empty word. The empty language is 0, the language made of
the empty word is 1. Moreover, for a € ¥, the series a is given by a(w) = 0 if w # a and a(a) = 1.

Given two series s and ¢, their addition is the series s + ¢ given by s + t(w) = s(w) + t(w), and their product is s - t
defined by s - t(w) = >, ,_., S(w)t(v). The star operation is defined by s* = 1+ s + s*> + ---. The monoid X*
being graded, the operation is correctly defined whenever s(1) = 0.

Given a series s, let s=* be its restriction to words of length less or equal to k, i.e., s<¥(w) = 0 whenever |w| > k and
55k (w) = s(w), otherwise.

An N-rational expression on an alphabet X is built upon the grammar [19]:

Ex=acX|neN|(E+E)|(E-E)|(E).

Thus, given the constructions mentioned in the previous paragraph, any N-rational expression I/ € E denotes some
formal series. To each N-rational expression corresponds an N-automaton, which is a standard automaton with
transitions labeled by a non empty linear combination ZK x Tia; withn; € Nand a; € ¥ forall 4 < k.

3.3 The language matrix

Let us suppose given an edge label set 3. Let E denote the N-rational expressions over 3. A matrix M of dimension
P x P for some (finite) set P is an array (M, j)ie p,jep Whose entries are in E. Let 9z be the set of such matrices.
Given a graph G, we define the matrix Mg of dimension Ng x Ng as follows: Mg, ; =T1+- - +TywithTy,...,T,
the set of labels on the transitions between state ¢ and j if such transitions exist, otherwise 0.

Let 1p be the unit matrix of dimension P x P, thatis (1p); ; = 0if i # j else 1. From now on, we abbreviate the
notation from 1p to 1 if the context is clear. Then, let M = 1+ Mg + MZ + - - -. Bach entry of M, is actually an
N-regular expression (see Sakarovitch Ch. III, §4 for instance). The (infinite) sum is correctly defined since for all ¢, 7,
we have the equality (M¢); j = T1 + --- + 1. Thus, 1 & (Mg), ;.

The question about termination can be reformulated in terms of matrices whose entries are languages (with words
counted with their multiplicity). To prove the termination of the rewriting system, it is then sufficient to exhibit some
order > on matrices such that for any two graphs G — G’, we have M > M{,. To prove such a property in the
infinite class of finite graphs, we will use the notion of “stable orders”.

Recall the *Follow’ rule and consider the corresponding basic pattern L and its self-application R. Their respective

matrices are:
0O T O 0 0 T
ML:<O 0 Oé) MR:<0 0 Oé).
0 0 O 0 0 O

Observe that (Mp)13 > (Mp)13. This matrix deals with edges/transitions. In order to consider paths, we need to
compute M7 and M}, that are given by:

1 T T-a 10 T
M;:(O 1 a) M;;:(O 1 a).
00 1 00 1

Any word within M5’s entries is a sub-word of the corresponding entry in M7 .

Example 3. Consider now a variation of 'Follow’ made of the pattern ( Qdé"@ and commands
q
(add_edge(p,T,r),del_edge(p,T,q))). By setting L’ as its pattern and R’ as its self—apphcatlon we get the following
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matrices:

(Tav)  T(enT)*  Ta(yTa)* (T)*
M}, = (cw(Tay)* (aT)* a(vTa)* ) Mp, = (
VTay) AT(anT)" (Y Te)*

Again, words within M7, are sub-words of the corresponding ones in M7,.

3.4 The matrix multiset path order

The order we shall introduce in this section is inspired by the notion of multiset path ordering within the context of term
rewriting (see for instance [13]). However, in the present context of graph rewriting (to be compared with Dershowitz
and Jouannaud’s [14] or with Plump’s [15]), the definition is a bit more complicated. Here, we do not consider an order
on letters as it is done for terms.

Let < be the word embedding on ¥*, that is, the smallest partial order such that 1 < w, and if u < v, then (u-w Jv-w
andw-u Jw- v, forall u, v, w € ¥*. This order < can be extended to formal series, that is, the multiset-path ordering,
see Dershowitz and Manna [20] or Huet and Oppen [21].

Definition 4 (Multiset path order). The multiset path order is the smallest partial order on finite series such that

e if there is w € t such that for all v € s, v <w, then s < ¢, and

e ifr <sandt <wu,thenr +¢ <s+wu.

We write s <t when s <t and s # ¢.

Proposition 2. Addition and product are monotonic with respect to the multiset-path order. Moreover, addition is
strictly monotonic with respect to <, and if r <s,thenr -t <s-tandt-r<t- s, whenever ¢ # 0 (otherwise, we have
equality).

Proof. Addition is monotonic by definition. Actually, we prove now that it is strictly monotonic. Suppose that r < s.
We prove that r + ¢ < s + ¢, by induction (see Definition 4). Suppose that there is w € s such that for all v € r we have
v <w, then r < s. Since r(w) = 0, then (r + t)(w) = t(w) < s(w) + t(w) = (s + t)(w), and we are done. Otherwise,
r =19+ 71 and s = sg + s1 with rg < sg and r; < s1. One of the two inequalities must be strict (otherwise r = s).
Suppose 7 < sg. By definition, observe that 1 +¢ < sq + ¢t. Butthen, r +¢t =rg + (r1 +t) and s = s + (51 + t)
and we apply induction on (rg, sg). As addition is commutative, the result holds.

For the product, suppose that < s and let £ be some series. We prove r - t < s - ¢; the other inequality ¢t - r J ¢ - sis
similar. Again, we proceed by induction on Definition 4:

* Suppose there is w € s such that for all v € r,v <w. By inductionon ¢,ift =0,7-t =00 = s-t.
Otherwise, t = t( +vg for a word vg. Observe thatr-vg = > 7(v)v-vg. Since forall v € r, v - v 9w - vo,

we have r - vg<qw - vg < s-vg. Now, -t =71 -(tg+vg) =7-to+r-voands-t =s-to+ s-vp. By
induction, r - tg < s - tg and since r - vg < s - vy, the result holds.

e Otherwise, 7 =19+ r1. Inthiscase, s-r =s-rg+s-ryandt-r =t-rg+t-ri. The result then follows by
induction.

To show strict monotonicity, suppose 7 < s and again proceed by case analysis. Suppose that there is some w € s
such that for all v € r,v <w. Since ¢t # 0, it contains at least one word vg such that t = tg + vg. By r<s, 7 - vg =
Eveﬁr(v)v-vmzveés(v)v-vo = 5-v9. Now, r-tg < s-ty by monotonicity. Thus r-t = r-tg+r-vo<s-tg+s-vg = s+t
where the strict inequality is due to strict monotonicity of addition. U

Definition 5 (Matrix multiset-path order). Let M and M’ be two matrices with dimension P x P. Write M < M’ if
for all k > |P| and forall (i, j) € P x P, we have M} < M =",

Corollary 1. The addition and the multiplication are monotonic with respect to the matrix multiset-path order.

Proof. 1t follows from Proposition 2 since addition and product of matrices are defined as addition and product of their
entries. O
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3.5 The Rational Embedding Order

Let X be some fixed alphabet. A finite state transducer is a finite state automaton whose transitions are decorated by
pairs (a,w), a € ¥, w € ¥*. We refer the reader to the book of Sakarovitch [18] for details. To give the intuition, a
transducer works as follows. At the beginning, the current state is set to the initial state of the transducer. The reading
“head” is put on the first letter of the input and the output is set to the empty word. At each step of the computation, given
some state ¢, some letter a read and some transition ¢’ € d(q, (a, w)), the transducer appends w to the output, shifts the
input head to the "right" and sets the current state to ¢’. The computation ends when a) the input word is completely
read in which case the result is the output or b) if there is no transition compatible with the current state and the read
letter. In this latter case, the computation is said to fail. Thus, compared to a finite state automaton whose computations
end on True (a final state) or False (not a final state) given some input word, the transducer output words, thus defining
arelation in X*. Given some transducer 7, if for any word, there is at most one successful computation, the transducer
outputs at most one word, the relation becomes functional. In that case, we denote the function it computes by [7].

Definition 6 (Rational Embedding Order). Given two regular languages L and L’ on X, write L < L' if:
* there is an injective function f : L' — L that is computed by a transducer 7 and

* such that | f(w)| < |w|, for every w € L’. Such functions (and the corresponding transducers) are said to be
decreasing (in [22]).

The transducer 7 is said to be a witness of L < L'.

We say that a transition of a transducer is deleting when it is of the form a | 1 for some a € . A transducer whose
transitions are of the form X | Y, with |Y| < | X|, is itself decreasing. If a path corresponding to an input w passes
through a deleting transition, then |7(w)| < |w].

In the sequel we will make use of the following results that are direct consequences of Nivat’s Theorem [23] (Prop. 4,
§3).

Proposition 3. Let [7] : L — L’ be computed by a transducer 7, and let L be a regular language. Then the following
assertions hold.

1. The restriction 77, : L" N L — L' mapping w — 7(w) is computable by a transducer.

2. The co-restriction 712" : L — L/ N L” mapping w — 7(w) if 7(w) € L” and otherwise undefined, is
computable by a transducer.

3. The function 7" : L — L’ defined by 7’/(w) = 7(w) if w € L” and otherwise undefined, is computable by a
transducer.

Observe that the identity on * is computed by a transducer (made of a unique initial/final state with transitions a | a
for all @ € ¥). Then, the identity on L is obtained by Proposition 3(1,2). Thus we have that < is reflexive. Also, it is
well known that both transducers and injective functions can be composed. Hence, we also have that < is transitive.
Thus, < is a preorder.

However, we do not have anti-reflexivity in general. For instance, we have
Li=A-(A+B)*<SLy=B-(A+B)* < L;.

To see this, consider the following transducer (whose initial state is indicated by an in-arrow, whereas the final one by
B|A

an out-arrow): . This shows that L.; < Lo. Swap "A’ and *B’, to see that the reversed relation also holds.

AlB
It is worth noting that there is a simple criterion to ensure a strict inequality.

Proposition 4. Suppose L1 < Lo has a witness 7 : Ly — L1. If 7 contains one (accessible and co-accessible) deleting
transition, then the relation is strict.

Proof. As before, set L1 < Lo whenever Ly < Lo but not Ly < Ly. Ad absurdum, suppose Ly < Lo < Ly with
a transducer 0 : L1 — Lo and 7 as above. Then 6 o 7 (the composition of the two transducers) defines an injective
function. Let w be the smallest input word from the initial state to a final state through the transition a | 1 in 7. Define
the set

M<|w‘ — {’u, (= L2 | "UJ| < ‘w|}
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For any word u, we have |6 o 7(u)| < |u|. Thus 8 o 7(M<*) C M<". Since M <" is a finite set and 6 o 7 is injective,
it is actually bijective when restricted to M <*. However, |0 o 7(w)| < |7(w)| < w implies § o 7(w) € M <*. By the
Pigeon-hole Principle, there is one word in M <% that has two pre-images via 6 o 7. Thus, 6 o 7 cannot be injective,
which yields a contradiction. O

Remark 3. From Proposition 3 it follows that if two regular languages L and L’ are such that L C L/, then L < L'.

Definition 7. The rational embedding order extends to matrices by pointwise ordering: Let M and N with dimension
P x P,and write M < N if forevery i,j € P x P, wehave M; ; S N, ;.

~

Recall the modified version of *Follow’ (Example 3). The following transducers show that all entries strictly decrease.

1'1'0\1 1\11\1 (.\1 1\1(1\11\1 (.\1
ol

Rk h

all

O OO OO O O G O8 0 w
vl T|1

a1

r}‘u’:‘ﬁT‘Tr}‘l @

7l

In the following, to compare two graphs by means of the rational embedding order, we transform graphs into matrices
as follows. Given a graph G, let M/, be the matrix of dimension N x N such that (M(;); ; = =T +T07 +. T”J
with 771, . .., Ty the labels of the edges from ¢ to 5. In other words, we “decorate” the labels with the source and target
nodes. Then, G < G whenever M({, < M.

3.6 Stable orders on matrices
A matrix on E is said to be finite whenever all its entries are finite. Two matrices M and M’ (of same dimension) on E
are said to be disjoint if for every i, j, M; ; - M{J =0.

Definition 8. Let M be a matrix of dimension P x P and P C (. The extension of M to dimension G x G is the
matrix M ¢ defined by:

015 ={ o5 Bk
The notation M€ is shortened to M T when G is clear from the context.
Fact 1. Let M be a matrix of dimension P x P, with P C G. Then (M1¢)* = (M*)1€,
Definition 9. We say that a partial order < on E is stable by context if for every P C G, all matrices L and R of
dimension P x P, and every C' of dimension G x G, the following assertions hold.

1. If L, R, C are finite, L being disjoint from C, R being disjoint from C' and R* < L*, then (R + C)* <
(L+0C)%
2. If R < L, then RT¢ < L€,

Lemma 1. Let < be a partial order stable by context and consider finite matrices L, R of dimension P x P and let C
be a finite matrix of dimension G' x G with P C G. Then, R* < L* implies (R" + C)* < (LT + O)*.

Proof. If R* < L*, then we have (R*)T < (L*)" by Definition 9.2. By Lemma 1, it follows that (RT)* < (LT)*.
Clearly, R and L' are finite, and from Definition 9.1, we have (R" + C)* < (LT + C)* O

Theorem 1. Let < be a partial order stable by context. Suppose that for every rule R = (P, ¢) with P = (P, V) and
P the self-application of R, we have (P})* < (Pp)*. Then the corresponding GRS is terminating.

Proof. Let < be a partial order on graphs and consider the corresponding order on matrices: G < G’ if and only if
M < M. We show that for every rule, we have G — G’ implies G’ < G. So let R be a graph rewriting rule and let
f be a morphism such that G — ,, G’. By the discussion in the beginning of Section 3, without loss of generality, we
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can suppose that y is actually the inclusion of pattern P in G. Now, let Py and P} be respectively the basic pattern and
the self-application of R. Define C' to be the graph made of the nodes of G without edges in FPy. By Proposition 1,

Mag = M;O 4+ Mg and Mg = MITQ, + Mc. Moreover, Mp,, Mp; and M are finite, Mp, is disjoint from M¢, and
0
Mp, is disjoint from Mc. From Lemma 1 it thus follows that M, = (M}, + Mc)* < (M} + Mc)* = Mg. O
0

3.7 Stability of the orderings

We can now prove the two announced stability results.

Proposition 5. The multiset path ordering is stable by context.

Proof. We first verify that condition 2 of Definition 9 holds. Suppose that R < L with R, L of dimension P x P.
Then, for all (i, j) ¢ P x P, R]§ =0<0= L. Now, forall k > |G| > |P| and for all (i, j) € P x P, we have
(RTC’V)Z-S_’]’-C = Rff < L?’J}-C = (LTG)?’]’?. To verify that condition 1 also holds, let G x G be the dimension of L, R and C.
Take k& > |G|. On the one side we have

(R+C)*=F = > I14:

(A1, A E{R,CY*, £<k i<t

and on the other side

(L+C)*=F = > [TA4i{R« L},

(A1,...,A)E{R,C}*|[¢<k i<

where A;,{R «+ L} = Lif A; = R, and C otherwise. As the product and the addition are (strictly) monotonic, the
result follows. O

Proposition 6. The rational embedding order is stable by context.

Proof. Since we use a component-wise ordering, it is easy to verify that condition 2 of Definition 9 holds. To verify
that condition 1 also holds, let P x P be the shared dimension of L, R and C of dimension G x G with P C G. Since
R < L, there are decreasing transducers 7; ; : L; ; — I; ; with at least one of them deleting. We build the family of
transducers (0, 4)p.qecx ¢ as follows. The family of transducers will share the major part of the construction. They
only differ by their initial and terminal states. First, we make a copy of all transducers (7; ;); ;. Then, we add as states
. . LTI TR .
all the elements of G outside P. Given a non null entry I" = C; ;, we set a transition ¢ —‘> 7. That is the transducer
. o o ) . T T
"copies” the paths within C'. For a an entry T' = C; ; with i ¢ P, j € P, we set the transitions: ¢ —‘) qn, for all ¢,
initial state of the transducer 7; ,,,n € P. Similarly, for any entry " = C; ; with ¢ € P, j ¢ P, we set the transitions:

TH|TH . . .
Tn —‘> Jj for each terminal state r,, of the transducer 7,, ;,» € P. This construction can be represented as follows:

Xm,i | Xm,i

Thi | i ymi | ymi

Wi,é | Wi,

where U, T, W, X, Y range over the edge labels. Take k,/ ¢ P. Any path from state & to state ¢ describes a path in
C' + L on the input side and a path in C' 4+ R on the output side. Indeed, transitions within C' are simply copied and the
transducers 7; ; transform paths in L into paths in R.

It remains to specify initial and final states of 6, , with (p, ¢) € G x G. Given some entry p,q € G, if p & P, we set

the initial state to be p. Otherwise, we introduce a new state ¢+ which is set to be initial, and we add a transition ¢ —|> 7

for any state ¢ initial in 7, . for some r. If ¢ ¢ P, then, q is the final state. Otherwise, any state j within some 7. 4,
r € P, is final.
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Consider some pair p,q € G. We prove that the transducer 0, 4 is injective. Consider a path w in C' 4 L. It can be
decomposed as follows: w = w1y {7 - - - wil), where the ¢;’s are the sub-words within L (that is the w;’s have the shape
v;a; where a; is a transition from C to L). Consider a second word w’ = w{ /] - - - wy, £}, such that the transducer
Op.q(w) = 6, 4(w') = u. Given the construction of 6, ,, consider the word u = uq77 - - - ugry with 71, ..., ry some
path within R. Indeed, only a letter within L can produce a letter within R. Consider the case where 7 is non empty.
When the transducer reaches the first letter in £, it is in a state 73, ,, for some m. Actually, m = ¢ since only 7y, 4
contains a final state. Thus, the path is fixed within 7y, , and then the injectivity of 7, ,, applies. So, ¢}, = ¢,. We can go
back within wy. On this part of the word, the transitions have the shape 77 | T%J. Thus, wy, = w},. We can continue
this process up to the beginning of w and w’. O

3.8 Termination with node creation

Up to here, rewriting did not involve node creation. In this subsection, we will adress this issue informally, and we
leave for future work the definitive formalization.

So consider a new command add_node(«) with « a label. This command adds a new node to the graph with label «.
As in standard settings, this node is not related to others at creation time.

Actually, we see node creation as follows. Let us consider a fixed denumerable set U of nodes. For any finite graph, one
may suppose without loss of generality that its nodes belong to U. More precisely, we see graphs as having U as an
underlying node set, among which only finitely many are “under focus”. The nodes in this finite set have a label within
the set Xy and they may be related via edges to some other nodes, all the others are isolated and their label is L, a trash
label. In other words, there is never some node creation, but some may be added to the focus. Notice that at each step,
only finitely many nodes may be added to a graph via rewriting. In finitely many steps, starting from a finite graph, the
denumerable set U is a sufficiently large container.

If we come back to our termination issue, there are a few changes. In the one hand, matrices have infinite dimension,
that is, U x U. But on the other hand, at each step of computation, only finitely many entries are non null. Thus, all
established results still apply to this more general framework and the method is still correct.

As a consequence, if we still find some ordering on language matrices, termination will follow. However, there is one
important point that must be discussed in detail. We said that the ordering on matrices did not need to be well founded
to show termination. And for that, we needed the fact that all graphs met during computation have a fixed size (so that
there are only finitely many of them). In the present context, this hypothesis is not reasonable in general. We thus
propose two ways of overcoming this apparent limitation.

First, if the ordering on matrices is well-founded, there are no more issues. Termination will hold directly. Second, if
the ordering is not well-founded, then we will need an additional ingredient. Let us suppose that the ordering < is stable
by edge contraction: that is, if G’ is obtained from G by contracting some edge e € G, then Mg < M¢. Suppose
furthermore that for any steps, G — G’, we have Mg < Mg, then the system is terminating. Indeed, due to Robertson
and Seymour’s Theorem (see [24], ), any infinite sequence Mg, > Mg, > --- will contain two indices for which
Mg, is a (directed) minor of Mg, for some j < k. That is G, is obtained from G, by finitely many edge contractions.
But, since the order is stable by edge contraction, then, M G; < M, which leads to the contradiction. Thus, the result.

The notion of minors for the directed case may be discussed further, see for instance [25]. We leave that exploration for
some other day.

4 Interpretations for Graph Rewriting Termination

Interpretation methods are well known in the context of term rewriting, see for instance Dershowitz and Jouannaud’s
survey on rewriting [13]. Their usefulness comes from the fact that they belong to the class of simplification orderings,
i.e., orderings for which if ¢ < u, then ¢ < w. In the context of graphs, we introduce a specific notion of “interpretation”,
that we will still call interpretation.

Definition 10. A graph interpretation is a triple (X, <, ¢) where (X, <) is a partially ordered setand ¢ : G — X is
such that given two graphs P and P’ having the same set of nodes and C disjoint of P and P’, if ¢(P) < ¢(P’), then
d(P+C) < o(P +C).

An interpretation 2 = (X, <, ¢) is compatible with arule R if ¢(P}) < ¢(FPo) where Py is the basic pattern of R and
P its self-application. Similarly, an interpretation is compatible with a GRS if it is compatible with all of its rules.

Theorem 2. Every GRS compatible with an interpretation €2 is terminating.

The theorem being a more abstract form of Theorem 1, its proof follows exactly the same steps.
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Proof. Suppose that G < G’ if and only if ¢(G) < ¢(G’). We prove that for each rule R of the GRS, G — G’ implies
G’ < G. Indeed, suppose that G —p , G'. Let Py and P be respectively the basic pattern and the self-application
of R. Then, there is a graph C such that G = Py + C, G’ = P} + C, such that P, and P} are disjoint from C. Since
d(Py) < #(P), we then have ¢p(G') < #(Q). O

Example 4. The triple (9%, <, (M(_))*) is an interpretation for "Follow’.

Example 5. Let us come back to the weight analysis. Define W(G) = Zpi)qGG w(e) with w(a) = 0,w(T) =
—1,w(B) = —1. Then, (R, <,w(—)) is an interpretation for "Init’ and "End’.

Example 6. Let (X1, <1, ¢1) be an interpretation for a set of rules R1, and let (X5, <2, ¢2) be an interpretation for a
set of rules Ro. Suppose that for every rule R in Ro, G — g, G implies G’ =; G (that is without strict inequality).

Then the lexicographic ordering on X; x X defined by (z1, x2) <1,2 (y1,y2) if and only if 21 <1 y1, 0r z1 <1 ¥1
and x5 <o Yo, constitutes an interpretation (X7 X Xo, =<1,2,$1 X ¢2) for R4 URs.

Thus, combining Example 4 and Example 5, we have a proof of the termination of the Main Example (Subsection 2.1).

Corollary 2. The GRS given in Subsection 2.1 is terminating.

Example 7. Let R be a terminating GRS. Then there is an interpretation that “justifies” this fact. Indeed, take (G, <, 1g)
with < defined to be the transitive closure of the rewriting relation —. The termination property ensures that the closure
leads to an irreflexive relation. The compatibility of < with respect to 1g is immediate.

We thus have the following corollary.
Corollary 3. A GRS is terminating if and only if it is compatible with some interpretation.

5 Conclusion

We proposed a new approach based on the theory of regular languages to decide the termination of graph rewriting
systems, which does not account for node additions but settles the uniform termination problem for these GRS. We
think that there is room to reconsider some old results of this theory under the new light. In particular, we think of
profinite topology [26], is a powerful tool that could give us some insight on the underlying structure of the orders. In
the two cases, we can extend the orders to take into account orders on the edge labels.

As the next natural step, we intend to explore more systematically graph rewriting with node creations and that take into
account node labels. Moreover, in the experiments mentioned in the introduction about natural language processing, in
principle, these two orders should still be sufficient to ensure termination. However, we need to implement these new
results for an extensive and complete evaluation.

Acknowledgment. The authors are thankful to the anonymous reviewers for their careful reading of our manuscript
and for the constructive remarks and useful suggestions, that were of great help when revising this manuscript.
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ABSTRACT

Let D be an oriented graph. The inversion of a set X of vertices in D consists in reversing the
direction of all arcs with both ends in X. The inversion number of D, denoted by inv(D), is the
minimum number of inversions needed to make D acyclic. Denoting by 7(D), 7/(D), and v(D)
the cycle transversal number, the cycle arc-transversal number and the cycle packing number of
D respectively, one shows that inv(D) < 7/(D), inv(D) < 27(D) and there exists a function g
such that inv(D) < g(v(D)). We conjecture that for any two oriented graphs L and R, inv(L —
R) = inv(L) + inv(R) where L — R is the dijoin of L and R. This would imply that the first
two inequalities are tight. We prove this conjecture when inv(L) < 1 and inv(R) < 2 and when
inv(L) = inv(R) = 2 and L and R are strongly connected. We also show that the function g of the
third inequality satisfies g(1) < 4.

We then consider the complexity of deciding whether inv(D) < k for a given oriented graph D. We
show that it is NP-complete for £ = 1, which together with the above conjecture would imply that it
is NP-complete for every k. This contrasts with a result of Belkhechine et al. [6] which states that
deciding whether inv(7T") < k for a given tournament 7" is polynomial-time solvable.

Keywords Feedback vertex set - Feedback arc set - Inversion - Tournament - Oriented graph - Intercyclic digraph.

1 Introduction

Notation not given below is consistent with [2]. Making a digraph acyclic by either removing a mininum cardinality set
of arcs or vertices are important and heavily studied problems, known under the names CYCLE ARC TRANSVERSAL
or FEEDBACK ARC SET and CYCLE TRANSVERSAL or FEEDBACK VERTEX SET. A cycle transversal or feedback
vertex set (resp. cycle arc-transversal or feedback arc set) in a digraph is a set of vertices (resp. arcs) whose deletion
results in an acyclic digraph. The cycle transversal number (resp. cycle arc-transversal number) is the minimum
size of a cycle transversal (resp. cycle arc-transversal) of D and is denoted by 7(D) (resp. 7/(D)). Note that if F'is
a minimum cycle arc-transversal in a digraph D = (V, A), then we will obtain an acyclic digraph from D by either
removing the arcs of F' or reversing each of these, that is replacing each arc uv € F' by the arc vu. It is well-known and
easy to show that 7(D) < 7/(D) (just take one end-vertex of each arc in a minimum cycle arc-transversal).

Computing 7(D) and 7/ (D) are two of the first problems shown to be NP-hard listed by Karp in [9]. They also remains
NP-complete in tournaments as shown by Bang-Jensen and Thomassen [4] and Speckenmeyer [14] for 7, and by
Alon [1] and Charbit, Thomassé, and Yeo [7].
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In this paper, we consider another operation, called inversion, where we reverse all arcs of an induced subdigraph. Let
D be a digraph. The inversion of a set X of vertices consists in reversing the direction of all arcs of D({X). We say that
we invert X in D. The resulting digraph is denoted by Inv(D; X). If (X;);cs is a family of subsets of V' (D), then
Inv(D; (X;)ier) is the digraph obtained after inverting the X; one after another. Observe that this is independent of the
order in which we invert the X; : Inv(D; (X;);cr) is obtained from D by reversing the arcs such that an odd number of
the X; contain its two end-vertices.

Since an inversion preserves the directed cycles of length 2, a digraph can be made acyclic only if it has no directed
cycle of length 2, that is if it is an oriented graph. Reciprocally, observe that in an oriented graph, reversing an arc
a = uv is the same as inverting X, = {u,v}. Hence if F is a cycle arc-transversal of D, then Inv(D; (X,)acrF) is
acyclic.

A decycling family of an oriented graph D is a family of subsets (X;);c s of subsets of V(D) such that Inv(D; (X;)er)
is acyclic. The inversion number of an oriented graph D, denoted by inv (D), is the minimum number of inversions
needed to transform D into an acyclic digraph, that is, the minimum cardinality of a decycling family. By convention,
the empty digraph (no vertices) is acyclic and so has inversion number 0.

1.1 Inversion versus cycle (arc-) transversal and cycle packing

One can easily obtain the following upper bounds on the inversion number in terms of the cycle transversal number and
the cycle arc-transversal number. See Section 2.

Theorem 1.1. inv(D) < 7/(D) and inv(D) < 27(D) for all oriented graph D.
A natural question is to ask whether these bounds are tight or not.

We denote by 'y the directed cycle of length 3 and by T'T,, the transitive tournament of order n. The vertices of T7T),
are vq, ..., v, and its arcs {v;v; | ¢ < j}. The lexicographic product of a digraph D by a digraph H is the digraph
DI[H] with vertex set V(D) x V(H) and arc set A(D[H]) = {(a,z)(b,y) | ab € A(D), ora =bandzy € A(H)}.
It can be seen as blowing up each vertex of D by a copy of H. Using boolean dimension, Belkhechine et al. [5] proved
the following.

Theorem 1.2 (Belkhechine et al. [5]). inv (1T, [C5]) = n.
Since 7/(TT,[Cs]) = n, this shows that the inequality inv(D) < 7/(D) of Theorem 1.1 is tight.

Pouzet asked for an elementary proof of Theorem 1.2. Let L and R be two digraphs. The dijoin from L to R
is the digraph, denoted by L — R, obtained from the disjoint union of L and R by adding all arcs from L to R.

Observe that 7T, [6_;3] =03 = TT,_, [63] So a way to elementary prove Theorem 1.2 would be to prove that
inv(Cs — T') = inv(T") + 1 for all tournament T". In fact, we believe that the following more general statement holds.

Conjecture 1.3. For any two oriented graphs L and R, inv(L — R) = inv(L) + inv(R).

As observed in Proposition 2.5, this conjecture is equivalent to its restriction to tournaments. If inv(L) = 0 (resp.
inv(R) = 0), then Conjecture 1.3 holds has any decycling family of R (resp. L) is also a decycling family of
L — R. In Section 3, we prove Conjecture 1.3 when inv(L) = 1 and inv(R) € {1,2}. We also prove it when
inv(L) = inv(R) = 2 and both L and R are strongly connected.

Let us now consider the inequality inv(D) < 27(D) of Theorem 1.1. One can see that is tight for 7(D) = 1, that
is h(1) = 2. Indeed, let V;, be the tournament obtained from a T'T,,_; by adding a vertex z such that N (v;) =
{v; | iis odd} (and so N~ (v;) = {v; | i is even}. Clearly, 7(V,,) = 1 because V,, — z is acyclic, and one can easily
check that inv(V,,) > 2 for n > 5. Observe that V5 is strong, so by the above results, we have inv(Vs — V5) = 4
while 7(V5 — V5) = 2, so h(2) = 4. More generally, Conjecture 1.3 would imply that inv(7TT,[V5]) = 2n, while
7(TT,[Vs]) and thus that the inequality (ii) of Theorem 1.1 is tight. Hence we conjecture the following.

Conjecture 1.4. h(n) = 2n for all positive integer n. In other words, for every positive integer n, there exists a digraph
D such that 7(D) = n and inv(D) = 2n.

A cycle packing in a digraph is a set of vertex disjoint cycles. The cycle packing number of a digraph D, denoted by
v(D), is the maximum size of a cycle packing in D. We have v(D) < 7(D) for every digraph D. On the other hand,
Reed et al. [12] proved that there is a (minimum) function f such that 7(D) < f(v(D)) for every digraph D. With
Theorem 1.1 (ii), this implies inv(D) < f(v(D)).
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Theorem 1.5. There is a (minimum) function g such that inv(D) < g(v(D)) for all oriented graph D and g < 2f.

A natural question is then to determine this function g or at least obtain good upper bounds on it. Note that the upper
bound on f given by Reed et al. [12] proof is huge (a multiply iterated exponential, where the number of iterations
is also a multiply iterated exponential). The only known value has been established by McCuaig [10] who proved
f(1) = 3. As noted in [12], the best lower bound on f due to Alon (unpublished) is f(k) > klog k. It might be that
f(k) = O(klog k). This would imply the following conjecture.

Conjecture 1.6. For all k, g(k) = O(klogk): there is an absolute constant C such that inv(D) < C-v(D) log(v(D))
for all oriented graph D.

Note that for planar digraphs, combining results of Reed and Sheperd [13] and Goemans and Williamson [8], we get
7(D) < 63 - v(D) for every planar digraph D. This implies that 7(D) < 126 - v(D) for every planar digraph D and so
Conjecture 1.6 holds for planar oriented graphs.

Another natural question is whether or not the inequality g < 2f is tight. In Section 4, we show that it is not the case.
We show that g(1) < 4, while f(1) = 3 as shown by McCuaig [10]. However we do not know if this bound 4 on g(1)
is attained. Furthermore can we characterize the intercyclic digraphs with small inversion number ?

Problem 1.7. For any k € [4], can we characterize the intercyclic oriented graphs with inversion number & ?

In contrast to Theorem 1.1 and 1.5, the difference between inv and v, 7, and 7’ can be arbitrarily large as for every k,
there are tournaments Ty, for which inv(7Ty) = 1 and v(T}) = k. Consider for example the tournament T}, obtained
from three transitive tournaments A, B, C of order k by adding all arc form A to B, B to C and C to A. One easily
sees that v(Ty) = k and so 7/ (Ty) > 7(T)) > k; moreover Inv(Ty; A U B) is a transitive tournament, so inv(7}) = 1.

1.2 Complexity of computing the inversion number

We also consider the complexity of computing the inversion number of an oriented graph and the following associated
problem.

k-INVERSION.
Input: An oriented graph D.

Question: inv(D) < k ?

We also study the complexity of the restriction of this problem to tournaments.

k-TOURNAMENT-INVERSION.
Input: A tournament.

Question: inv(T") < k ?

Note that 0-INVERSION is equivalent to deciding whether an oriented graph D is acyclic. This can be done in
O(|V(D)|?) time.

Let k& be a positive integer. A tournament 7" is k-inversion-critical if inv(7") = k and inv(7 — x) = k — 1 for all
x € V(T). We denote by ZC}, the set of k-inversion-critical tournaments. Observe that a tournament 7" has inversion
number at least & if and only if 7" has a subtournament in ZCj,.

Theorem 1.8 (Belkhechine et al. [6]). For any positive integer k, the set ZCy, is finite.

Checking whether the given tournament 7" contains I for every element I in ZCj 1, one can decide whether inv(T') > k
in O(|V(T)|™*+) time, where my_1 be maximum order of an element of ZCj, 1.

Corollary 1.9. For any non-negative integer k, k-TOURNAMENT-INVERSION is polynomial-time solvable.

The proof of Theorem 1.8 neither explicitly describes ZCj, nor gives upper bound on mg. So the degree of the
polynomial in Corollary 1.9 is unknown. This leaves open the following questions.

Problem 1.10. Explicitely describe ZCj, or at least find an upper bound on .
What is the minimum real number 7, such that k-TOURNAMENT-INVERSION can be solved in O(|V (T)|"*) time ?

As observed in [6], ZC; = {63}, so m; = 3. This implies that 0-TOURNAMENT-INVERSION
can be done in O(n3). However, deciding whether a tournament is acyclic can be solved in O(n?)-
time. Belkhechine et al. [6] also proved that ZCo = {Ag, Bs, D5, T5,Vs5} where Ag = TTQ[C"?,] =
Inv(TTs; ({vi,v3}, {va,v6})), Bs = Inv(TTs; ({v1,v4,v5}, {va,v5,v6})), D5 = Inv(TTs; ({ve, va}, {v1,v5})),
Rs = Inv(TT5; ({v1,v3, 05}, {ve,va})), and V5 = Inv(TT5; ({v1,vs}, {vs, vs5})). See Figure 1.
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Figure 1: The 2-inversion-critical tournaments

Hence my = 6, so 1-TOURNAMENT-INVERSION can be solved in O(n6)—time. This is not optimal: we show in
Subsection 5.2 that it can be solved in O(n?)-time, and that 2-TOURNAMENT-INVERSION can be solved in O(n5)-time.

There is no upper bound on my so far. Hence since the inversion number of a tournament can be linear in its order (See
e.g. tournament 7}, described at the end of the introduction), Theorem 1.8 does not imply that one can compute the
inversion number of a tournament in polynomial time. In fact, we believe that it is not.

Conjecture 1.11. Given a tournament and an integer k, deciding whether inv(T") = k is NP-complete.

In contrast to Corollary 1.9, we show in Subsection 5.1 that 1-INVERSION is NP-complete. Note that together with
Conjecture 1.3, this would imply that k-INVERSION is NP-complete for every positive integer k.

Conjecture 1.12. k-INVERSION is NP-complete for all positive integer k.

As we proved Conjecture 1.3. when inv(L) = inv(R) = 1, we get that 2-INVERSION is NP-complete.

Because of its relations with 7/, 7, and v, (see Subsection 1.1), it is natural to ask about the complexity of computing
the inversion number when restricted to oriented graphs (tournaments) for which one of these parameters is bounded.
Recall that inv(D) = 0 if and only if D is acyclic, so if and only if 7/ (D) = 7(D) = v(D) = 0.

Problem 1.13. Let k be a positive integer and ~ be a parameter in {7/, 7, v}. What is the complexity of computing the
inversion number of an oriented graph (tournament) D with (D) < k ?

Conversely, it is also natural to ask about the complexity of computing any of 7/, 7, and v, when restricted to oriented
graphs with bounded inversion number. In Subsection 5.3, we show that computing any of these parameters is NP-hard
even for oriented graphs with inversion number 1. However, the question remains open when we restrict to tournaments.

Problem 1.14. Let k be a positive integer and + be a parameter in {7/, 7, ¥}. What is the complexity of computing
~(T) for a tournament D with inv(7) < k ?

2 Properties of the inversion number

In this section, we establish easy properties of the inversion number and deduce from themTheorem 1.1 and the fact
that Conjecture 1.3 is equivalent to its restriction to tournaments.

The inversion number is monotone :

Proposition 2.1. If D’ is a subdigraph of an oriented graph D, then inv(D') < inv(D).

Proof. Let D’ be a subdigraph of D. If (X;);c is a decycling family of D, then (X; NV (D’));es is a decycling family
of D'. O
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Lemma 2.2. Let D be a digraph. If D a source (a sink) x, then inv(D) = inv(D — x).

Proof. Every decycling family of D — x is also a decycling family of D since adding a source (sink) to an acyclic
digraph results in an acyclic digraph. O

Lemma 2.3. Let D be an oriented graph and let x be a vertex of D. Then inv(D) < inv(D — z) + 2.
Proof. Let N*t[z] be the closed out-neighbourhood of z, that is {z} U N*t(z). Observe that D' =

Inv(D; (N*[z], N (x))) is the oriented graph obtained from D by reversing the arc between z and its out-neighbours.
Hence z is a sink in D" and D’ — z = D — x. Thus, by Lemma 2.2, inv(D) < inv(D’) + 2 <inv(D —z) +2. O

Proof of Theorem 1.1. As observed in the introduction, if F' is a feedback arc-set, then the family of sets of end-vertices
of arcs of F'is a decycling family. So inv(D) < /(D).

Let S = {x1,...,2x} be a cycle transversal with ¥ = 7(D). Lemma 2.3 and a direct induction imply inv(D) <
inv(D — {z1,...,2;}) + 2i for all i € [k]. Hence inv(D) < inv(D — S) + 2k. But, since S is a cycle transversal,
D — S is acyclic, so inv(D — S) = 0. Hence inv(D) < 2k = 27(D). O

Let D be an oriented graph. An extension of D is a tournament 7" such that V(D) = V(T) and A(D) C A(T).
Lemma 2.4. Let D be an oriented graph. There is an extension T of D such that inv(T) = inv(D).

Proof. Set p = inv(D) and let (X;);¢[p) be a decycling family of D. Then D* = Inv(D; (X;)ie[p]) is acyclic and so
admits an acyclic ordering (v1, ..., vp).

Let T be the extension of D constructed as follows: For every 1 < ¢ < j < p such that v;v; ¢ A(D*), let n(4, j) be the
number of X;, ¢ € [p], such that {v;,v;} C X;. If n(, j) is even then the arc v;v; is added to A(T'), and if n(¢, j) is
odd then the arc v;v; is added to A(T"). Note that in the first case, v;v; is reversed an even number of times by (X;);e[y),
and in the second v;v; is reversed an odd number of times by (X;);e[,]. Thus, in both cases, v;v; € Inv(T; (X;)ic[p)-
Consequently, (vy,...,v,) is also an acyclic ordering of Inv(T’; (X;);ep). Hence inv(T) < inv(D), and so, by
Proposition 2.1, inv(T') = inv(D). O

Proposition 2.5. Conjecture 1.3 is equivalent to its restriction to tournaments.

Proof. Suppose there are oriented graphs L, R that form a counterexample to Conjecture 1.3, that is such that
inv(L — R) < inv(L) + inv(R). By Lemma 2.4, there is an extension T of L — R such that inv(T") = inv(L — R)
and let T, = T(V(L))) and Tp = T(V(R))). We have T' = T, — Tx and by Proposition 2.1, inv(L) < inv(717y)
and inv(R) < inv(Tg). Hence inv(T) < inv(7L) + inv(Tr), so Tr and Tx are two tournaments that form a
counterexample to Conjecture 1.3. O

3 Inversion number of dijoins of oriented graphs
Proposition 3.1. inv(L — R) < inv(L) + inv(R).

Proof. First invert inv(L) subsets of V(L) to make L acyclic, and then invert inv(R) subbsets of V/(R) to make R
acyclic. This makes L — R acyclic. 0

Proposition 3.2. Ifinv(L),inv(R) > 1, then inv(L — R) > 2.

Proof. Assume inv(L),inv(R) > 1. Then L and R are not acyclic, so let C, and Cr be directed cycles in L and
R respectively. Assume for a contradiction that there is a set X such that inverting X in L — R results in a acyclic
digraph D’. There must be an arc zy in A(Cp) such that z € X and y ¢ X, and there must be z € X N'V(Cg). But
then (z, vy, z, x) is a directed cycle in D', a contradiction. O

Further than Proposition 3.2, the following result give some property of a minimum decycling family of L — R when
inv(L) = inv(R) = 1.

Theorem 3.3. Let D = (L — R), where L and R are two oriented graphs with inv(L) = inv(R) = 1. Then, for any
decycling family (X1, X2) of D, either X1 C V(L), X2 C V(R) or X1 C V(L), X2 C V(R).
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Proof. Let (X7, X3) be a decycling family of D and let D* be the acyclic digraph obtained after inverting X; and X5
(in symbols D* = Inv(D; (X1, X2))).

Let us define some sets. See Figure 2.
e Foric |2, X} =X;NnV(L)and X = X; NV (R).
ZE=V(L)\ (Xt uXf)and ZF = V(R) \ (XFu XF).
X = XFnXEand XE = X n X[
for {i.7} = {12}, XE, = (XF\ XF)and X[ — (X7\ XP)

A ZR

Figure 2: The oriented graph D*

Observe that at least one of the sets X{ ,, X' |, XI | and X , must be empty, otherwise D* is not acyclic.
By symmetry, we may assume that it is X{* , or X4* ;. Observe moreover that X{* , U X' | # () for otherwise
X = X = XE and D*(V(F)) = F is not acyclic.

Assume first that X* , = () and so X£* | # ().

Suppose for a contradiction that X{% = () and let a € X£ |, b € X{%. Let C be a directed cycle in L. Note that V (C)
cannot be contained in one of the sets X{ 5, X% or X2 . If V(C) N ZL # (), there is an arc cd € A(L) such that
ce Xt ,uXEL UuXE | andd € ZE. Then, either (c,d, a, c) or (¢, d, b, ¢) is a directed cycle in D*, a contradiction.
Thus, V(C) € XL, uXEL U XL | IfV(C)N XE # 0, then there is an arc cd € A(L) such that ¢ € X%, and
d € X¥ , U XE | which means that de € A(D*) and (d, c, b, d) is a directed cycle in D*, a contradiction. Hence
V(C) C XE , U XE | and there exists an arc ed € A(L) such thatc € XI |, d € XF , and (c, d, a, c) is a directed
cycle in D*, a contradiction.

Therefore X1} = () and every directed cycle of R has its vertices in X ; U Z. Then, there is an arc ea € A(R)
witha € X£ | and e € Z. Note that, in this case, ea € A(D*) and (e, a, c, e) is a directed cycle in D* for any
ce XL UXE | Thus, XL = X£ | =0and X, C V(L), X5 C V(R).

If X' | = (), we can symmetrically apply the same arguments to conclude that X; C V(R) and X5 C V(L). O
Theorem 3.4. Let L and R be two oriented graphs. If inv(L) = 1 and inv(R) = 2, then inv(L — R) = 3.

Proof. Let D = (L — R). By Proposition 3.1, we know that inv(D) < 3.

124



Assume for a contradiction that inv(D) < 2. Let (X7, X2) be a decycling family of D and let D* = Inv(D; ng 1,X2)).
Let L* = D*(V(L)) and R* = D*(V(F)). We define the sets X1, X&', X, X&, 7L 78 xL XxXE XxXF, XE |,
X[ ,, and X£ | as in Theorem 3.3. See Figure 2. Note that each of these sets induces an acyclic digraph in D* and
thus also in D. For i € [2], let D; = Inv(D; X;), let L; = Inv(L, X}) = Inv(L*; X¥ ), and R; = Inv(R, X[?) =
Inv(R*; X£ ;). Since inv(D) = 2, inv(D;) = inv(D2) = 1. Since inv(R) = 2, Ry and R, are both non-acyclic, so
inv(Ry) =inv(Rs) =1

Claim 1: X/ X2 =£ () forall i € [2].

Proof. Since inv(R) = 2, necessarily, X, X1 # (.

Suppose now that X* = (. Then D; = L — R;. Asinv(L) > 1 and inv(R;) > 1, by Proposition 3.2 inv(D;) > 2, a
contradiction. O

Claim 2: X} # X£ and XF # XL
Proof. 1f Xt = X1, then L* = L, so L* is not acyclic, a contradiction. Similarly, If X{* = X[, then R* = R, so R*

is not acyclic, a contradiction. O

In particular, Claim 2 implies that X¥ , U XZ | # (.
In the following, we denote by A ~» B the fact that there is no arc from B to A.

Assume first that X{* , = (). By Claim 1, X{¥ # 0, so X{ # () and by Claim 2, X # X so X£ | # 0.
If X1 | #0, then, in D*, X', U X[ ~ Z% because XF , U XE — X | — ZF Butthen R, = Inv(R*; XI)
would be acyclic, a contradiction. Thus, X2L_1 = 0.

Then by Claims 1 and 2, we get X1, XL , # (0. Hence, as X5 — X& , — X', — XL — X[ in D*, there is a
directed cycle in D*, a contradiction. Therefore X{* , # (.

In the same way, one shows that X£* | # (. As XF , - XL , - X2 | — XL, — X{, in D*, and D* is acyclic,
one of X{ , and X4 | must be empty. Without loss of generality, we may assume X{ , = §).

Then by Claims 1 and 2, we have X1, X% , # (. Furthermore X{{ = () because X5 — XI |, — X', —
X5 — XE in D*. Now in D*, X' | ~ X', U Z® because X' | — X1 | — X, U Z% and X, ~ ZF
because X , — X& — ZE. Thus, in D, we also have X' | ~ X, U ZF and X , ~ Z%E. So R is acyclic, a
contradiction to Inv(R) = 2.

Therefore inv(D) > 3. So inv(D) = 3. O

Corollary 3.5. inv(D) = 1 ifand only if inv(D — D) = 2.
Theorem 3.6. Let L and R be strong digraphs such that inv (L), inv (R) > 2. Theninv (L — R) > 4.

Due to lack of space, the proof of this theorem is left in appendix.

Corollary 3.7. Let L and R be strong digraphs such that inv (L), inv (R) = 2. Then inv (L — R) = 4.

4 Inversion number of intercyclic digraphs

A digraph D is intercyclic if v(D) = 1. The aim of this subsection is to prove the following theorem.

Theorem 4.1. If D is an intercyclic oriented graph, then inv(D) < 4.

In order to prove this theorem, we need some preliminaries.

Let D be an oriented graph. An arc uv is weak in D if min{d* (u),d™ (v)} = 1. An arc is contractable in D if it is
weak and in no directed 3-cycle. If a is a contractable arc, then let D /a is the digraph obtained by contracting the arc a

and D /a be the oriented graph obtained from D by removing one arc from every pair of parallel arcs created in D/a.
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Lemma 4.2. Let D be a strong oriented graph and let a be a contractable arc in D. Then D /a is a strong intercyclic
oriented graph and inv(D /a) > inv(D).

Proof. McCuaig proved that D /a is strong and intercyclic. Let us prove that inv(D) < inv(D/a). Observe that
inv(D/a) = inv(D/a).

Set a = uv, and let w be the vertex corresponding to both v and v in D/a. Let (X1, ..., X,) be a decycling family of
D’ = D/a that result in an acyclic oriented graph R'. Fori € [p],let X; = X! ifw ¢ X/ and X; = (X/\ {w})U{u,v}
ifw e X/. Let a* = wov if w is in an even number of X/ and a* = vu otherwise, and let R = Inv(D; (X1,...,X,)).

One easily shows that R = R'/a*. Therefore R is acyclic since the contraction of an arc transforms a directed cycle
into a directed cycle. O

Lemma 4.3. Letr D be an intercyclic oriented graph. If there is a non-contractable weak arc, then inv(D) < 4.

Proof. Let uv be a non-contractable weak arc. By directional duality, we may assume that d~ (v) = 1. Since uv is
non-contractable, uv is in a directed 3-cycle (u, v, w,u). Since D is intercyclic, we have D \ {u,v,w} is acyclic.
Consequently, {w, u} is a cycle transversal of D, because every directed cycle containing v also contains u. Hence, by
Theorem 1.1, inv(D) < 7(D) < 4. O

The description below follows [3]. A digraph D is in reduced form if it is strongly connected, and it has no weak arc,
that is min{é~ (D), 5+(D)} > 2.

Intercyclic digraphs in reduced form were characterized by Mc Cuaig [10]. In order to restate his result, we need
some definitions. Let P(x1,...,Zs;y1,...,y:) be the class of acyclic digraphs D such that z1,...,z,, s > 2, are
the sources of D, y1,...,y:, t > 2, are the sinks of D, every vertex which is neither a source nor a sink has in- and
out-degree at least 2, and, for 1 < i < j < sand 1 < k < £ <t, every (z;, ye)-path intersects every (x;, yi)-path. By
a theorem of Metzlar [11], such a digraph can be embedded in a disk such that 1, zs, ..., Ts, Y, Yt—1, - - . , Y1 OCCUL, in
this cyclic order, on its boundary. Let 7 be the class of digraphs with minimum in- and out-degree at least 2 which can
be obtained from a digraph in P(z™,y™; 27,y ™) by identifying x = 2~ and y™ = y~. Let D be the digraph from
Figure 3(a).

Figure 3: (a): the digraph D7; (b): the digraph D’ obtained from D~ inverting the set {y, y2, ¥4, ys }; (¢): the acyclic
digraph DY obtained from D/ by inverting the set {y2, ys, ys, Y6 }-

Let K be the class of digraphs D with 7(D) > 3 and 6°(D) > 2 which can be obtained from a digraph Kz from
P(wo, 20; 71, w1) by adding at most one arc connecting wy, zo, adding at most one arc connecting ws, 21, adding a
directed 4-cycle (g, x1, z2, T3, To) disjoint from Ky and adding eight single arcs wixq, w122, 2121, 2123, ToWo,
Towy, T120 ,T320 (see Figure 4). Let H be the class of digraphs D with 7(D) > 3 and 6°(D) > 2 such that D is the
union of three arc-disjoint digraphs H,, € P(ya,y3,Y1;Ys,Y2), Hg € P(ya,Ys: Y3, y1,y2), and Hy € P(y1,Y2; Y3, Ya),
where 41, Y2, Y3, Y4, Y5 are the only vertices in D occuring in more than one of H,,, Hg, H, (see Figure 5).

Theorem 4.4 (McCuaig [10]). The class of intercyclic digraphs in reduced form is T U {D7} UK U H.

Using this characterization we can now prove the following.

Corollary 4.5. If D is an intercyclic oriented graph in reduced form, then inv(D) < 4.

Proof. Let D be an intercyclic oriented graph in reduced form. By Theorem 4.4, itis in 7 U {D7} U K U H.
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Figure 4: The digraphs from /C. The arrow in the grey area symbolizing the acyclic (plane) digraph Kz indicates that
29, Wq are its sources and zp, w; are its sinks.

Yy Y Y, Yy Vs Y, Y,
Vs Y, Vs Y, Y, Y Yy
He, Hﬂ H’v

Figure 5: The digraphs from .

If D € T, then it is obtained from a digraph D’ in P(z*,y*; 2™,y ™) by identifying z* = 2~ and y™ = y~. Thus
D—{zt,y*} =D —{at,y", 27,y }is acyclic. Hence 7(D) < 2, and so by Theorem 1.1, inv(D) < 4.

If D = Dy, then inverting X1 = {y, y2, Y4, Ys} S0 that y becomes a source and then inverting {y2, y3, 5, Y6 }>» We
obtain an acylic digraph with acyclic ordering (y, ys, Y3, Y4, ¥s, ¥, y2). Hence inv(D7) < 2.

If D € K, then inverting {x¢, x3} and {xq, x1, 2, T3, w1, 21 }, We convert D to an acyclic digraph with acyclic ordering
(w3, 2,1, %0, V1, . . ., vp) Where (v1,...,vp) is an acyclic ordering of K.

If D € H, then consider D' = Inv(D, V(H,). The oriented graph D is the union of Hy, € P(y4,Y3,Y1; Y5, Y2),
— —

Hg € P(ys,ys;y3,y1,Y2), and H., the converse of H.,. As H,, € P(y1,y2;¥y3,ys), we have H. € P(ya,y3;Y2,y1)-

SetY = {ylv Y2,Y3, Y4, y5}

We claim that every directed cycle C’ of D’ contains y5. Since D’ — Y is acyclic, C’ is the concatenation of directed
paths Pi, P, ..., P, with both end-vertices in Y and no internal vertex in Y. Now let C' be the directed cycle obtained
from C by replacing each P; by an arc from its initial vertex to its terminal vertex. Clearly, C' contains y5 if and
only if C’ does. But C is a directed cycle in J the digraph with vertex set Y in which {y4,ys3, 51} — {vs, %2},
{ya,ys} = {ys,y1,92}, and {ya,ys} — {y1,y2}. One easily checks that J — v is acyclic with acyclic ordering
(y4,Y3,Y1,Y2), so C contains y5 and so does C’.

Consequently, {ys} is a cycle transversal of D’. Hence, by Theorem 1.1 (ii), we have inv(D’) < 27(D’) < 2. As D' is
obtained from D by inverting one set, we get inv(D) < 3. O

We can now prove Theorem 4.1.

Proof. By induction on the number of vertices of D.
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If D is not strong, then it has a unique non-trivial strong component C' and any decycling family of C' is a decycling
family of D, so inv(C) = inv(D). By the induction hypothesis, inv(C) < 4, so inv(D) < 4. Henceforth, we may
assume that D is strong.

Assume now that D has a weak arc a. If a is non-contractable, then inv(D) < 9 by Lemma 4.3. If a is contractable,

then consider D /a. As observed by McCuaig [10], D/a is also intercyclic. So by Lemma 4.2 and the induction
hypothesis, inv(D) < inv(D/a) < 4. Henceforth, we may assume that D has no weak arc.

Thus D is in a reduced form and by Corollary 4.5, inv(D) < 4. O

5 Complexity results

5.1 NP-hardness of 1-INVERSION and 2-INVERSION
Theorem 5.1. 1-INVERSION is NP-complete even when restricted to strong digraphs.

In order to prove this theorem, we need some preliminaries.

Let J be the digraph depicted in Figure 6.

Figure 6: The digraph J

Lemma 5.2. The only sets whose inversion can make J acyclic are {a,b, e} and {b, ¢, d}.

Proof. Assume that an inversion on X makes D acyclic. Then X must contain exactly two vertices of each of the
directed 3-cycles (a, b, ¢, a), (a,b,d, a), and (e, b, c, e), and cannot be {a, ¢, d, e} for otherwise (e, b, d, e) is a directed
cycle in the resulting digraph. Hence X must be either {a, b, e} or {b, ¢, d}. One can easily check that an inversion on
any of these two sets makes D acyclic. O

Proof of Theorem 5.1. Reduction from MONOTONE 1-IN-3 SAT which is well-known to be NP-complete.

Let @ be a monotone 3-SAT formula with variables x1,...,x, and clauses Cq,...,C,,. Let D be the digraph
constructed as follows. For every i € [n], let us construct a varlable digraph K; as follows: for every j € [m)], create a
copy J; J of J, and then identify all the vertices ¢! into one vertex ¢;. Then, for every clause Cj = z;, V x;, V x;,, We
add the arcs of the directed 3-cycle D; = (a] aj al).

11’ 127 713

Observe that D is strong. We shall prove that inv(D) = 1 if and only if ® admits a 1-in-3-SAT assignment.

Assume first that inv(D) = 1. Let X be a set whose inversion makes D acyclic. By Lemma 5.2, for every i € [n],
either X N V(K;) = Uj- Hal bl el}or X NV(K;) = Uz {87, i, d?}. Let ¢ be the truth assignment defined by

z’z’z

o(z;) =trueif X NV(K;) = szl{b ci,d}, and o(z;) = false if X NV (K;) = Uiz Aal bl el
Consider a clause C; = x;, V x;, V x;,. Because D; is a directed 3-cycle, X contains exactly two vertices in V(D).

Let ¢ and /5 be the two indices of {i1, 2,43} such that ail and aiz are in X and /3 be the third one. By our definition
of ¢, we have ¢(z¢,) = ¢(z4,) = false and @(x¢,) = true. Therefore, ¢ is a 1-in-3 SAT assignment.

Assume now that ¢ admits a 1-in-3 SAT assignment . For every i € [n], let X; = U;”:l{bg7 ci, 2V if () = true
and X; = Uj~ dal bl el if p(x;) = false,and set X = |/, X

Let D’ be the graph obtained from D by the inversion on X. We shall prove that D is acyclic, which implies
inv(D) = 1.

Assume for a contradiction that D’ contains a cycle C. By Lemma 5.2, there is no cycle in any variable gadget K, so
C must contain an arc with both ends in V(D) for some j. Let C; = x;, V z;, V x;,. Now since ¢ is a 1-in-3-SAT
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assignment, w.l.0.g., we may assume that p(x;,) = p(z;,) = false and p(x44) = true. Hence in D', agz

J

1

J
. — a;.

al — al and a] — al . Moreover, in D'(V(J})), a!
2 i3 i3 i1 i1

K2
1,7, and then enter J; . Butin D'(V'(J})), a], has a unique out-neighbour,

) is a sink, so a7 is a sink in D’. Therefore C does not goes

through azl , and thus C contains the arc a
namely b}, which is a sink. This is a contradiction. O

Corollary 5.3. 2-INVERSION is NP-complete.

Proof. By Corollary 3.5, we have inv(D — D) = 2 if and only inv(D) = 1, so the statement follows from Theorem
5.1. O

5.2 Solving k-TOURNAMENT-INVERSION for k € {1,2}

Theorem 5.4. 1-TOURNAMENT-INVERSION can be solved in O(n?) time.

Proof. Let T be a tournament. For every vertex v one can check whether there is an inversion that transforms 7" into a
transitive tournament with source v. Indeed the unique possibility inversion is the one on the closed in-neighbourhood
of v, N~ [v] = N~ (v) U {v}. So one can make inversion on N~ [v] and check whether the resulting tournament is
transitive. This can obviously be done in O(n?) time

Doing this for every vertex v yields an algorithm which solves 1-TOURNAMENT-INVERSION in O(n?) time. 0

Theorem 5.5. 2-TOURNAMENT-INVERSION can be solved in in O(nS) time.

The main idea to prove this theorem is to consider every pair (s, t) of vertices and to check whether there are two sets
X1, X5 such that the inversion of X7 and X5 results in a transitive tournament with source s and sink ¢. We need some
definitions and lemmas.

The symmetric difference of two sets A ad Bis AAB = (A\ B)U (B\ A).

Let T" be a tournament and let s and ¢ be two vertices of 7. We define the following four sets

A(s,t) = NT(s)N N~ (1)
B(s,t) = N (s)NN*(t)
C(s,t) = NT(s)NnNT(¢)
D(s,t) = N7 (s)NN~(¥)

Lemma 5.6. Let T be a tournament and let s and t be two vertices of T. Assume there are two sets X1, Xa such that
the inversion of X1 and X5 results in a transitive tournament with source s and sink t.

(1) If {s,t} € X1\ Xo, thents € A(T), C(s,t) = D(s,t) = B and X1 = {s,t} U B(s, ).

(2) If s € X1\ Xo, t € X5\ X1, and the inversion of X1 and X5 makes T acyclic, then st € A(T), A(s,t) N
(X1UX9) =0, X1 ={s}UB(s,t) UD(s,t), and Xo = {t} U B(s,t) UC(s,?).

(3) Ifse XiNXqyandt € Xy \ Xo, thents € A(T), X1 = {s,t}UB(s,t)UC(s,t), and X5 = {s}UC(s,t)U
D(s,t).

(4) If {s,t} C X1 N Xy, then st € A(T), C(s,t) = 0, D(s,t) = 0, X3 N Xy C A(s,t) U {s,t}, and
B(S,t) = XlAXQ.

Proof. (1) The arc between s and ¢ is reversed once, so ts € A(T).

Assume for a contradiction, that there is a vertex ¢ € C(S,t). The arc tc must be reversed, so ¢ € X1, but then the arc
sc is reversed contradicting the fact that s becomes a source. Hence C'(s,¢) = (). Similarly D(s,t) = 0.

The arcs from ¢ to B(s,t) and from B(s,t) to s are reversed so B(s,t) C X;. The arcs from s to A(s,t) and from
A(s,t) to ¢ are not reversed so A(s,t) N X; = (). Therefore X; = {s,¢} U B(s, t).

,t) to t are not
s are reversed
() and the arcs

(2) The arc between s and ¢ is not reversed, so st € A(T). The arcs from s to A(s,t) and from A(s
reversed so A(s,t) N Xy = 0 and A(s,¢) N Xo = 0. The arcs from ¢ to B(s, ) and from B(s,t) to
so B(s,t) C X; and B(s,t) C X,. The arcs from s to C(s,t) are not reversed so C(s,t) N X7 =
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from ¢ to C(s,t) are reversed so C(s,t) C Xs. The arcs from D(s,t) to s are reversed so D(s,t) C X; and the
arcs from D(s,t) to d are not reversed so D(s,t) N Xo = (. Consequently, X; = {s} U B(s,t) U D(s,t), and
Xy = {t} UB(s,t) UC(s,1).

(3) The arc between s and ¢ is reversed, so ts € A(T). The arcs from A(s, t) to ¢ are not reversed so A(s,t) N X = 0.
The arcs from s to A(s, t) are not reversed so A(s,t)N Xy = (). The arcs from ¢ to B(s, t) are reversed so B(s,t) C X;.
The arcs from B(s,t) to s are reversed (only once) so B(s,t) N Xo = (. The arcs from ¢ to C(s,t) are reversed
so C(s,t) C X;. The arcs from s to C(s, t) must the be reversed twice so C(s,t) C X5. The arcs from D(s,t) to
¢ are not reversed so D(s,t) N X; = (). The arcs from D(s,t) to s are reversed so D(s,t) C Xo. Consequently,
X1 ={s,t} UB(s,t) UC(s,t),and X5 = {s,t} UC(s) U D(s,t).

(4) The arc between s and ¢ is reversed twice, so st € A(T).

Assume for a contradiction, that there is a vertex ¢ € C(s, t). The arc tc must be reversed, so ¢ is in exactly one of X
ad X5. But then the arc sc is reversed contradicting the fact that s becomes a source. Hence C(s,t) = (. Similarly
D(s,t) = (. The arcs from s to A(s,t) and from A(s,t) to ¢ are not reversed so every vertex of A(s,t) is either in
X1 NXgorin V(T) \ (X1 U Xs). The arcs from ¢ to B(s,t) and from B(s,t) to s are reversed so every vertex of
B(s, t) is either in X7 \ X5 orin X3 \ X;. Consequently, X; N Xy C A(s,t) U {s,t},and B(s,t) = X1AXs. O

Lemma 5.7. Let T be a tournament of order n and let s and t be two vertices of T.

(1) One can decide in O(n?3) time whether there are two sets X1, Xo such that the inversion of X1 and Xo results
in a transitive tournament with source s and sink t and {s,t} C X1 \ Xa.

(2) One can decide in O(n?) time whether there are two sets X1, Xo such that the inversion of X1 and Xo results
in a transitive tournament with source s and sink t and s € X1 \ Xa andt € X5\ X;.

(3) One can decide in O(n?) time whether there are two sets X1, Xo such that the inversion of X1 and X results
in a transitive tournament with source s and sink t and s € X1 N Xy and t € X1 \ Xo.

(4) One can decide in O(n*) time whether there are two sets X1, Xo such that the inversion of X1 and Xo results
in a transitive tournament with source s and sink t and {s,t} C X1 N Xo.

Proof. For all cases, we first compute A(s,t), B(s,t), C(s,t), and D(s,t), which can obviously be done in O(n?).

(1) By Lemma 5.6, we must have ts € A(T) and C(s,t) = D(s,t) = ). So we first check if this holds. Furthermore,
by Lemma 5.6, we must have X; = {s,t} U B(s,t). Therefore we invert {s, t} U B(s, t) which results in a tournament
T’. Observe that s is a source of 7" and ¢ is a sink of 7. Hence, we return ‘Yes’ if and only if inv(T" — {s,t}) =1
which can be tested in O(n?) by Theorem 5.4.

(2) By Lemma 5.6, we must have st € A(T'). So we first check if this holds. Furthermore, by Lemma 5.6, the only
possibility is that X; = {s} U B(s,t) U D(s,t), and X5 = {t} U B(s,t) U C(s,t). So we invert those two sets and
check whether the resulting tournament is a transitive tournament with source s and sink ¢. This can done in O(n?).

(3) By Lemma 5.6, we must have ¢ts € A(T'). So we first check if this holds. Furthermore, by Lemma 5.6, the only
possibility is that X1 = {s,t} U B(s,t) UC(s,t), and Xo = {s} U C(s,t) U D(s,t). So we invert those two sets and
check whether the resulting tournament is a transitive tournament with source s and sink ¢. This can done in O(n?).

(4) By Lemma 5.6, we must have st € A(T), C(s,t) =0, D(s,t) = 0. So we first check if this holds. Furthermore, by
Lemma 5.6, the desired sets X; and X» must satisfy X7 N Xy C A(s,t) U {s,t}, and B(s,t) = X1 AXo.

In particular, every arc of T4 = T(A(s,t)) is either not reversed or reversed twice (which is the same). Hence T4 must
be a transitive tournament. So we check whether T4 is a transitive tournament and if yes, we find a directed hamiltonian
path P4 = (ay,...,a,) of it. This can be done in O(n?).

Now we check that B(s,t) admits a partition (X7, X4) with X/ = X, N B and the inversion of both X and X}
transforms 7'(B(s,t)) into a transitive tournament 7'z with source s’ and sink ¢'. The idea is to investigate all
possibilities for s’, t' and the sets X and X}. Since (X7, X}) is a partition of B(s,t) and (X1, X}) is a decycling
family if and only if (X%, X7) is a decycling family, we may assume that

@ {s,#'} C X/ \ X}, or
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(b) s € X7\ Xjandt' € X\ X7.

For the possibilties corresponding to Case (a), we proceed as in (1) above. For every arc t's’ € A(T(B(s,t))), we
check that C(s’,t') = D(s',t') = () (where those sets are computed in T'(B(s, t))). Furthermore, by Lemma 5.6, we
must have X| = {s,t} U B(s',t') and X}, = B(s,t) \ X7. So we invert those two sets and check whether the resulting
tournament Tz is transitive. This can be done in O(n?) (or each arc t's’.

For a possibilities corresponding to Case (b), we proceed as in (2) above. For every arc t's’ € A(T(B(s,t))), by
Lemma 5.6, the only possibility is that X| = {s'} U B(s’,t') U D(s',t'), and X5 = {t'} U B(s',¢) U C(s',t'). As
those two sets form a partition of B(s, t), we also must have B(s',t') = 0 and A(s',t") = 0. So we invert those two
sets and check whether the resulting tournament T's is transitive. This can be done in O(n?) for each arc t's’.

In both cases, we are left with a transitive tournament 7T'z. We compute its directed hamiltonian path Pg = (b1, ..., by)
which can be done in O(n?). We need to check whether this partial solution on B(s, t) is compatible with the rest of
the tournament, that is {s,t} U A(s,t). It is obvious that it will always be compatible with s and ¢ as they become
source and sink. So we have to check that we can merge T4 and T into a transitive tournament on A(s,t) and
B(s, t) after the reversals of X; and X5. In other words, we must interlace the vertices of P4 and Pg. Recall that
Z=X1NX2\{s,t} CA(s,t)and X; = X] U Z U {s,t}, 4 € [2] so the arcs between Z and B(s, t) will be reversed
exactly once when we invert X; and X». Using this fact, one easily checks that this is possible if and only there are
integers j; < --- < j, such that

e cither b; — a; for j < j; and b; < a; for j > j; (in which case a; ¢ Z and the arcs between a; and B(s, t)
are not reversed),

e orb; < a; for j < j; and b; — a; for j > j; (in which case a; € Z and the arcs between a; and B(s, t) are
reversed).

See Figure 7 for an illustration of a case when we can merge the two orderings after reversing X; and Xo.

OB OO OO0 (O 0
)

\
4

Figure 7: Indicating how to merge the two orderings of A and B. The fat blue edges indicate that the final ordering will
be by — b, a1 — ag, by — bg, a5 — ag, by — by, ag — ay1, b1g — b1a. The set Z = {aq, ag, a1} consists of those vertices
from A(s,t) which are in X; N X5. These vertices are shown in red. The red arcs between a vertex of Z and one of the
boxes indicate that all arcs between the vertex and those of the box have the direction shown. Hence the boxes indicate
that values of j;,...,jip satisfythat: j; = ... =4 =3, /5 =... =Jg=6,jo=... =j11 =9.

Deciding whether there are such indices can be done in O(n?) for each possibility.

As we have O(n?) possibilities, and for each possibility the procedure runs in O(n?) time. Hence the overall procedure
runs in O(n?) time. O

Proof of Theorem 5.5. By Lemma 2.2, by removing iterately the sources and sinks of the tournament, it suffices to
solve the problem for a tournament with no sink and no source.
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Now for each pair (s, t) of distinct vertices, one shall check whether there are two sets X, X5 such that the inversion
of X7 and X5 results in a transitive tournament with source s and sink ¢. Observe that since s and ¢ are neither sources
nor sinks in 7, each of them must belong to at least one of X7, X5. Therefore, without loss of generality, we are in one
of the following possibilities:

e {s,t} C X; \ Xa. Such a possibility can be check in O(n?®) by Lemma 5.7 (1).
e s€ X;\ Xoandt € X\ X;. Such a possibility can be check in O(n?) by Lemma 5.7 (2).
e s€ X;NXyandt € X; \ Xs. Such a possibility can be check in O(n?) by Lemma 5.7 (3).

t € X1 NXsand s € X7\ Xs. Such a possibility is the directional dual of the preceding one. It can be tested
in O(n?) by reversing all arcs and applying Lemma 5.7 (3).

{s,t} € X1 N X. Such a possibility can be check in O(n*) by Lemma 5.7 (4).
Since there are O(n?) pairs (s, t) and for each pair the procedure runs in O(n*), the algorithm runs in O(n®) time. O

5.3 Computing related parameters when the inversion number is bounded

The aim of this subsection is to prove the following theorem.

Theorem 5.8. Let v be a parameter in T, 7', v. Given an oriented graph D with inversion number 1 and an integer k,
it is NP-complete to decide whether v(D) < k.

Let D be a digraph. The second subdivision of D is the oriented graph S5 (D) obtained from D by replacing every arc
a = uv by a directed path P, = (u, Z4, Yq, u) Where z,, y, are two new vertices.

Proposition 5.9. Let D be a digraph.
(i) inv(S2(D) < 1.
(ii) 7'(S2(D)) = 7'(D), 7(S2(D)) = 7(D), and v(S2(D)) = v(D).

Proof. (i) Inverting the set |, A( D){xa, Yo } makes S (D) acyclic. Indeed the z, become sinks, the y, become source
and the other vertices form a stable set. Thus inv(S2(D)) = 1.

(ii) There is a one-to-one correspondence between directed cycles in D and directed cycles in Sy (D) (their second
subdivision). Hence v(S2(D)) = v(D).

Moreover every cycle transversal S of D is also a cycle transversal of S3(D). So 7(S2(D)) < 7(D). Now consider a
cycle transversal T If z, or y,, is in S for some a € A(D), then we can replace it by any end-vertex of a. Therefore,
we may assume that T C V(D), and so T is a cycle transversal of D. Hence 7(S3(D)) = 7(D).

Similarly, consider a cycle arc-transversal F' of D. Then F' = {a | z,y, € F'} is a cycle arc-transversal of Sz(D).
Conversely, consider a cycle arc-transversal F’ of S3(D). Replacing each arc incident to z,, y, by 2.y, for each
a € A(D), we obtain another cycle arc-transversal. So we may assume that F' C {z,y, | a € A(D)}. Then
F ={a|x.y, € F'} is acycle arc-transversal of D. Thus 7/(S2(D)) = 7/(D).

Proof of Theorem 5.8. Since computing each of 7, 7/, v is NP-hard, Proposition 5.9 (ii) implies that computing each
of 7, 7/, v is also NP-hard for second subdivisions of digraphs. As those oriented graphs have inversion number 1
(Proposition 5.9 (i)), computing each of 7, 7/, v is NP-hard for oriented graphs with inversion number 1. O
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Appendix: Dijoin of oriented graphs with inversion number 2

In this appendix, we give the proof of the following Theorem 3.6
Theorem 3.6. Let L and R be strong digraphs such that inv (L), inv (R) > 2. Then inv (L — R) > 4.

Proof. Assume for a contradiction that there are two digraphs L and R such that inv (L), inv (R) > 2 and inv (L —
R) = 3. By Lemma 2.4 and Proposition 2.1, we can assume that L and R are tournaments.

By Theoren b3.4, inv(L — R) > 3. Assume for a contradiction that inv (L. — R) = 3. Let (X1, X5, X3)
be a decycling sequence of D = L — R and denote the resulting acylic (transitive) tournament by 7". We will
use the following notation. Below and in the whole proof, whenever we use subscripts i, j, k together we have

{,5,k} ={1,2,3}.

XF=X,nV(L),XF = X;NnV(R) foralli € [3].

ZL=v(D)\ (XFuXFuX$E)and Z8 = V(R)\ (XF U XE U XE)
Xhs = XN XFnXF, Xy = XPnXEn X
Xfoo= (XEnXP)\ X and X = (X0 X))\ XE

XL

o= XEN(XFUXE)and XE = XE\ (XFUXE).

For any two (possibly empty) sets @, W, we write (Q — W to indicate that every ¢ € @) has an arc to every w € W.
Unless otherwise specified, we are always referring to the arcs of 7" below. When we refer to arcs of the original
digraph we will use the notation u = v, whereas we use u — v for arcs in 7.

Claim A: X}, X[ £ () forall i € [3].

Proof. Suppose w.l.0.g. that X{¥ = () and let D’ = Inv(D; X;). Then D’ contains C3 — R as an induced subdigraph
since reversing X does not make L acyclic so there is still a directed 3-cycle (by Moon’s theorem).

Claim B: In T the following holds, implying that at least one of the involved sets is empty (as T is acyclic).

— Xk

R L R
(@) Xi33 — Xip3 — X; ik—j

R
ii—k — X133

b) X5 = XE XL - XE - X

ij—k ik—j ik—j ij—k*
Proof. This follows from the fact that and arc of D is inverted if and only if it belongs to an odd number of the sets
X17 X27 X3' <>
Claim C: For all i # j, we have X # XjL and X + X]R.

Proof. Suppose this is not true, then without loss of generality X+ = XZ but this contradicts that (X, X1 X1} isa
decycling sequence of L as inverting X4 and X1 leaves every arc unchanged and we have inv(L) = 2. O

Now we are ready to obtain a contradiction to the assumption that (X, Xo, X3) is a decycling sequence for
D = L — R. We divide the proof into five cases. In order to increase readability, we will emphasize partial conclusions
in blue, assumptions in , and indicate consequences of assumptions in red.

Case 1: XiL_jk =0 = XiR_jk for all 7, j, k.
By Claim C, at least two of the sets X% 5, XL , XL | are non-empty and at least two of the sets
XE o XE , XJE | are non-empty. Without loss of generality, X% 5, X% , # (. Now, by Claim B (b),

implies that one of X{%_,, X[, must be empty. By interchanging the names of X5, X3 if necessary, we may
assume that X{%_, = () and hence, by Claim C, X75_,, X2t | # (). By Claim B (a), this implies XZ; | = (. Now
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XE - XhE o XE o soXE - XE L AsXE - XE o — XL, wemusthave X5 5 — X5 .
By Claim B (a), Xf; — Xt o — XL, — X%, — X, so one of X[; and X%, is empty. W.lo.g. we may
assume X{5; = (. As R is strong and X4%5_, dominates X{5_, in R (these arcs are reversed by X»), we must have
ZE +£ (). Moreover the arcs incident to Z are not reversed, so the set Z% has an out-neighbour in Xf_, U X% .
But X5 _,UXE | — X _, — Z% 50 T has a directed 3-cycle, contradiction. This completes the proof of Case 1.

Case 2: Exactly one of X{ 55, X&' o XL XFP . X . X |, is non-empty.

By reversing all arcs and switching the names of L and R if necessary, we may assume w.l.o.g that X¥ 55 # (). As
Xt £ X1 wehave XT§_, U XE _, # (. By symmetry, we can assume that X1 5 # ().

Suppose for a contradiction that . Then Claims A and C imply X7 , # (). Now, by Claim B (b), one of
XL o XL, is empty. By symmetry, we can assume X5 , = (.. Now, by Claim C, X4 # X%, so X[, , # 0.
Note that X%, . — X o — X[ ., thus X%, , — X[, because T is acyclic. We also have X1, — X[,
as Xho — XE_, — XE_s,and X5 5 — XE | as XE_ 5 — XB 5 — X% . This implies that in L all arcs
between X1, 5 and X1y | U XL, U XE 5 are entering X%, 5 (the arcs between X{5; and X _5 were reversed
twice and those between X ,, U X% _; and X%_ , were reversed once). Hence, as L is strong, we must have an arc
uz from X{5_5to ZE. But Z% — X%_, — X145 so together with uz we have a directed 3-cycle in 7', contradiction.
Hence X1{ | £ 0.

Observe that X5 ;U XE , — XE Jas XE ;uXxf , - X . — XE .

If sthen Xt — X% . — XE . — XL£ |, acontradiction. So X%, = (. But X} # X by Claim
C.Thus XL , # 0. As X& | — XL , — XE. wehave X, | — X{i;. This implies that in R all the arcs
between X4 | and X%, U X{, U X[ _; are leaving X2 _|. So as R is strong there must be an arc in R from Z%

to X4%_,. This arc is not reversed (in fact reversed twice), so it is also an arc in 7. But since X1 | — X% , — ZF,
this arc is in a directed 3-cycle, a contradiction. This completes Case 2.

Case 3: Exactly one of X{ 55, X |5, X£ |, is non-empty and exactly one of X{* 55, X2 .. XI |, is non-empty.
By symmetry we can assume X1 o5 # ().

Subcase 3.1: X ,; # 0.

By Claim C, X1 # XI, 5o one of X}, 5 and X{;_, is non-empty. By symmetry we may assume X%, 5 # ().

Suppose . Then X | =0as Xt 0 - XE | - X5 o - XE , — XL oo, and XL | = (as
Xty = Xfo3 = X{h_ 5 = X5 — X{Los

By Claim B (b), one of X{5_,, X{%_, is empty. By symmetry, we may assume X {5 _, = ().

Observe that V(R)\ ZF = XE, U XE ,UXE 5,0 V(R)\ ZF — XL o5 — Z8 so V(R) \ ZF — ZE. Butall
the arcs incident to Z% are not inversed, so in R, there is no arc from Z to V(R)\ Z B Since R is strong, 7 R —.
NowX 7t ,, — X[t U X[, because XI55 — Xb_ 5 — XB .U XE.. Butall the arcs between X7* ,; and

XE JuXxf. =V(R)\ X ,; are inversed from R to T. Hence in R, no arcs leaves X{* ,, in R, a contradiction to
R being strong.

Hence X1i , = (. As X£ # XF this implies X7 _,, # ().
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Suppose that , then X {4, # () because X£* # () by Claim A. Furthermore X{% , — X[, as X , —

Xh o — XE, and X5 5 — XTI o as X o — XB. — X[P ... This implies that X, = () as X5, —
R R L

X35 = Xizz — Xips.

Since L is strong, there must be an arc uv leaving X%, in L. But v cannot be in X{ ,; since all vertices of this set
dominate X%, in L. Moreover v cannot be in Z for otherwise (u, v, w, u) would be a directed 3-cycle in T for any
w e X 5y since ZF — XE . — XL 5. Hencev e XE_,UuXL [,so XL ,uXh | A£0.

AsXE o - XE - XxXE - XE . — XL, precisely one of X% _,, X% _, is non-empty.

If X{y 5 #0and X4y =0, then X{5_y — X{§ 5 — X{ 53 UX{5_ 5 implies that X{5_, — X{ 53 UX{5 5. As
df (XL _5) > 0 there exists z € ZL such that there is an arc uz from X%;_, to ZX, but then 2 — X{ 53 — u — zis
a contradiction. Hence X7y , = (Jand X%, | # (. Then X1y | — XF as X4 | — X .5 — XL

Note that Z* = () as every vertex in V(L) \ Z* has an in-neighbour in V(R) in T', implying that there can be no arc
from V(L) \ ZL to ZL in L. Thus V(L) = X¥ ,3 U XL 5 U XL | where each of these sets induces an acyclic

subdigraph of L and we have X{ o5 = XL . = XL | = X'=23in L. But now inverting the set X ,, U X%
makes L acyclic, a contradiction to inv(L) = 2. Thus XZ%_; # 0.

Suppose . Asabove ZL = 0, s0o V(L) = X¥. As XE 53 — X8 |, — X5 . u XE_, we have
Xty = XL 5 U XK, Thus, using df (X{ ,53) > 0, we get X[, # 0. As X5, — Xh, — XB_, —
XL o — XE,, we have X{i, = (. Moreover Xt — X[t | because X' — XL .o — XZ£ . We also have
XP oo = XE Jas XF 5 — Xby — XE . Now V(R)\ Z8 = X, uXE ,uXE | - X5 5 — ZF

i-23 13-2 123 123 13—2- 1-23 13-2 23-1 12-3 .
Thus Z® = P and V(R) = X .5 U XE_, U X£ | where each of these sets induces an acyclic digraph in R and
X o= X8 | = XE , = X[ ,;in D. But then inverting X{* ,; U X% | we make R acyclic, a contradiction to
inv(R) = 2. Thus X% _, # 0.

Therefore X{4 , = Qas X5 , — X , - XL | - XEB | - XL . As XE,, - XE | — X5 4
we have X* ., — XL ;s As X | — XP . — XE o uXE 5 wehave X | — XU XE L5 As
XP o= XE o — XE | wehave X7, — X as XE L, - X5 | — XF . UXE | wehave X, —
R R

XiTog U Xo3 ;.

As every vertex in V(R) \ Z has an out-neighbour in V (L), we derive as above Z’* = (). Similarly, as every vertex in
V(L) \ Z% has in-neighbour in V' (R), we get Z1 = (). Next observe that at least one of the sets X75,, X, must be
empty as X153 — Xbs — X8 | - X5 o — XE. It XE, =0then V(R) = X ,; UXE_, U X | where
each of these sets induces an acyclic subtournament of R and X{* o5 = X% | = X ,and X! ,; = X%&_,. Thus

R is acyclic, contradicting inv(R) = 2. So X{%, # () and X5, = (). As above we obtain a contradiction by observing
that L is acyclic, contradicting inv(L) = 2. This completes the proof of Subcase 3.1.

Subcase 3.2 X[ . = 0.

By symmetry, we can assume X4° ;5 = () and XF |, # 0. Hence X{ 55 — X1 because X{ 53 — X |, — XTI,
and XF — XI ., because X — X[l ,, — XI.,,. Note that one of X% ,, X5 , is empty since
XLk, - xE , - xEt,, - XE |, - Xk _,. By symmetry we can assume that X{;_, = ). By Claim C,
Xy # X§,50 X{5 5 # 0.

Suppose first that . Then X% | = 0 since X& | — X&, — XF,, — Xk ,. Now, by
Claim A, X¥ # 0 so Xhs # 0. Now Xb, — XE ., — XL .o — Xk, so X[t , = (. Furthermore,
XB - XE s - XB. - XE o — XE | so XL | = (. Therefore X* = X1, a contradiction to Claim C.
Thus X7, = 0.

Next suppose . Then X7 . = () because X5 , — XF |, — XE&, — XE .. By Claim A, X{, XF £ 0,
so X7t o # (Qand XE | # 0. As XE 5, —» X o — X, UXE | wehave X7, — X, U XE .
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Since df,(X{_,) > 0 we have Z* + (. However, there can be no arcs from Z to X' = V(R) \ Z, because
X — X1, — Z%. This contradicts the fact that R is strong. Thus X5, = 0.

By Claim A, X% # (), s0 X125 | # (). Thus X4, | = O because X% | — XL . — XF - XL | - XE | By
Claim A, X # 0 so X{ , # (. By Claim C, X # XF so X , #0. As X, . — X . — XF . uXEL |,
we have X% 5 — X% .0 U XL . Thus the fact that df (X%,_5) > 0 implies that there is an arc vz from X% _5 to
ZE . But then for any u € X%&_,, (u,v, z,u) is directed 3-cycle, a contradiction.

This completes Subcase 3.2.
Case 4: All three of X¥ 3, X£ |5, XE |, orall three of X{? o5, XI* | X1 |, are non-empty.

By symmetry, we can assume that X{ .5, X% . X1 . # (. There do not exist 4,7 € [3] such that
XZ-R \ X]R,XJR \ XZ-R # (), for otherwise XiL_jk — (XJR \ XiR) — XjL_ik — (XiR \ XJR) — XiL_jk, a
contradiction. Hence we may assume by symmetry that X2* \ X% XI'\ XF XZE\ XI' = (). This implies that
Xt =XE, XFE = XE. UXE ,and X = XB, 0 X[E_, U X{ ;. Moreover, XT% 5, X5, XE _, # 0 by
Claim C. As Xf — X1 |, — X ,; we have X — X[ ., so since d(X{? 53) > 0 we must have an arc from
ZBto X{ 55 and now X% ,. — X{ .5 — Z% gives a contradiction. This completes Case 4.

Case 5: Exactly two of X 5, XE (. XE | ortwo of X o5, X2 |5, X£ |, are non-empty.
By symmetry we can assume that X ., X* . # (@ and XL |, = ().

Subcase 5.1: Xf 55, XI' . XE |, = 0.

As XP oy — XB | - XE o XE , — XF 3, oneof XE _,, XE | is empty. By symmetry we may assume
that X2 | = (). By Claim C, X{¥ # XI' and X¥ # X%, s0 Xfi_, # 0and X[,_5 # 0. Now V(R)\ Z% = XF —
XL o — Z% thus there is no arc leaving Z. As R is strong, we get ZT' = ().

As XE o — XL o — XE , wehave Xfi . — X% . Hence as R is strong, necessarily X715, # 0. If XL, # 0,
then X7, — X&_, UXE_,as X5, — Xy — X5, U X[ _,. This contradicts the fact that R is strong since
di(X{s) = 0. Hence X[y, = (0. By Claim A, X2 # 0,50 X% _, U X4y | # 0.

Since X%, — Xf 5 — X _,, we have X{, — X[ ,. We also have X , — X% because X{%_, —
X1L3_2 U X2L3_1 — X{‘é?,. Hence V(R) = Xﬁ_:), U X%_2 U X11§3 where each of these sets induces an acyclic
subtournament of R and X{{_, = X[ _. = X, = X _,. Thus inverting X{{_, U X{§_, makes R acyclic,
contradicting inv(R) = 2.

This completes Subcase 5.1
Subcase 5.2: XF ,; # (and XF ;U XE |, = 0.

We first observe that since X£ 15 U X% | — X' o0 — XF we can conclude that X |, — X¥ and X | — X}
As XE | — XF o - XL o — XE |, wehave X£ | = 0. Now V(R) \ ZF = X and Xf — XE ,, —
ZE. So V(R) \ Z® — ZE. Since R is strong, Z = (). Now Claims A and C imply that at least two of the
sets X1t o, X[t XB . are non-empty. This implies that every vertex of V(L) has an in-neighbour in V (R) (as
XP o= XE XE JuXxE o — XE | and XE — X2 5) so we must have Z1 = ().

Suppose first that . By Claim A, X£ # (), so X%, # (). Moreover, by Claim C, X5 # X1 so X7t , # (.
Since X{5 s UXE 5 — XB, — X2 5 — X5 ;UXE ,wehave XE U XE = 0. If XL | # 0, then
Xho=0as X& | —» X5, — XE_, — X4 | and we have X% |3 — X5 jas XI5 — XE , — X& .
Now we see that dj (XZ;_;) = 0, a contradiction. Hence X% | = () and X[,; # () because X+ # () by Claim A.
Moreover X1, — X[ . because X&, — X, — XE 5. Now V(L) = XE ,, U XE |, U XL, where each
of these sets induces an acyclic subdigraph in L and X ,; = XL, = XF |, = X[ ... Then inverting the set
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XL oo u XL | makes L acyclic, a contradiction to inv(L) = 2. Thus X{§_5 # (.

Note that X% o — XPB . UXE ,as XE o — X . — XE,, uXE_, Thus X[, = 0 because
Xy - XE_, — XP,; — XL, Furthermore the fact that d(X{_;) > 0 implies that X5, # 0 and
that there is at least one arc from X% , to X{, in T (and in R). We saw before that X{%_, — X{ ,. and
by the same reasoning X{5; — X{',,, hence, as Z = () and d(X{* ,5) > 0, there is at least one arc from
X ooto XE . Hence X{ 5, # 0and XLy | = 0as XB , — XL | — X ;. Wehave X%, = () since
xXb o XB, - XL — XB . - XL . Finally, as X2 5 — X' o5 — XF we have X2 |5, — X[, But
now d; (X¥) = 0 (recall that Z- = ()), a contradiction. This completes Subcase 5.2

Subcase 5.3: X2 |, # 0 and X%, UXE 5 =0.

As XE - XxE o XE - XE 5 — X | one of the sets X%_,, X£ | must be empty. By symmetry we
may assume that X% | = ().

Suppose first that . Then, by Claim A, X1 £ (), so X4, + (), and by Claim C, X{* #£ X£, so X[§_, # 0.
Now X1, = () because X3 — XB o, — XE 00 — XF 0 = XEho As XE, — X2 0 — XE ,uXE o we
have X715, — X[t U X[t |, Next we observe that X7, , = () since X{5_, — X1, — XE |, — XL _,. Now, as
XL o () by Claim C, we have XZ, | # () but that contradicts that X, | — X%, — X£ , — XL . So we must
have X{%_5 # 0.

First observe that X%, = () as X, — XB 5 — XE . — X, — XL, As XE # XI by Claim C,
we have XL , # 0. Now XL , =0as X5 5, - XE o, —» XE o — X, — XE 5.0 As XE # 0 by
Claim A, we have XJ; | # ). Since X%, , — X5& . — X£ 5 - XE_, - XL _; wehave X[5_5 = 0. As
Xy — XEF ., — X5 |, wehave X', — XL | Moreover Xt 5, — X, — XL U X[, implies
XL, — XxXE L UXE .. Wealso have ZZ = () since every vertex in X{ o, U X | U XL |, has an in-neighbour
in R, implying that there can be no arc entering Z%. Now V(L) = X ., U X4 | U XZ |, where each of these
sets induces a transitive subtournament in L and X{ o5 = Xk | = XE . = XF .. However this implies that
inverting X~ ,, U X% |5 makes L acyclic, a contradiction to inv(L) = 2. This completes the proof of Subcase 5.3.

Subcase 5.4: X 55, X2 15 # Qand XE 5, = 0.

This case is trivial as X{ o5 — X' 1o — XF . — XE . — X[ ,, contradicts that T is acyclic.
By symmetry the only remaining case to consider is the following.

Subcase 5.5: X¥ 55, X2 |, # 0 and XE |5 = 0.

As X& | - XPoo —» XE oo — XB, —» XE | wehave XJy | = (0 and as X | — XI5 —
Xt — XE . — XE | we have XJi | = (0. Note that every vertex in V(L) has an in-neighbour in
V(R) (as X{' o5 — XI and X' — XZI |.) and every vertex in V(R) has an out-neighbour in V(L) (as
XF — XF . and X |, — XZF). This implies that Z& = () and ZF = (). At least one of X% ,, X[ _,
isempty as X& , - XE , — Xt ., — XEF ., — Xk_, and at least one of X% 5, X% . is empty as
Xfoog = X{5_ 3 = X3 13 = X{log = X{p_3.

Suppose first that X% 5 = = X{_,. Then XI* # () by Claim A, so X{%; # (.

Moreover X {5, — X 5. U X£ |, because XT%, — X4 15 — XT o5 U X |, This implies that d;(X#;) = 0, a
contradiction.
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Suppose next that X% = ) = X&_,. Then X¥ # () by Claim A, so X5 # (). Moreover X¥ 5, U X . — X&,
as Xt 53 U X4 5 — X1, — XTbs. This implies that d; (X{55) = 0, a contradiction.

Now assume that X7 . = () = X% ,and X{%_, # () # X% _5. Then X}; # 0 as X # () by Claim A and now
we get the contradiction X {53 — X5&_o — XE o0 — XE |, — XL,

The final caseis X5 5 # 00 # X% _,and X5, = ) = X&_5. We first observe that X%, = Pas X1, — XE 55 —
Xt = XE - XE, As XE - XE 5 — XP s wehave XB , — XP s andas XF 5 — XE 5 —
X4 |, we have X{t o5 — X4t ;. This implies that d (X! o5) = 0, a contradiction. This completes Subcase 5.5 and
the proof of the theorem.

O
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ABSTRACT

Features mined from knowledge graphs are widely used within multiple knowledge discovery tasks
such as classification or fact-checking. Here, we consider a given set of vertices, called seed vertices,
and focus on mining their associated neighboring vertices, paths, and, more generally, path patterns
that involve classes of ontologies linked with knowledge graphs. Due to the combinatorial nature and
the increasing size of real-world knowledge graphs, the task of mining these patterns immediately
entails scalability issues. In this paper, we address these issues by proposing a pattern mining
approach that relies on a set of constraints (e.g., support or degree thresholds) and the monotonicity
property. As our motivation comes from the mining of real-world knowledge graphs, we illustrate
our approach with PGxLOD, a biomedical knowledge graph.

Keywords Path - Path Pattern - Ontology - Knowledge Graph - Scalability

1 Introduction

Knowledge graphs [1] have a central role in knowledge discovery tasks. For example, Linked Open Data [2] have
been used in all steps of the knowledge discovery process [3]. In particular, features mined from knowledge graphs
have been used in multiple applications such as knowledge base completion [4], explanations [5], or fact-checking [6].
Here, we focus on knowledge graphs expressed using Semantic Web standards [7]. In this context, vertices are either
individuals that represent entities of a world (e.g., places, drugs, etc.), literals (e.g., integers, dates, etc.), or classes
of individuals (e.g., Person, Drug, etc.). Arcs are defined by triples (subject, predicate, object) in the Resource
Description Format language. Such a triple states that the subject is linked to the object by a relationship qualified
by the predicate (e.g., has-side-effect, has-name, etc.). Classes and predicates are defined in ontologies, i.e.,
formal representations of a domain [8], and organized into two hierarchies ordered by the subsumption relation. In
Semantic Web standards, individuals, classes, and predicates are identified by a Uniform Resource Identifier (URI). We
view such a knowledge graph as a directed labeled multigraph K = (X, X4, V, A, s,t, 0y, € 4), where

*Supported by the PractiKPharma project, founded by the French National Research Agency (ANR) under Grant ANR15-CE23-
0028, and by the Snowball Inria Associate Team.
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e V is the set of vertices.

« A is the set of arcs connecting vertices through predicates?.

o ¥y is the set of vertex labels, here, their URI.

e ¥4 is the set of arc labels, here, URIs of predicates of K.

* 5: A — V (respectively t : A — V) associates an arc to its source (respectively target) vertex.

e by : V — 3y (respectively £4 : A — X 4) maps a vertex (respectively an arc) to its label.

Hence, a triple (s, p, o) is represented by two vertices vs, v, € V and an arc as ; o) € A. The source and target vertices
of a5 p,0) are respectively vg and vo, i.e., 5(a(s p.0)) = Vs and t(as p0)) = vo. The labels of vg, vo, and a s p oy are
respectively s, o, and p, i.e., Ly (vs) = s, £y (v,) = 0, and £4(a s p.0)) = P-

In this work, we consider the task of mining features from K that are associated with a set of vertices of interest, which
we call seed vertices. The set of seed vertices can be defined in intension (i.e., all vertices that instantiate a specified
ontology class) or in extension (i.e., by specifying the list of their URIs). For example, in the biomedical domain, an
expert may be interested in mining features associated with vertices that represent drugs causing a specific side effect.
We propose to mine from K the three following kinds of features: neighboring vertices, paths, and path patterns.

Neighboring vertices are vertices that can be reached in K from at least one seed vertex. A neighbor is associated with
all seed vertices from which it is reachable. Its support counts such seed vertices. For example, in the knowledge graph
depicted in Figure 1, the neighbor v is reachable from the seed vertices n{ and n§’, and thus its support is 2.

Paths are sequences of pairs 2y ¢ that represent an arc labeled by the predicate p incident to an individual e. A path is
associated with all seed vertices that root it in /C. The support of a path counts such seed vertices. For example, the

P p: . . . . P D . .
support of = vy 23 v3 is 1 since only n§ root it, i.e., n§ =5 vy <2 vs3 exists in K.

More generally, paths may share several characteristics. For instance, intermediate vertices in paths may instantiate the
same ontology classes. We propose to capture these characteristics by considering path patterns in addition to paths.

Path patterns are sequences of pairs 2 E, where pisa predicate and F is either an individual or a class. Such a pair
indicates that an arc labeled by p is incident to (i) E' if E is an individual or (7i) an individual that instantiates F if E
is a class. A path pattern is associated with all seed vertices that root a path captured by the path pattern. Its support
counts such seed vertices. In the example graph depicted in Figure 1, vs instantiates 71, and v instantiates 75. Thus,

LA Vs LN vg is captured by EQN T EEN V3, LN Vg LN T5, and LA T LN T5. Since T5 is a subclass of T3, it is also
captured by the pattern 22 T} 22 Ty, Note that £ 77 225 Ty also captures 2 vy 225 v5, which is rooted by ng.

Consequently, the support of 2o Ty 22 Ty is 2. This illustrates the fact that path patterns may capture additional
common characteristics of seed vertices, and thus interestingly complete paths. Mining these patterns constitutes a
challenging task due to the combinatorial nature and the size of real-world knowledge graphs, which naturally entail

scalability issues. For example, 2 vy 22> v3 can be generalized by up to 11 path patterns.

This mining task and its inherent scalability issues constitute the main concerns of the present work. To the best of
our knowledge, works available in the literature do not address such issues in knowledge graphs with the adopted
granular modeling of path patterns. However, inspired by existing graph mining works [9], we propose an Apriori-based
approach that alleviates these scalability issues by relying on (i) a set of constraints (e.g., support or degree thresholds),
(ii) the hierarchy of ontology classes, (iii) an incremental expansion of paths and patterns, and (iv) the monotonic
character of the support of paths and patterns. We provide a reusable implementation on GitHub®.

The remainder of this paper is organized as follows. In Section 2, we outline related works that motivated our proposed
approach. In Section 3, we present in details our approach to mine paths and path patterns, and discuss how it tackles
scalability issues. We illustrate our framework in Section 4 on PGXLOD, a real-world biomedical knowledge graph [10].
We comment on our results as well as indicate directions of future work in Sections 5 and 6.

2 Related work

Path patterns have been widely studied in different settings, for example graph rewriting [11] and query answering [12].
Here, we recall some works that tackle the problem of mining path patterns from knowledge graphs in different
application contexts.

2Here, we discard literals from V and arcs that are incident to literals from A.
*Hence, |Zv| = |V].
*https://github. com/pmonnin/kgpm
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Figure 1: Example of a canonical graph K¢. n{’ and n§ are canonical seed vertices, all v; are canonical individuals,
and all 7; are canonical ontology classes. Prefixes of URIs were omitted for readability purposes. The definition of
“canonical” is given in Subsection 3.1.

One major work dealing with feature mining from RDF graphs focuses on graph kernels that count common substructures
(i.e., walks, subtrees) [13, 14]. To avoid an explosion in the number of features, the authors remove patterns with a
low or high frequency [14]. Graph features can be used in various tasks such as knowledge base completion. For
example, AMIE [15] mines Horn clauses, i.e., conjunction of triples, to predict another triple. Similarly, in Context

Path Model [16], the authors model paths as sequences of predicates between the source and target entities, i.e.,

s Bn P2y PRSI PR 4 Here, a triple is predicted based on the paths existing between the involved entities. Shi and

Weninger [6] also model paths as sequences of predicates but they use them from a fact checking perspective They check

whether a triple s 2y tis true by predicting it from a set of learned discriminative paths o, LN NN

where 0, and o are respectively the set of classes instantiated by s and ¢. Our framework differs from the previous two
as we aim at mining features by exploring the graph from the given seed vertices and we model path patterns using the
intermediate entities and the ontology classes that they instantiate.

Our motivation also comes from explainable approaches that rely on the descriptive power of features mined from
knowledge graphs. For example, Explain-a-LOD [5] enriches statistical data sets with features from DBpedia. When
correlations can be established between statistics and DBpedia features, these features can be used as explanations for the
original statistics. For example, the quality of living in cities has been correlated with whether these cities are European
capitals. Explain-a-LOD leverages the different outputs of FeGeLOD [17], some of which corresponding to our

approach. For instance, the so called relations L ¢ are paths, whereas the so called qualified relations N t, where e is
replaced by a class ¢ instantiated by e, are path patterns. Alternatively, Vandewiele et al. [18] propose to learn a decision
tree to classify entities based on paths of a knowledge graph. The authors suggest that the predictions of their model are
explainable as they are obtained by a “white-box” model (i.e., the decision tree) that combines interpretable features (i.e.,
paths from a knowledge graph). Interestingly, this system considers paths with their intermediate predicates and entities,
i.e., Toot 2 eq - 2y ey They allow a generalization of both predicates and entities by the use of a wildcard (*). In
our context, this would correspond to generalizing entities by the top level ontology class T. However, unlike their

framework, we do not generalize predicates. In their study, they focus on paths of the form root 5 %... 5 ¢, which
somewhat corresponds to extracting neighbors and their distance from seed vertices.

Finally, path patterns are somewhat similar to generalized association rules [19] and the concept of raising [20]. Indeed,
both works replace entities in rules by ontology classes to increase the support while preserving a high confidence.
Inspired by works that prune redundant generalized rules [21], our approach mines paths and path patterns that are
non-redundant and comply with some given constraints.
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Knowledge graph K

Set of seed vertices N

Figure 2: Main steps to mine a set F of features (i.e., neighbors, paths, and path patterns) associated with a set NV of
seed vertices from a knowledge graph XC. Step 4 is optional and depends on the application domain.

Table 1: Parameters that configure the mining of interesting neighbors, paths, and path patterns in a knowledge graph K.
Each parameter is associated with a domain and is used in specific steps (see Figure 2 for step numbers). Parameter m

is specific to the considered application. Here, we illustrate the role of m with the biomedical domain.

Parameter Domain Steps  Description
k N* 2,3 Maximum length of paths and path patterns
t N 3 Maximum level for generalization in class hierarchies
d N 2,3  Maximum degree (u = true) or out degree (u = false) to allow expansion
{min N 2,3 Minimum support for features
I max N 2,3 Maximum support for features
U B 2,3 Whether only out arcs (u = false) or all arcs (u = true) are traversed
bpredicates List of URIs 2,3 Blacklist of predicates not to traverse
Bexp-types List of URIs 2,3  Blacklist of classes whose instances are not to reach
sen-types List of URIs 2,3  Blacklist of classes not to use in generalization
m {none, p, g, 4 Optional and domain-dependent filtering strategy
m, pg, pgm} Lllustrated here with the biomedical domain

3 Towards a scalable approach to mine interesting paths and path patterns

In this paper, we consider a knowledge graph C and a set of seed vertices N = {n1,no,...,n,} C V. The task is to
mine neighbors, paths, and path patterns from K that are associated with these seed vertices. For example, given a set
of drugs that cause or not a side effect, we aim to mine features that can later be used to classify these drugs.

In the following subsections, we propose algorithms to build a binary matrix M of size |[N| x |F| from the knowledge
graph /C and the set of seed vertices IV. The set F consists of interesting neighbors, paths, and path patterns mined from
IC, i.e., neighbors, paths, and path patterns that satisfy the constraints defined in terms of the parameters summarized in
Table 1. These parameters will be detailed in the following subsections. M associates a seed vertex n € N with its
features f € F, i.e., if M,, ; = true, then n has feature f. We outline our approach in Figure 2 where steps 1, 2, and
3 are mandatory, while step 4 is optional and depends on the application domain.

3.1 Canonicalizing

The first step of our approach consists in canonicalizing the knowledge graph K, i.e., unifying vertices that represent
the same real-world entity. We use the canonicalization word by analogy with the canonicalization of knowledge
bases, which consists in unifying equivalent individuals into one [4]. Indeed, in knowledge bases under the Open
Information Extraction paradigm, facts and entities can be represented by synonymous terms, which leads to co-existing
and equivalent individuals. For example, in such knowledge bases, two individuals Obama and Barack Obama can
co-exist. Similarly, in /C, vertices can be connected through arcs labeled by the owl : sameAs predicate, indicating that
these vertices are actually representing the same real-world entity.

Such a situation typically arises when K comprises several data sets. For example, a drug can be represented by two
vertices linked by an owl:sameAs arc, resulting from the information extraction of two independent drug-related
databases. Therefore, their merging allows an easy access to the full extent of the knowledge in XC about the drug they
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represent. Such a canonicalization process corresponds to edge contraction in graph theory (i.e., taking graph quotient).
In our framework, it reduces to contracting arcs whose label is the owl : sameAs predicate.

To perform this canonicalization, we must respect the semantics associated with the owl : sameAs predicate, and thus
take into account its symmetry and transitivity. Indeed, an owl: sameAs arc between two vertices either is explicitly
stated in /C or follows from existing arcs and these two properties. Let us consider a vertex v in K. The canonicalization
step merges v with all its identical vertices based on owl:sameAs arcs. To compute this set of vertices, it suffices
to compute the connected component of v in the undirected spanning subgraph formed by the owl:sameAs arcs of
K. Indeed, undirected edges comply with the symmetry of owl: sameAs and connected components comply with the
transitivity of owl:sameAs.

As a result, this step takes K as input and outputs its canonical graph K¢ = (E‘C}, Ei, Ve, AC, sC,tC,e‘C},eg).
Similarly to /C, K is a directed labeled multigraph where

+ V% is the set of canonical vertices.
+ AC is the set of canonical arcs connecting canonical vertices through predicates.

o E‘(’; is the set of canonical vertex labels.
+ 29 is the set of canonical arc labels.

o 5¢ 1 AY - VC (respectively t€ : A® — V©) associates a canonical arc to its canonical source (respectively
target) vertex.

e (5 VY — 5 (respectively £G : A® — ¥G) maps a canonical vertex (respectively a canonical arc) to its
label.

Each canonical vertex in ¢ represents a vertex from K and all its identical vertices. It is possible for a canonical vertex
in C¢ to only represent one vertex v from K if v has no identical vertices. This corresponds to creating a surjective
mapping A : V — V¢ associating a vertex from K to its equivalent canonical vertex in €. Canonical arcs in K¢ are
constructed by using A to map the source and target vertices of arcs in X to canonical vertices. Similarly, the set of seed
vertices IV is mapped to the set of canonical seed vertices, denoted by N

Remark 1. Note that storing URIs has a high memory footprint. Thus, in ¢, we use indices in N instead of URIs to label
vertices and arcs, i.e., Z‘C; C Nand Eg C N. This leads to a reduced memory consumption in subsequent algorithms.
Each canonical vertex has one unique label, differing from labels of other canonical vertices, i.e., |[S$| = |V ©|. This
“relabeling” is inspired by the work of de Vries and de Rooij [13] that use a structure named pathM ap to represent a
path by an integer. We developed our own structure for this relabeling, which we named CacheManager.

3.2 Mining interesting neighbors and types

3.2.1 Mining interesting neighbors

Here, we select all vertices that are neighbors of at least one seed vertex in N by performing a breadth-first search
constrained by parameters k, d, U, bpredicates> aNd bexp-types- Neighbors are selected by traversing at most £ arcs from the
seed vertices in NC. If 4 = false, then only outgoing arcs are traversed; otherwise, all arcs are traversed regardless of
their orientation.

However, not all neighboring vertices are of interest. For example, we want to avoid provenance metadata vertices.
Indeed, they may not constitute discriminative features as they are specific to the vertex they describe. As we aim to
use ontology classes to generate path patterns, we also need to keep the graph exploration over the individuals of K
and avoid traversing rdf : type arcs. To this aim, we do not traverse arcs that are labeled by a predicate whose URI or
prefix of URI is blacklisted in bpredicates- For example, we blacklist in bpregicates the prefix of the provenance ontology

PROV-O’ and the URI of the rdf : type predicate®.

Additionally, we provide a blacklist bexp-types Of URIs or prefixes of classes whose instances must not be reached.
Hence, we do not reach individuals that instantiate directly or indirectly a blacklisted class, by following rdf : type
and rdfs:subClassOf arcs. For example, in a use case of classifying drugs that cause or not a side effect, one may
want to avoid neighbors that represent the side effect. That is why, the ontology class representing the side effect is
blacklisted in bexp.-types-

Shttp://www.w3.org/ns/provi
*http://www.w3.org/1999/02/22-rdf - syntax-ns#type
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When mining neighboring vertices, we may encounter vertices with a high degree, hereafter named hubs. If the
graph exploration considered their numerous neighbors, then the size of the selected neighborhood would increase
exponentially, thus causing a scalability issue. Additionally, hub neighbors may not constitute specific and discriminative
features. Indeed, if a hub can be reached from some seed vertices, i.e., appears in their neighborhood, the neighbors
of the hub will be reached by the same seed vertices. That is why, in our approach, we propose to stop the graph
exploration at vertices whose degree is strictly greater than parameter d’.

Remark 2. If u = false, then the degree of a vertex only counts outgoing arcs, otherwise all arcs are counted. The
degree does not count arcs whose predicate is blacklisted in byredicates- The degree counts arcs incident to a vertex that
instantiates a blacklisted class in bexp-types-

As aresult, with k, d, u, bpredicates> and bexp-types fixed, we obtain a set of neighboring vertices, denoted by N (N C) C Ve.

Each neighboring vertex v € N (N®) may only appear in the neighborhood of some seed vertices from N¢ w.r.t. the
parameters. Thus, v is associated with these seed vertices, which we indicate by defining the support set of v.

Definition 1 (Support set of a neighbor). For a given choice of these parameters, the support set of a neighboring
vertex v € N(N®) is denoted by SUPPORTSET(v) C N and defined as the set of seed vertices from N having v as
neighbor. The support of a neighbor is defined as the cardinal of its support set.

Note that some vertices in V() are not very discriminative: when they are associated with very few vertices from
NC€ or nearly all of them. This motivates the use of parameters /i, and [, that define the minimum and maximum
support for a neighbor to appear in the set F of features. Hence, a neighbor v € A'(N) constitutes a feature in the
output matrix M if and only if [, < |SUPPORTSET(v)| < lnax. We denote the set of interesting neighbors to appear
in F by

M(N) ={v|veN(N) and lyin < [SUPPORTSET(v)| < lmax } -
In M, forn® € N and v € Nj(NY), we have M,,c , = true if and only if n© € SUPPORTSET(v).

Example 1. From K¢ in Figure 1 and with & = 3, d = 4, lnin = 2, lmax = 3, u = false, bpredicates =
{type, subClass0f }, and bexp-types = @), we obtain:

N(NC) = {v1,v2,v3, v4, V5, V6, Vg, Vg } ;
SUPPORTSET(v;) = SUPPORTSET(vg) = {n{,nS'};
SUPPORTSET(v2) = SUPPORTSET(v3) = SUPPORTSET(vs) = {n{ } ;
SUPPORTSET(v4) = SUPPORTSET(v5) = SUPPORTSET(vg) = {n§ } ;

Ni(NY) = {v1,v6} .

The graph exploration stops at v1. Indeed, it is considered a hub as its degree is greater than d. Thus, vertices on the left
of Figure 1 are not explored. Because u = false, the graph exploration cannot reach v7. If bexp-types = {I3}, then v

and v5 cannot be traversed, resulting in N'(N©) = {vy, va, vy, vg, vg }.

3.2.2 Mining interesting types

Observe that we can use A'(N®) to compute interesting types over the considered neighborhood. These interesting
types will alleviate a scalability issue arising when building path patterns in Subsection 3.3. Interesting types must be
computed over V'(N¢) and not NV;(N©) as vertices whose support is below [, can instantiate interesting types. As
an intuitive example, in Figure 1, 75 is associated with both nlc (because of v3) and nQC (because of vs). For [, = 2,
vs and vy will not be selected as features, however T35 can be used in path patterns.

Parameters ¢ and bgep.types cOnstrain the ontology classes considered in the construction of path patterns, and thus they
are integrated in the computation of interesting types. Parameter ¢ specifies the maximum level of considered classes
in ontology hierarchies. This level is computed by starting at vertices to generalize and following rdf :type and
rdfs:subClassOf arcs. ¢ = 0 only allows to generalize vertices with T, which is considered to be instantiated by
all vertices. For example, vs can be generalized by 75 and T if ¢ = 1, and by 75, T3, and T if ¢ = 2. Additionally,
types used for generalization must not be blacklisted in bgen-types. This blacklist consists of URIs or prefixes of ontology
classes not to be used during the construction of path patterns. For example, we refrain from considering general classes
such as pgxo:Drug®.

"From a similar assessment, de Vries and de Rooij [14] tackle the hub issue by removing edges based on frequency of pairs
(source, predicate) and (predicate, target).
Shttp://pgxo.loria.fr/Drug
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To compute interesting types, we must first compute their support set. This motivates the following predicate:

true if v instantiates 7" under parameters ¢ and byen-ypes

nst(v, Tt Deenypes) = {false otherwise

We can then define the support set of an ontology class 7" as follows:

Definition 2 (Support set of an ontology class). The support set of an ontology class 7" is the union of support sets of
vertices v € N/ (N ) that can be generalized by T under parameters ¢ and bgen-types- Formally:

SUPPORTSET(T) = U SUPPORTSET(v)

vEN(NE)
inst(v,T',t,bgen-types)

Finally, the set of interesting types used to build path patterns is defined as 7>;,,, = {1 | lmin < |SUPPORTSET(T)|}.

min

Example 2. With the same parameters as in Example 1, we obtain

SUPPORTSET(T3) = {n{ } ; SupPORTSET(T}) = {n{,nS'}; Tt = {11, T3, T5, T, T} .

3.3 Mining interesting paths and path patterns

This step focuses on mining interesting paths and path patterns rooted by seed vertices n© € N©. We use the term path
feature (PF) to indicate a path or a path pattern.

Definition 3 (Path feature). A path feature is a sequence of atomic elements that are pairs 2y E where pisa predicate
and F is either (i) an individual (for paths), or (ii) an individual or an ontology class (for path patterns). The length of a
path feature counts the number of its atomic elements.

Example 3. In Figure 1, the path 25 vy 225 v3 22 14 can be rooted by n¢ and is of length 3. The path pattern
2, 1y 225 Ty can be rooted by n and g’ and is of length 2.

Interesting path features are built by a breadth-first expansion starting at vertices in N©. As previously, k defines the
maximum number of arcs traversed. Hence, path features are of length 1 to k. Observe that a scalability issue arises
when mining interesting path features. Indeed, there may be several paths between two vertices and each vertex in a
path can be generalized by several ontology classes. For instance, for ¢t = 2, Py ve 225 w3 22 g can be generalized
by up to 23 path patterns. We propose a mining procedure that alleviates the scalability issues associated with the
mining of path patterns. This mining procedure relies on the monotonicity of the support set of path features, which is
defined as follows:

Definition 4 (Support set of a path feature). The support set of a path consists of all vertices from N that root it in
K. Formally,

SUPPORTSET(X% v, ... 225 0) = {nc e N9 | n% 2% g, ... 2 vy exists in ICC} .

The support set of a path pattern consists of all vertices from N that root a path in K¢ that is captured by the path
pattern. Formally,

SUPPORTSET(X% B, ... 2% E,) = {nc e N9 | n® 2%y, ... 2 vy exists in £ and
Y, v; = E; or inst(v;, By, t, bgen_lypes)}.

The support of a path feature is defined as the cardinal of its support set.

Example 4. From Figure 1, we have SUPPORTSET(X% vy £ v 2% vg) = {n{'}.

Our approach of mining interesting path features is guided by the dependency structure as illustrated in Figure 3. At
first, this structure is empty and it is then augmented at each iteration of Algorithm 1, whose operations are described
and illustrated below.

Remark 3. As introduced in Remark 1, there are some hacks to help mitigating some of the scalability drawbacks.
Storing and manipulating a path feature as a list of elements has a high memory footprint. Thus, such a list is only
stored once in our CacheManager structure and the returned index (from N) is used in mining algorithms.
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Algorithm 1 Mining interesting paths and path patterns

Input: The canonical knowledge graph K, the set of canonical seed vertices N, the set of interesting types T>1
Parameters: k7 t, da lmin, lma)u u, bpredicatew bexp—tprSa bgen—lypes
Output: F and M completed with interesting paths and path patterns
I: h+1
2: repeat
Expand paths in Py,
4 Generalize expanded paths into path patterns
5:  Keep most specific path features
6:  Select (i) generated path features to add to F (complete M accordingly), and (ii) paths to add to P11
7
8:

min

w

h+<h+1
until » > kor P, = 0

3.3.1 Expand paths in P},

Each path P € P},° is expanded with pairs 22, v, that are chosen in the neighborhood of the last individual of P. This
choice is constrained by parameters k, d, U, bpredicates> aNd bexp-types as in Subsection 3.210. In the first iteration, the

neighborhood of seed vertices in N is used. If no path in P}, can be expanded, i.e., the neighborhood of their last
vertex does not contain reachable vertices under the constraints, then Algorithm 1 ends.

Example 5. From the graph in Figure 1, the first expansion generates the following paths: 2o, B vg, B vy,
LLN vg, and LLN vg. In the second expansion, bay v1 1s not expanded as v; is a hub under d = 4. Since their respective
neighborhood does not contain reachable vertices, 29, vg and 2% vy are also not expanded. The expansion of LA
generates LN Vg LN vs whereas the expansion of LN v4 generates EZN Vg EEN Us.

3.3.2 Generalize expanded paths into path patterns

Let P, be the expansion of P € P}, as previously described, i.e., P, = P 22y ve. We generalize P, by:

¢ Generating patterns P Ley T with types T' € T>,,, for which the predicate inst(ve, T', , bgen-types) is verified.

min

+ Retrieving from the dependency structure the path patterns that generalize P'' and expanding them with

Loy ve,and £ T forall T € T>1,.., for which the predicate inst(ve, T', t, bgen-ypes) 18 verified.

Intuitively, this generalization operation allows to expand path patterns.

Example 6. In the first iteration, == v is generalized by = T; and 2 T. As we will see, = T is not kept in the
dependency structure at the end of the first iteration (see Subsections 3.3.3 and 3.3.4). In the second iteration, LEN Vo
expands into 2L vy 225 3. Inthe dependency structure, we retrieve 2L Ty as the path pattern generalizing 2 v,
which is expanded into LN T LN V3, LN T ELN T3, and LN T 2T,

We only generalize paths with types T € 7>, to avoid the generation an important number of uninteresting path
patterns that would then be discarded, thus reducing the memory footprint. Indeed, by definition, if " ¢ 7>, , then
|SUPPORTSET(T')| < lmin- Additionally, given a path feature P, [SUPPORTSET(P)| < mingep |[SUPPORTSET(E)],
where E can be a class or an individual involved in P. Thus, if T' ¢ 7>, is used in a path pattern P, we would have
|SUPPORTSET(P)| < lmin, therefore generating an uninteresting path pattern that would be discarded later.

3.3.3 Keep most specific path features

Inspired by works that prune redundant generalized rules during their generation [21], we keep only the “most specific”
path patterns among those that have the same support set.

Py, is explained in Subsection 3.3.4.

10 Additionally, to avoid loops, P can only be expanded at iteration A with individuals v, such that there exists at least one seed
vertex in SUPPORTSET(P) whose shortest distance to v is h.

"'Not all generated path patterns remain in the dependency structure at the end of an iteration, see Subsections 3.3.3 and 3.3.4.
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Definition 5 (More specific path pattern). A path pattern P; is more specific than another path pattern P, if every
atomic element of P; is more specific than the atomic element of P, at the same position. An atomic element EAN Fyis
more specific than another atomic element 22, By ifand only if:

(i) p1 = po, i.e., both atomic elements involve the same predicate'?, and
(i) E: is more specific than Fy'3.

When path patterns have the same support set, keeping the most specific ones remove redundant generalizations, thus
reducing their number and the computational burden. Additionally, we ensure a high descriptive power because the
most specific paths are the most descriptive. Intuitively, a path pattern involving a class 7' is less descriptive than
another pattern involving a subclass or an instance of the class. However, keeping the most specific path patterns is
computationally expensive, which led us to propose the following computational procedure.

We notice that the support set of a path pattern is the union of the support sets of the paths it generalizes. Therefore,
we discard path patterns that generalize only one path. Indeed, such path patterns have the same support set as their
original path and are more general, by definition.

Example 7. For i = 3, we discard the following path patterns: 2L vg B 03 B Tand 25 vy 25 05 B T

However, there may exist path patterns that generalize several more specific path features while having the same support
set. Such path patterns should also be discarded.

Example 8. For h =1, 2L, T shares the same support set as the more specific path pattern 2L, T and thus should be
discarded.

To efficiently discard path patterns, we avoid computing their whole hierarchy. Instead, we focus on retaining only the
most specific ones in the prefix tree depicted in Figure 4. This prefix tree is incrementally augmented and stores the most
specific path patterns for a specific iteration and support set. In this tree, individuals/classes and predicates involved in
path patterns are indexed separately. Thus, its depth is twice the length of path patterns of the current iteration.

The prefix tree enables an efficient storage and selection of the most specific path patterns. Indeed, let P be a path
pattern to be compared with those already stored. A breadth-first traversal is performed to detect more specific patterns
than P: we only traverse identical or more specific elements according to Definition 5. At any depth, if such elements
cannot be found, then P is one of the most specific patterns and the traversal stops. On the contrary, if the traversal
reaches a leaf containing more specific elements, then there is a pattern more specific than P with the same support set.
Consequently, P is discarded and removed from the dependency structure.

If P is to be stored, another breadth-first traversal is performed by considering identical or more general elements than
the ones in P. When the traversal reaches a leaf, it means that more general patterns than P are currently stored and
have the same support set. These are removed from the prefix tree before storing P. They are also removed from the
dependency structure.

Remark 4. As the prefix tree relies on associative arrays and sets, the computational cost of traversal, insertion, and
removal is reduced. Additionally, resetting the tree at each expansion and each support set reduces the number of
patterns to traverse and thus the global computational cost.

3.3.4 Select generated path features to add to 7, and paths to add to P

In this subsection, we determine (i) which paths and path patterns should be added as features in F, and consequently,
(ii) which paths to add to Py 1, i.e., to expand during the next iteration.

A path feature P can be added in F if:

(C1) Imin < SUPPORTSET(P) < liax,
(C2) Prefixes of P with the same support set do not already exist in F,
(C3) If P is a path pattern, it does not generalize a path with the same support set.

When P is in F, the output binary matrix M verifies M,,c p = true for all n® € SUPPORTSET(P).

12t is noteworthy that we do not consider the hierarchy of predicates in this work.
3 A class is more specific than all its super-classes and an individual is more specific than all classes it instantiates.
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Support set {n{’,nS'} Support set {n{, n§'}

T

p1 | — D1 > Ty > D2 - {15}

De ~—

T {T5,T6}

Figure 4: Prefix tree used when computing most specific path patterns during the first and second iterations considering
the support set {nlc, ng} This structure is reset at each expansion and for each support set. For h = 1, when

considering 2L, T, the structure will evolve: 2% T will be removed and replaced by the considered path. For h = 3,
when considered, 2% Ty 225 T will be discarded as more general than = Ty 225 T.

Remark 5. Note that (C2) allows to focus on shorter paths in /. However, (C2) is not applied if P ends with an
individual and there exist a prefix of P in F that ends with a class. P is considered more descriptive than its prefix,
because of the individual in the last position. Hence, we add P in F and remove its prefix. For example, in Figure 3,

2L 1y B2 Ty is replaced by 25 Ty 225 Ty 225 g in F for h = 3.

Remark 6. (C3) is motivated as the path is more specific and thus more descriptive than P and should be added instead
of P.

We also select the paths and path patterns to expand during the next iteration. To reduce their number, we rely on the I,
constraint and the monotonicity of the support set. It is clear that, for a path feature P, we have |SUPPORTSET(P)| <
mingep |[SUPPORTSET(E)|, where E can be a class or an individual involved in P. Thus, when expanding a path
feature, its support set remains identical (for paths and path patterns) or decreases (for path patterns).

Consequently, we add to P11 paths whose expansion may generate path features complying with the i, constraint,
i.e., paths with a support greater than [,;, or paths that are generalized by a pattern with a support greater than [ ;,.
This monotonicity property also lets us remove from the dependency structure patterns whose support is lower than
Imin- Indeed, such patterns cannot be used during the generalization step of the next iteration since they will inevitably
generate a pattern whose support is smaller than /;,;,. As a result, the monotonicity property does entail a reduction in
the number of paths and path patterns considered in the next iteration, thus reducing the computational cost.

Example 9. For example, in the first iteration, the path 2L, vy is added to P; as it is generalized by 2L, Ty whose

support is greater than /,;, = 2. At the end of the second iteration, we remove LA Vg LEN T3 because its support is
lower than [,,;, = 2, and thus its expansion cannot generate an interesting pattern.

3.4 Optional and domain-dependent filtering

After the previous steps, we obtain a feature set F containing interesting neighbors, paths, and path patterns. These
features have been mined without taking into account domain constraints known to experts. We propose to apply
domain-dependent filtering on F with parameter m. Such filters reduce the size of F and integrate interestingness
constraints based on expert knowledge.

Example 10. To classify drugs causing or not a side effect, experts may want to focus on features containing a
biological pathway, a gene or a GO class, or a MeSH class. Therefore, we propose three atomic filters, only keeping
neighbors, paths, and path patterns containing at least a pathway (m = p), a gene or a GO class (m = g), or a MeSH
class (m = m). Such atomic filters can be combined to form disjunctive filters. For example, the m = pg filter keeps
features from JF containing at least a pathway or a gene or a GO class. When a filter is applied to a neighbor, this
neighbor must be, e.g., a pathway for the p filter. When a filter is applied to a path or a path pattern, it means that one of
its individuals / ontology classes must be, e.g., a pathway for the p filter.

This domain-dependent filtering is similar to approaches that generalize association rules and prune those that involve
some specified ontology classes [21, 22].
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4 Experimental setup

To illustrate our approach, we will address the following task: from a knowledge graph, mine a set of features to classify
drugs depending on whether they cause a specific side effect.

We explore PGXxLOD'* [10], a knowledge graph that aggregates several sets of Linked Open Data (LOD) describing
drugs, phenotypes, and genetic factors: PharmGKB, ClinVar, DrugBank, SIDER, DisGeNET, and CTD. This aggre-
gation may lead to features combining units from several LOD sets. Indeed, LOD sets may contain different and
incomplete knowledge. Their combined use then enables leveraging a greater amount of knowledge, where some LOD
sets complete information provided by others. This asks for a canonical knowledge graph as described in Subsection 3.1.
For instance, it is possible to complete the knowledge related to a drug described in PharmGKB if it is linked with an
owl:sameAs arc to the same drug described in DrugBank. This constitutes the key interest in combining LOD sets in
knowledge discovery and data mining tasks, as discussed by Ristoski and Paulheim [23].

We will use the following data sets that comprise positive () and negative (&) drug examples:

Data set 1 (Drug Induced Liver Injury (DILI) [24]). It is formed by 1,036 drugs in 4 classes: “most DILI concern”
(192 drugs), “ambiguous DILI concern” (254 drugs), “less DILI concern” (278 drugs), and “no DILI concern” (312
drugs). We mapped these drugs from their PubChem identifiers to identifiers from PharmGKB, otherwise DrugBank,
otherwise KEGG, resulting in the set of seed vertices NPIM = N2IH U NBIM such that:

 [N2™| = 146 drugs (118 from PharmGKB, 17 from DrugBank, and 11 from KEGG). The positive drug
examples are from the “most DILI concern” class.

o |[NBM| = 224 drugs (206 from PharmGKB, 9 from DrugBank, and 9 from KEGG). The negative drug
examples are from the “no DILI concern” class.

Data set 2 (Severe Cutaneous Adverse Reactions (SCAR)'). It is formed by 874 drugs in 5 classes: “very probable”
(18 drugs), “probable” (19 drugs), “possible” (94 drugs), “unlikely” (697 drugs), and “very unlikely” (46 drugs). We
mapped these drugs from their PubChem identifiers to identifiers from PharmGKB, otherwise DrugBank, otherwise
KEGG, resulting in the set of seed vertices NSCAR = N3CAR | NSCAR quch that:

N%CAR| = 102 drugs (100 from PharmGKB and 2 from DrugBank). The positive drug examples are from the

“very probable”, “probable”, and “possible” classes.
o |[NECAR| = 290 drugs (286 from PharmGKB and 4 from DrugBank). The negative drug examples are from
the “unlikely” and “very unlikely” classes.

We implemented our approach in Python'®. We used a server with 700 GB of RAM and the following parameter values
ke {1,2,3,4},t € {1,2,3},d = 500, u = false, lyn = 5, lmax = +00, and m € {p, g, m, pg, pgm}. It should be
noted that k& = 4 was only tested with ¢ = 1 because of memory issues caused by the high number of generated features.

Statistics about the features are detailed for k = 3,¢t = 3 and kK = 4, ¢t = 1 in Table 2 and discussed in the next section.
We obtained the features associated with the DILI data set under £ = 3, ¢ = 3 in approximately 1 hour. However,
computing the features with £k = 4, t = 1 on the same data set required 4 days and 380 GB of RAM.

5 Results and discussion

The first two lines of Table 2 show the number of neighbors and types reachable before applying support limits.
Enforcing these limits constitutes a first reduction of these numbers, thus reducing the memory and computational
footprints. Here, numbers are approximately divided by 2. The mining of path features always relies on I, and
thus it is not possible to count the number of all possible paths and path patterns. However, we show the number of
path features generated during the mining, which already illustrates the combinatorial explosion. Enforcing support
constraints and removing redundant generalizations allow to reduce their number in F (here, approximately by 20).
Finally, the domain-dependent filtering defined by m also radically scales down the number of features ultimately
output. However, this filtering only happens as post-processing and does not alleviate the scalability issues arising
during the mining of patterns.

We observe a drastic increase in the number of neighbors and path features alongside k, which highlights the scalability
issues of mining large knowledge graphs. Considering additional levels in ontology hierarchies by increasing ¢ also

“https://pgxlod.loria.fr
Bhttp://www.regiscar.org/
https://github. com/pmonnin/kgpm
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Table 2: Number of features mined for the two considered data sets for parameters d = 500, © = false before and
after applying lmin = 5, Imax = +00, and m = pgm. Path features are always computed considering at least /iy to
avoid combinatorial explosion. We display the number of path features generated (gen.) during the exploration and the
number of path features ultimately in F after keeping the most specific and applying limit constraints. Types are not
considered as features but are displayed to illustrate the possible combinatorial explosion in path patterns. Statistics
about the full neighborhood are given as comparison.

DILI SCAR
k=3,t=3 k=4t=1 k=3t=3 k=4t=1
Before I and | Neighbors 175,652 628,681 179,694 639,050
min X Types 13,580 18,940 13,677 18,526
Neighbors 71,560 281,657 90,690 312,029
Types 7,372 12,421 8,800 13,177

After lmin a0d lnax — pop fearesin £ 790.605  10.169.975  1.146.585 10,729,002

Path features gen. 20,145,635 251,791,519 29,011,996 255,672,772

J Neighbors 4.069 31.804 4214 33,361
Path features in F 102,674  2.291.846 147936 2,400,642
. Neighbors 2.419.957 2.419.920
Full (‘zlelﬁh;gg;’o"d Types 51,477 51.472
B Reached at &, ¢ k=23,t=21 k=23,t=21
. Neighbors 5.488.531 5.488.510
F“”(geigli’gg;""d Types 53.486 53.484
B Reached at &, ¢ k=19,t=21 k=20,t=21

multiplies the number of path features. To illustrate, with 700 GB of RAM, we could not set ¢ to values greater than
1 for k = 4. Consequently, there is still room for improvements in terms of memory consumption, e.g., through an
efficient storing of paths and path patterns. These future improvements could enable to consider the full neighborhood
of seed vertices, which is reached for greater values of £ and ¢ and involves a far greater amount of vertices. For
example, for the DILI data set, the full neighborhood is reached for £ = 23 and ¢ = 21 (for d = 500), or £ = 19 and
t = 21 (when the degree constraint is disabled). The full amount of reachable neighbors is 4 times (d = 500) or 9 times
greater (d = +o0) than with k = 4.

The values of parameters depend on the objectives and domain knowledge of the analyst guiding the mining process,
especially for blacklists and support thresholds. However, metrics about the knowledge graph may provide guidance.
Indeed, statistics about node degrees can help to find a trade-off between exploration and combinatorial explosion with
parameter d. Similarly, the depth of class hierarchies influences the value of ¢. For example, general classes may not
be of interest to the analyst, thus reducing t. The parameter k can be set by considering the graph diameter. As it is
common in mining processes, iterations may be required to find the best configuration. Regarding m, it is for now
hard-coded and only suitable to some biomedical applications. Inspired by ontologies that allow to interactively define
mining workflows [3], we could adapt this parameter to other applications by proposing such an interactive definition.

When manually reviewing the output features, we noticed multiple path features across the aggregated LOD sets. This
is made possible by aggregating and canonicalizing multiple LOD sets in the knowledge graph. This result particularly
illustrates one of the fundamental aspects of Linked Open Data: the combination of different data sets enables to go
beyond their original purposes and coverage. However, it is clear that combining LOD sets leads to bigger knowledge
graphs, exacerbating the scalability issues.

Regarding our approach, we only canonicalize vertices, i.e., individuals and ontology classes. Nevertheless, predicates
used on arcs can also be identified as identical, leading to a canonicalization of arcs. In this context, we could benefit
from matching approaches, such as PARIS [25]. By identifying identical classes, predicates, and individuals, these
matching approaches could further improve the canonicalization and, therefore, increase the number of common
features between seed vertices from different data sets. Similarly, we could consider literals and arcs incident to literals
that were purposely discarded here. However, the canonicalization of literals raises several challenging issues due
to their heterogeneity in terms of syntactic variations, unit measures, and the precision of numerical values. Other
reasoning mechanisms and semantics associated with Semantic Web standards could be taken into account. For example,
predicates can be defined as transitive, and thus the canonical knowledge graph could also result from their transitive
closure.
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Regarding the modeling of path patterns, we could generalize paths with both the hierarchy of classes and the hierarchy
of predicates. In addition to keeping the most specific patterns, we could use other metrics to further reduce their
redundancy (e.g., approaches relying on hierarchies [26, 27] and extents of ontological classes [27]). This could also
reduce the number of generated patterns, therefore improving the scalability of the mining approach. Neighbors could
be enriched with the distance between them and seed vertices, which would correspond to the generalized paths of
KGPTree [18]. We could also use other approaches than binary features (e.g., counting [13, 14], relative counting [28]).
More importantly, it remains to test our mined features within a complete classification task to measure the influence of
k, t, and the three kinds of features (neighbors, paths, and path patterns).

6 Conclusion

In this preliminary study, we addressed the scalability issues associated with the task of mining neighbors, paths, and
path patterns from a knowledge graph and a set of seed vertices. We proposed a method for tackling these issues,
which we illustrated by mining a real-world knowledge graph. Our results highlight the importance of considering the
scalability of approaches when mining features from ever-growing knowledge graphs. Our work alleviates part of the
computational cost (time and memory) of mining paths and path patterns but also reveals the need for a further reduction.
Such future research works could enable the modeling of more complex path patterns, for example, considering the
hierarchy of predicates.
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ABSTRACT

In a graph G = (V, E), a module is a vertex subset M of V' such that every vertex outside M is
adjacent to all or none of M. For example, 0, {z} (z € V) and V are modules of G, called trivial
modules. A graph, all the modules of which are trivial, is prime; otherwise, it is decomposable. A
vertex x of a prime graph G is critical if G — z is decomposable. Moreover, a prime graph with k
non-critical vertices is called (—k)-critical graph. A prime graph G is k-minimal if there is some
k-vertex set X of vertices such that there is no proper induced subgraph of G containing X is prime. I.
Boudabbous proposes to find the (—k)-critical graphs and k-minimal graphs for some integer k even
though in a particular case of graphs. This paper answers I. Boudabbous’s question. First, it describes
the (—k)-critical tree. As a corollary, we determine the number of nonisomorphic (—k)-critical tree
with n vertices where k € {1,2, [ 5 |}. Second, it gives a complete characterization of the k-minimal
tree. As a corollary, we determine the number of nonisomorphic k-minimal tree with n vertices where
k <3.

Keywords Graphs, tree - module, prime - critical vertex, minimal.

1 Introduction

1.1 Presentation of the results

Our work lies on the framework of graph theory with a special focus on decomposition problems. A graph G =
(V(G),E(@)) (or G = (V, E)) consists of a finite set V' of vertices together with a set E of pairs of distinct vertices,
called edges. On the one side, let G = (V, E) be a graph. The neighborhood of x in G, denoted by N¢(x) or simply
N(x),is the set Ng(z) = {y € V \ {z} : {z,y} € E}. The degree of x in G, denoted by d¢(x) ( or d(z)), is the
cardinal of N¢(x). A vertex = with degree one is called a leaf, its adjacent vertex is called a support vertex and it is
denoted by x . If x is a support vertex in GG admits a unique leaf neighbor, this leaf is denoted by x~. The set of leaves
and support vertices in a graph G is denoted by £(G) and S(G) respectively. An internal vertex is a vertex with a
degree greater than or equal to 2. The distance between two vertices u and v in G is the length (number of edge) of
the shortest path connecting them and is denoted by diste(u,v) or simply dist(u,v). The notation 2 ~ Y for each
Y C V\{z} means z is adjacent to all or none vertex of Y. The negation is denoted by = ¢ Y.

On the other side, given a graph G = (V, E), with each subset X of V, the graph G[X] = (X, E N (3)) is an
induced subgraph of G. For X C V (resp. x € V), the induced subgraph G[V \ X] (resp. G[V' \ {z}]) is denoted
by G — X (resp. G — x). The notions of isomorphism and embedding are defined in the following way. Two graphs
G = (V,E) and G' = (V', E') are isomorphic, which is denoted by G ~ G, if there is an isomorphism from G
onto G’, i.e., a bijection from V onto V' such that for all z,y € V, {x,y} € FE if and only if {f(z), f(y)} € E'.
We say that a graph G’ embeds into a graph G if G’ is isomorphic to an induced subgraph of G. Otherwise, we say
that G omits G'. Given a graph G and a one-to-one function f defined on a set containing V' (G), we denote by f(G)
the graph (f(V(G)); F(E(G))) = (F(V(G)); {{f(2), f(u)} : 12,9} € B(G)}). A nonempty subset C of V' is a
connected component of G if forz € Candy € V \ C, {x,y} ¢ E and if for z # y € C, there is a sequence
x =g, ..., Tp =y of C elements such that foreach 0 < i <n — 1, {z;,z;11} € E. A vertex z of G is isolated if
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{zx} constitutes a connected component of G. The set of the connected components of G is a partition of V', denoted
C(G). The graph G is connected if it has at most one connected component of G. Otherwise, it is called non-connected.
For example, a tree is a connected graph in which any two vertices are connected by exactly one path.

Add to this, given a graph G = (V, E). A subset M of V is a module of G if every vertex outside M is adjacent
to all or none of M. This concept was introduced in [25] and independently under the name interval in [14, 18, 24]
and an autonomous set in [16]. The empty set, the singleton sets, and the full set of vertices are trivial modules.
A graph is indecomposable (or primitive) if all its modules are trivial; otherwise, it is decomposable. Therefore,
indecomposable graphs with at least four vertices are prime graphs. This concept was developed in several papers e.g
([16, 18, 19, 21, 24, 26]), and is now presented in a book by Ehrenfeucht, Harju and Rozenberg [15]. Properties of the
prime substructures of a given prime structures were developed by Schmerl and Trotter [24] in their fundamental paper.
Indeed, several papers within the same framework have then appeared ([4, 6, 7, 8, 12, 15, 20, 17, 22, 23]). For instance,
the path defined on N,, = {1, ..., n}, denoted by P,, is prime for n > 4. A path with extremities x and y is referred to
as (x,y)-path. For example, it easy to verify that each prime graph is connected.

The study of the hereditary aspect of the primality in the graphs revolve around the following general question. Given a
prime graph G, is there always a proper prime subgraph in GG ? This problem leads to the publication of many papers. A
first result in this direction dates back to D. P. Sumner [26]: For every prime graph G, there exists X C V(&) such
that | X| = 4 and G[X] is prime. In 1990, A. Ehrenfeucht and G. Rozenberg [16] has also affirmed that the prime
graphs have the following ascendant hereditary property. Let X be a subset of a prime graph G such that G[X] is prime.
If |[V(G)\X| > 2, then there exist x # y € V(G)\X such that G[X U {z,y}] is prime. The latter result has been
improved in 1993 by J. H. Schmerl and W. T. Trotter [24] as follows. For each prime graph of order n (n > 7) embeds
a prime graph of order n — 2. It is then natural to ask the next question. Given a prime graph G of order n, is there
always a prime subgraph of G of order n — 1? The answer to this question is negative and the prime graph G such
that G — x is decomposable for each x € V(G), is referred to as critical graph, is the counterexample. In 1993, J.H.
Schmerl and W.T. Trotter [24] has characterized the critical graphs.

Consider now a prime graph G = (V| E). A vertex x of G is said to be critical if G — x is decomposable, otherwise x is
a non-critical vertex. The set of the non-critical vertices of G is denoted by o(G). Moreover, if G admits & non-critical
vertices is then called a (—k)-critical graph. Recently, Y.Boudabbous and Ille [11] asked about the description of the
(—1)-critical graphs. Their question was solved by H. Belkhechine, I. Boudabbous and M. Baka Elayech [5] in the case
of graph. More recently, I. Boudabbous, J. Dammak and M. Yaich gave a new approach in order to characterize the
(—1)-critical graphs [9]. In 2020, I. Boudabbous and W. Marweni described the triangle-free prime graphs having at
most two non critical vertices [10].

Another important tool in this work is the notion of minimal graphs defined a follows. A prime graph G is minimal for a
vertex subset X, or X -minimal, if no proper induced subgraph of G containing X is prime. A graph G is k-minimal if
it is minimal for some k-element set of k& elements. A. Cournier and P. Ille [14] in 1998 characterized the 1-minimal
and 2-minimal graphs. Recently, M. Alzohairi and Y. Boudabbous characterized the 3-minimal triangle-free graphs [2].
In 2015, M. Alzohairi characterized the triangle-free graphs which are minimal for some nonstable 4-vertex subset [1].
Motivated by this two fundamental notions, I. Boudabbous proposes to find the (—k)-critical graphs and k-minimal
graphs for some integer k even though in a particular case of graphs. This work resolves what was requested by L.
Boudabbous. However, we describe the prime tree having exactly & non-critical vertices. Recall that | x| denotes the
greatest integer < x. We obtain:

Theorem 1.1 Ler T' = (V, E) be a tree with at least 5 vertices and {1, ..., x1 } be a vertex subset of G where k is an
ljlztiig(eik)—critical and o(T) = {1, ...,k } (see Figure I (a)) if and only if T satisfies the four assertions.
1. Foreachx #y € L(T), dist(x,y) > 3,
2. {xy, oy ap} SL(T)and 1 <k <[5,
3. Foreachx € L(T)\{x1,...,x}, there is a unique i € {1, ..., k} such that dist(x,z;) = 3 and d(z™) = 2,
4. Ifd(z]) = 2 where i € {1,...,k}, then for all v € L(T)\{x;}, dist(z;,x) > 4.
Second, we describe the k-minimal trees. We obtain:
Theorem 1.2 Let T' = (V, E) be a tree with at least 5 vertices and let {x1, ..., x1 } be a vertex subset of G where k is a

strictly positive integer.
T is minimal for {x1, ...,y } (see Figure 1 (b)) if and only if T satisfies the three assertions.
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1. Foreachx # vy € L(T), dist(z,y) > 3.
2. Foreachx € L(T), {z, 2"} N {1, ..., 2} # 0.

3. Ifr; € S(T)and x] ¢ {x1,...,x} where i € {1,...,k}, then d(x;) = 2 and there is j # i € {1, ..., k} such
that v; € L(T) and d(z;,x;) = 2.

Figure 1: (a) T'is (—6)-critical and o (T) = {x1,...,26}. (b) T’ is minimal for {xy, ..., 29}.

2 Proof of Theorem 1.1:

We recall the characterization of the prime tree due to M. Alzohairi and Y. Boudabbous.
Lemma 2.1 ([2])

1. If M is a nontrivial module in a decomposable tree T', then M is a stable set of T. Moreover, the elements of
M are leaves of T

2. A tree with at least four vertices is prime if and only if any two distinct leaves have not the same neighbor.
As an immediate consequence of Lemma 2.1, we have the following result.
Corollary 2.2 Let T = (V, E) be a tree. T is prime if and only if d(x,y) > 3, for each x # y € L(T).
The following observation follows immediately from Lemma 2.1.
Observation 2.3 Let T = (V, E) be a prime tree with n vertices. Then |S(T)| = |L(T)| < [ 2].
Now, we establish the next lemma that will be needed in the sequel.

Lemma 2.4 Let T = (V, E) be a prime tree and x € L(T'). If T — x is decomposable, then there is y € L(T)\{z}
such that {y, x™} is the unique module of T — .

Proof: Consider a prime tree ' = (V, E) and © € L(T'). Assume that T — x is a decomposable tree, by Lemma 2.1,
there exist two distinct leaves of 7' — z, said y and z, have the same neighbor. Then {y, z} is a module of T' — z. Since
T is a prime tree, x % {y, z}. Thus ™ € {y, z}. Without loss of generality, we may assume that v+ = 2 and we have
y € L(T). Since T is prime and y € L(T), then dist(y,u) > 3 for each u # y € L(T). Therefore, {y, 2"} is the
unique module of T — . O

Proof of Theorem 1.1. Consider a tree T = (V, E') with n vertices where n > 5 and {1, ...,z } is a subset of V’
where k is a strictly positive integer.
Assume that T is (—k)-critical and o(T) = {x1,...,zx}. Since T is prime, by Corollary 2.2, we have for each
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x #ye L(T), dist(xz,y) > 3. Hence T satisfies the condition (1) of Theorem 1.1.

Moreover, let x € V\L(T), z is an internal vertex of T and T — z is a non-connected graph. Then T' — x is
decomposable and = ¢ o(T"). Thus, {21, ...,2x} C L(T'). As T is prime, by Observation 2.3, we have 1 < k < | Z].
Hence T satisfies the condition (2) of Theorem 1.1.

Now, consider « € L(T)\{z1, ...,z }, then T — x is a decomposable tree. By Lemma 2.4, there is y € L(T)\{x}
such that {y, z "} is the only module of 7' — z. Clearly dist(z,y) = 3 and d(x ") = 2. Now, prove thaty € o(T'). To
the contrary, suppose that y ¢ o(7T'), implying that T' — y is a decomposable tree. Using again Lemma 2.4, there is
z € L(T)\{y} such that {z,y™*} is the unique module of T' — y. Thus, d(y") = 2 and dist(y, z) = 3. Implies that
z = x and we obtain that T is with 4 vertices; which contradicts the fact that 7" is a tree have at least 5 vertices. Hence,
y € o(T). Therefore, T satisfies the condition (3) of Theorem 1.1.

Besides, assume that there is i € {1, ..., k} such that d(z;") = 2. Then, T — x; is a prime tree and ;" € L(T — ;).
By Corollary 2.2, for all y € L(T — z;), dist(x],y) > 3. Since £L(T — z;)\{z]} = L(T)\{x;}, then for each
y # x; € L(T), dist(x;,y) > 4. Hence, T satisfies the condition (4) of Theorem 1.1.

Conversely, assume that 7" satisfies the conditions (1)-(4) of Theorem 1.1. Proving that, T' is (—k)-critical and
o(T) = {x1,...,xx}. Since for each z # y € L(T), dist(xz,y) > 3 and by Corollary 2.2, T is prime. Clearly, if
x € VAL(T), T — «x is a non-connected graph. Thus, T — x is decomposable and hence = is a critical vertex.
Moreover, if x € L(T)\{z1, ...,z }, by assertion (3), there is a unique ¢ € {1, ..., k} such that dist(x,x;) = 3 and
d(z) = 2. Then, {z*, x;} is amodule of T' — x. Hence for each x € L(T)\{z1, ...,z }, T — x is decomposable and
then x is a critical vertex.

Now, giveni € {1,...,k}. If d(z]") > 3, then £(T)\{x;} = L(T — x;). According to first hypothesis of Theorem 1.1,
foreach x # y € L(T — x;), dist(x,y) > 3. By Corollary 2.2, T' — z; is a prime tree.

Assume now that d(xf) = 2. Suppose that T' — z; is a decomposable tree, then by Lemma 2.4 there is a unique
y # x; € L(T) such that {y, ;" } is the unique module of T — z;. So dist(y, z;) = 3; which contradicts the hypothesis
4 of Theorem 1.1. Hence, T' — x; is prime. Consequently, T" is (—k)-critical and o (T) = {1, ..., % }.

Our second objective in this section is to determine the number of nonisomorphic (—k)-critical trees with n > 5
vertices where k € {1,2, [ % |}. According to the characterization of critical graphs [24], P, is the a unique critical
trees. To state the the number of nonisomorphic (—k)-critical trees where k € {1,2, | 5 |}, we introduce for all n € N,
the one-to-one function:
T, : N — N
p = p+n

Now, we introduce also the following trees.
e Forintegers m > 2, let Ag;,41 be the tree defined on {0, ..., 2m} and E(Azm11) = {{0,¢}, {i,i+m} : 1 <i < m}

(see Figure 2).
e Forintegers k > 4,¢ > 1, let P, be the tree defined on {1, ..., 2t + k} and E(Py, ;) = E(To(Py)) U{{2¢ — 1,24} :

1<i<tpU{{2t+2,2i}:1 <<t} (see Figure 3).

e Forintegers m > 4, ny > 1, ng > 1, foreach p € {1,2}, s, = n1 + ... + ny. Let Py, p, n, be the tree defined on
{1, ey 289 + m} and E(Pmynl_,m) = E(Tg52 (Pm)) ] {{21 -1, Qi} 1< < 52} U {{232 + 2, Qi}, {252 +
m—1,2j}:1<i<ny and ny < j < s2} (see Figure 4).

Figure 2: The tree Ao q1

Proposition 2.5 1. Up to isomorphisms, the (—1)-critical trees with n vertices are the tree P, »—a where n is
» T2
an even integers > 6.
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2. Up to isomorphisms, the (— LEJ )-critical trees with n vertices are the tree A,, where n is odd integers > 5.

Proof:

3e——e4

® ¢ ® e o o ® ® ®

2t+1 2t+2 2t+3 2t+k-1 2t+k

Figure 3: The tree Py, ;

10— 1—0 2 2n1+2 Q——02n1+1
30— —0 4 2n1+4 o — 0 2n1+3
. .
. .
. .
2n1-1 Q——02n1 2s oO——@ 2s-1
2 2
® ¢ ® . . . @ @ ®
2s+1 2s+2 2s+3 2s+m-1 2s+m
2 2 2

Figure 4: The tree Py, 1, n,

1. Clearly, by Theorem 1.1, P, n—4 is a (—1)-critical tree where n > 6 and (P, »n-1) = {n — 3}. Now, we

consider a (—1)-critical tree T" with n > 5 vertices such that ¢(T") = {z1}. By Theorem 1.1, x; € L(T).
If z # x1 € L(T), then by assertion (3) of Theorem 1.1 dist(z,z1) = 3 and d(z) = 2. To the contrary,
suppose that |£(T")| = 2. Since T is prime, then T is isomorphic to P4; which a contradicts the fact that
T have at least 5 vertices. Hence, |£(T)| > 3. By assertion (3), for each y € L(T), dist(y,z1) = 3 and
d(y™) = 2. Thus, T is isomorphic to P47n2;4 where n > 6 is an even integers.

2m+1

By Theorem 1.1, Aoyt is (—| |)-critical and o (Agm+1) = L(Agpm+1) Wwhere m > 2. Now, we

consider a (—Lg])-critical tree T with n > 5 vertices. Using Theorem 1.1, o(T') C £(T) implying that
()] = 5] < |£()]. By Observation 2.3, |£(T)| = ()| < |5 and so |£(T)] = S(T)] = [5].

Now, we will prove that n is odd. To the contrary, suppose that n is even, then |L(T")| = |S(T)| = g Hence,

V(T) = L(T)US(T). Since T'[S(T)] is a tree, there exists a vertex y € S(T") with dp(s(r)(y) = 1. Hence
dr(y) = 2. We may assume that N (y) = {y—,z} where z € S(T'). Thus {y, 2~ } is a module of T — y~;

£(r)] =180 = 5=,

which contradicts the fact that ¥y~ is a not critical vertex. Accordingly, n is odd,
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and V(T) = L(T)US(T)U{z}. We can assume that L(T") = {z1, ...,x(anl)} and S(T) = {z7, ..., 27, )}.

et
-1
Since T[S(T) U {z}] is a tree, there exists a vertex x; € S(T') where 1 < i < nT with dp(s (7)) (zh) =1

-1
and so dr(z}) = 2. By Theorem 1.1, dist(z;,z;) > 4 for each j # i € {1,..., r 5 }. Hence, T is

isomorphic to A,, where n > 5. O

As a consequence of Theorem 1.1, we have the following result.

Proposition 2.6 Up to isomorphisms, the (—2)-critical trees with n > 5 vertices are the trees P, Py, where k > 4,
t>landn =k+ 2t, and Py, , n, wherem > 4, ni,ny > 1and n = m+ 2(n1 + na).

Proof: By Theorem 1.1, P,,, P, ; where k > 4,¢ > 1, and Py, ,,, n, Where m > 4, ny,no > 1 are (—2)-critical trees
and o(P,) = {1,n}, 0(Pxs) = {2t + 1,2t + k}, and 0 (P ny ny) = {282 + 1,252 + m}. Now, assume that T is a
(—2)-critical tree with n > 5 vertices such that o(T") = {z1,22}. By Theorem 1.1, z1, z2 € L(T). As T is a prime
tree, then the (1, x2)-path is isomorphic to P, where k > 4. If |£(T)| = 2, then T is isomorphic to P,, and n = k.
Assume that |£(T")| > 3, then by Theorem 1.1 for each z € L(T)\{z1, z2}, there is a unique ¢ € {1,2} such that
dist(z,x;) = 3and d(z™) = 2. Hence, T is isomorphic to Py ; where k > 4,¢ > 1 and n = k + 2t or T is isomorphic
t0 Pi.nyn, Where k > 4, ny,ny > 1and n = k + 2(ny + n2). O

Theorem 2.7 The number of nonisomorphic (—2)-critical trees with n vertices equals:

n 2
—| —=1ifn=0 (mod4).

’ ifn=1(mod4).

([gJ +1) —1ifn=2(mod4).

([%J + 1) otherwise.

[ ]
| —
L

A S 33

Proof: At the beginning, it is not difficult to verify that there are no two isomorphic different trees in the union
{Pr, i m>25}U{Prs:k>5t>1U{Pnnyn,:m>4,n1 >1 and ny > 1}.

By Proposition 2.6, Ps is the unique (—2)-critical tree with five vertex and Py is the unique (—2)-critical tree with six
vertices, then the result holds.

Now, assume that n > 7. By Proposition 2, the nonisomorphic (—2)-critical trees with n vertices are P, the
family of P where t > 1, k > 5, and n = 2t + k, or the family of P,, ,,, n, Where 1 < ny < ny, m > 4, and
n = 2(n1 + ng) + m. Therefore, it suffices to determine the number of the family of P+ and the number of the family
of Py ny-

Let Sy = {(n1,n2) e NXN:1<n; <ng, ny+ngy="5"}where4d <m<n—4andletC; ={keN:5<
k and k=n—2t} where 1 <t < "7_5 Since n — m = 2(nj + ng), it clear that n and m are of the some parity.
Hence, we distinguish two cases.

Case 1: If n = 2p where 4 < pand m = 2q where 2 < ¢ <p— 2.

p—2 p—3
Consider S = U Saqand C' = U C4. First, clearly that the number of the family of P ; is the cardinality of the set
q=2 t=1

p—3
C'. Moreover, it is clear that |Cy| = 1 where 1 < ¢ < p — 3. Hence, |C| = Z |C¢| = p — 3. Second, obviously the
t=1
p—2
number of the family of P, ,,, », is the cardinality of the set S. Furthermore, we have |S| = Z |Saql. It is easy to see
q=2

that for each 2 < g < p — 2, | Say| = Po(252%), where P;() is the number of partitions of j to i parts. Recall that for
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an integer k > 3, P5(k) = | £ ] where || is the greatest integer < z [3]. We have then

b2 n—2
5=Sn()
q=2

]
[N~}

I
(]

n—ZqJ

A
NN
T

Il
w[3
0o
RS
| I

"o
|
VI

|
o
r
N | .
| S

.
I

(k—1)* if p=2k,

(k—1Dk ifp=2k+1.

p—2 p—2
Case2:If n = 2p + 1 where 4 < pandm = 2¢+ 1 where2 < g < p— 2. Let § = | J Sogr1 and C = | J Ci.
q=2 t=1
p—2
Clearly, the number of the family of Py, is the cardinality of the set C. Hence, |C| = Z |C¢| = p — 2. In addition,
t=1

p—2
the number of the family of P, ,,, n, is the cardinality of the set S. We have |S| = Z [Sag+1-
q=2
Since foreach 2 < ¢ < p — 2, |Saq41| = P» (W) In the same manner of case 1, if p = 2k where k£ > 2, then

|S| = (k — 1)2. Otherwise, |S| = (k — 1)k.
Consequently, the number of nonisomorphic (—2)-critical trees with n vertices equals:

Lgr—l if n =0 (mod4),

N

if n=1(mod4),

({gJ +1> —1 ifn=2(mod4),

=S S S
A
—

=

|

nJ—l—l) if n =3 (mod4).

3 Proof of Theorem 1.2:

We have two major objectives all along this section. First, to characterize the k-minimal trees. Second, to determine the
number of nonisomorphic k-minimal trees with n vertices where k € {1, 2, 3}.

Proof of Theorem 1.2. Let T' = (V, E) be a tree with n > 5 vertices and let {z1, ...,z } be a vertex subset of G where
k is a strictly positive integer. Assume that 7" is minimal for {1, ..., 21 }. Since T is prime, it satisfies the first condition
of Theorem 1.2. Suppose to the contrary that there is y € £(T') such that {y,y"} N {z1,...,2} = 0. Since T — y is a
decomposable tree, by Lemma 2.4, there is z € £(T) such that {z,y™"} is a module of T — y. Thus d(y*) = 2 and
d(z,y) =3.Ifx ¢ {x1,...,x}, then T — x is a decomposable tree. By using again Lemma 2.4, d(z*) =2 and so T
is isomorphic to Py; which contradicts the fact n > 5.

Moreover, assume that € {z1,...,2x} and d(z) > 3, then L(T)\{y} = L(T — {y,y"}). By Lemma 2.1,
T — {y,y ™} is a prime tree containing {1, ..., 7} }; which contradicts the fact 7" is minimal for {1, ..., z) }. Hence,
foreach z € L(T), {z,x"} N{x1,...,2x} # 0 and T satisfies the second condition of Theorem 1.2.
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Now, assume that there is z; € S(T') and z; ¢ {z1, ..., x5} where 1 <14 < k. To the contrary, suppose that d(z;) > 3,
then L(T)\{z; } = L(T — z; ). By Lemma 2.1, T — z; is a prime tree containing {1, ..., ¥ }; which is impossible.
Hence d(z;) = 2. To the contrary, suppose that for each j # ¢ € {1, ..., k} such that z; € £(T'), d(z;,x;) > 3. Since
T —x; is adecomposable tree, then by Lemma 2.4 there is y € £(T') such that d(z;,y) = 2and hencey ¢ {x1, ...,z }.

By Condition 2, y™ € {1, ..., } and so d(y*) = 2. Thus 7T is isomorphic to Py; which is impossible. Therefore, T'
satisfies the thirdly condition.

Conversely, let T' = (V, E) be a tree with n > 5 vertices. Since for each x # y € L(T'), d(z,y) > 3, T is a prime tree.
Let X be a subset of V such that {z1,...,z;} € X and T[X] is prime. Consider z € L(T). If x € {1, ..., 21}, then
z e X.

Now, assume that @ ¢ {x1,...,x;}. To the contrary, suppose that x ¢ X. By assertion (2) of Theorem 1.2,
xt € {x1,...,m1}. Since T satisfies the assertion (3) of Theorem 1.2, then d(z*) = 2 and there is i € {1, ..., k}
such that z; € £(T) and d(z;, ) = 2. Thus {z ", z;} is a module of T'[X]; which is impossible. Hence, z € X.
We conclude that £(T') C X. Since T'[X] is a prime, its connected. Therefore, T'[X] is a tree containing £(T"), then
X = V. Hence, T is minimal for {z1, ..., xy }. O

The following corollary is an immediate consequence of Theorem 1.2.

Corollary 3.1 For any distinct vertices x1, xa,..., and xy in a prime tree H, there is an induced subtree T of H that
contains {x1,xa, ..., x }, and satisfied the assertions of Theorem 1.2.

Our second result is to determine the number of nonisomorphic k-minimal trees with n vertices where k € {1, 2, 3}.
According to the characterization of 1-minimal and 2-minimal graphs, P, is the a unique 1-minimal tree and P, where
k > 4, is the a unique 2-minimal tree [14].

To state the number of nonisomorphic 3-minimal trees with n vertices, we introduce the following tree.

e For positive integers k, m, n with k < m < n, let Sy ,,, », be the (k + m + n + 1)-vertex tree with the union of the
paths of lengths k, m, and n having common endpoint r. Let a1, ..., ag, by, ..., by, and ¢q, ..., ¢, denote the
other vertices on these paths, indexed by their distance from r (see Figure 5).

Figure 5: S m.n

As an immediate consequence of Theorem 1.2, we have the following result which is already obtained by M. Alzohairi
and Y. Boudabbous in [2].

Corollary 3.2 Let z, y, and z be distinct vertices in a tree T. The tree T is minimal for {x,y, z} if and only if T and
{z,y, 2z} have one of the following forms:

1. T~ P4.
2. T ~ Py with k > 5 such that {z,y, 2} contains the leaves.
3. T = Skm,n Withm > 2 such that x, y, and z are the leaves.

4. T ~ S} 9, such that {z,y, 2} = {a1,b1,¢n}.
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5. T =~ S1,2,9 such that {z,y, z} = {a1,b1,c1 }.

Proposition 3.3 the number of nonisomorphic 3-minimal trees with n vertices equals:
e lifne{4,5}.
e 2ifn==6.

. [%} — 252 + |252| — 1ifn > 7, where [z] is the nearest integer to .

Proof: At the beginning, it is not difficult to verify that there are no two isomorphic different graphs in the union
{Pp: k>4 U{Sk mmn:m=2}

By Corollary 3.2, Py is the unique 3-minimal tree with four vertices and P; is the unique 3-minimal tree with five
vertices. In addition, the only 3-minimal tree with six vertices are Fs and S; 2 2. Therefore, the result holds for
n € {4,5,6}.

Now, assume that n > 7. By Corollary 3.2, the non isomorphic 3-minimal n-vertex tree are P,, and the family of
Sk,m,t> where k <m <t,m > 2,and k + m + t + 1 = n. Therefore, it suffices to prove that the cardinality of the set
S={(k,mt) e NxNxN:1<k<m<tm>2k+m-+t=n—1}equals

EURENET

Let So = {(k,m,t) € S : k > 2}. Itis easy to see that |S — So| = Py(n — 2) — 1. Notice that |S2| = |{(p,q,7) €
NXxNxN:1<p<qg<rp+qg+r=n—4} = Ps(n —4). Moreover, by [3], the number of partitions of k to

with most 3 parts is equal to [@] It follows that: Ps(k) = [%] — |£| — 113]. Hence,
~[(n—1)? n—4
52| = [ 12 2 !

—9
1S — So| = VL2 J—l.

e B e R e B

and

Therefore,

4 Conclusion

The problems of finding the (—k)-critical graphs and the k-minimal graphs seem to be challenging where & is an
integer (k > 2). At least, we solve these problems in the particular case of trees. Also, we determine the number of
nonisomorphic (—k)-critical trees with n > 5 vertices where k£ € {1,2, | §]}. In addition, we count the number of
nonisomorphic 3-minimal trees with n (n > 4) vertices.
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ABSTRACT

In a graph G := (V(G), E(G)), a subset M of the vertex set V(G) is a module (or interval, clan)
of G if every vertex outside M is adjacent to all or none of M. The empty set, the singleton sets,
and the full set of vertices are trivial modules. The graph G is indecomposable (or prime) if all
its modules are trivial. If G is indecomposable, we say that an edge e of GG is a removable edge if
G — e is indecomposable (here G — e := (V(G), E(G) — {e})). The graph G is said to be unstable
if it has no removable edges. For a positive integer k, the k — th power G* of a graph G is the
graph obtained from G by adding an edge between all pairs of vertices of G with distance at most
k. A graph G of order n (i.e |V (G)| = n) is said to be p — placeable into G*, if G* contains p
edge-disjoint copies of GG. In this paper, we answer a question, suggested by Y. Boudabbous in a
personal communication, concerning unstable graphs and packing into their fifth power as follows:
First, we give a characterisation of the unstable graphs which is deduced from the results given
by A. Ehrenfeucht, T. Harju and G. Rozenberg (The theory of 2 — structures: a framework for
decomposition and transformation of graphs). Second, we prove that every unstable graph G is
2 — placeable into G°.

Keywords Indecomposable - Unstable - Packing - Graph power -

1 Introduction

1.1 Graph theoretical definitions

All graphs considered in this paper are finite, undirected, without loops or multiple edges. For a graph G, we
will use V ,(V(G)), and E ,(E(QG)), to denote its vertex and edge sets respectively. For a positive integers n, m.
We say that a graph G is of order n and size m, if |V(G)| = n and |E(G)| = m. In this case, the graph G is
called an (n,m)-graph. Given a graph G and X C V, the subgraph of G induced by X is denoted by G[X]. A
graph G is called a discrete graph if E(G) = (). A graph G is called a path, denoted by P,, if it is of the form:
V(P,) = {v1,va,...,un}, BE(Py) = {v1v2, 0203, ..., 0510, }. A graph G is called a cycle, denoted by C,,, if it is
of the form: V(C,,) = {v1,va,..., 05}, E(Cy) = {v1v2, 0903, ..., Vp_1Un, 0,01 }. A subset X of vertices of V' is
said to be k — subset if | X| = k. For an edge e € F, we denote by G — ¢ the graph (V(G), E(G) — ¢e). Let x be
a vertex of V. Then Ng(x) = {y € V,2y € E}. The graph G is connected if there exists a path between any two

167



distinct vertices of G. Otherwise, the graph G is disconnected. The distance between two vertices u, v € G, denoted by
dist(u,v), is the minimum number of edges in a path connecting them. The diameter of G is the maximum distance
between any two vertices of G. For a positive integer k, the k — th power G* of a graph G is the graph obtained from
G by adding an edge between all pairs of vertices of G with distance at most k.

1.2 Unstable graphs

In a graph G, a subset M of the vertex set V' is a module (or interval, clan) of G if every vertex outside M is adjacent
to all or none of M. The empty set, the singleton sets, and the full set of vertices are trivial modules. A graph is
indecomposable (or prime) if all its modules are trivial. In the opposite case, we will say that G is decomposable.

Let G be an indecomposable graph. We say that e € E is removable edge if G — e is indecomposable. The graph G
is said to be unstable if it has no removable edges. Hence G is unstable if the removal of any edge e € E creates a
nontrivial module in G — e.

Unstable graphs were introduced by Sumner (1973).

1.3 Graph packing problem

Let G be a graph of order n. Consider a permutation o: V(G) — V(K,,), the map o*: F(G) — E(K,) such that
o*(zy) = o(x)o(y) is the map induced by 0. Let Gq, . . ., Gy, be k graphs of order n. We say that there is a packing
of G1,...,Gy (into the complete graph K,) if there exist permutations ;s V(G;) = V(K,), wherei = 1,... k,
such that ol (BE(G; )) “(E(Gj)) = 0 for i # j, and here the map o: E(G;) — E(K,) is the one induced by o;.
A packing of k copies of7 the same graph G will be called a k- packmg (or a k — placement) of G. In particular, a
2-packing of a graph G is a permutation o on V(@) such that if an edge vu belong to E(G), then o(v)o(u) does not
belong to E(G).

Graph packing is well known field of graph theory that has been considerably investigated in the literature. The reader
can find a good survey on packing of graphs in [1] and [2]. In particular, the question of the existence of 2-packing of a
given graph has received a great attention. In [3], a full characterization of all the 2-packable (n, n — 1)-graphs is given.
Note that stars are the only connected (n,n — 1)-graphs that are not 2-packable. A similar result about 2-packable
(n,n)-graphs can be found in [4]. Other papers about packing of different trees into K, can be found in [5] and [6].

An example of such a result is the following theorem contained as a lemma in [7].

Theorem 1.1 Let T be a non-star tree of order n with n > 3. Then there exists a 2 — placement o of T such that for
everyx € V(T), disty(z,0(x)) < 3.

This theorem immediately implies the following:

Corollary 1.2 Let T be a non-star tree of order n with n > 3. Then there exists an embedding o of T such that
o(T)cCT".

In [6], Kheddouci et al. considered the problem of the 2-placement of a tree " into 77 such that p is as small as possible.
They proved the following result.

Theorem 1.3 Let T' be a non-star tree of order n, with n > 3. Then there exists a 2-placement o of T such that
o(T) Cc T

And in [8], Kaneko et al. proved that:

Theorem 1.4 Let T' be a non-star tree of order n, with n > 3. Then there exists a 2-placement o of T such that
o(T) C T3

The main result of this paper is:
Theorem 1.5 Let G be an unstable graph. Then there exists a 2-placement o of G such that o(G) C G°.

Our paper is organised as follows: First, we give a characterisation of the unstable graph which is deduced from the
results given by A. Ehrenfeucht, T. Harju and G. Rozenberg in [9]. Second, we prove Theorem 1.5.
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2 Characterisation of the unstable graphs

We shall need some additional definitions and notations in order to formulate the results of this section.

Given a connected graph G. A vertex x of degree one, dg(x) = 1, is called a leaf of G. The set of leaves of G is
denoted by

Leaf(G) ={x € V,z is a leaf}.
If z is a leaf, then the unique edge e incident with x is called pendant edge. An edge e is a bridge if G — e is disconnected

graph, otherwise, e is a non-bridge. A bridge is said to be proper if is not a pendant edge. A vertex x is an island if it is
incident with bridges only.

We denote by:

Nob(G) = {e € E,e is not a bridge}
Isl(G) = {z € V,z is an island}

For X CV,Na(X) = J Na(z)\ X
zeX

Let G be an indecomposable graph. We say that x € V(G) is an inside vertex, if there exists a non-bridge e =

xzy € Nob(G) such that © € X for a nontrivial module X of G — e. On the other hand, if there exists a non-bridge

e = xy € Nob(G) such that = ¢ X for a nontrivial module X of G, then x is called an outside vertex. We denote by
Out(G) = {x € V;x is an outside vertex} and Ins(G) = {x € V;z is an inside vertex}

the set of outside and inside vertices of (.

The following results are given in [9]
Lemma 2.1 Let G be an indecomposable graph. Then no inside vertex is incident with a bridge.
A graph G is triangle-free if for each 3-subset X = {x1, z2, z3} of V(G) there exists an edge z;z; ¢ E(G).

Lemma 2.2 Let G be a connected and triangle-free graph, and let X be a nontrivial module of G. If a vertex v € X is
incident with a bridge e = xy, then x is a leaf, and X C Leaf(G).

Theorem 2.3 An unstable graph is triangle-free.

Corollary 2.4 Let G be an unstable graph. Then inside and outside vertices, and the islands forms a partition of
V(G):

V = Out(G) U Ins(G) U Isl(G);
Out(G) N Ins(G) = Out(G) N Isl(G) = Ins(G) N Isl(G) = 0.

Lemma 2.5 Letr G be an unstable graph, and e € Nob(G). Then G — e has a unique module of two vertices and this
module is discrete.

Theorem 2.6 Let G be an unstable graph. Then every inside vertex of G is adjacent to outside vertices only.

Theorem 2.7 Let G be an unstable graph and e € Nob(G). Let M, be a non trivial module of G — e. Then
M, C Ins(G) U Leaf(G).

Corollary 2.8 Let G be an unstable graph. Each outside vertex is adjacent to a leaf.
Let us call a subgraph H a pendant component of a graph G if H is a connected component of a graph G’, which is
obtained by removing from G all its proper bridges. If G is its pendant component, then it is called a pendant graph. In

this case, G has no proper bridges.

Lemma 2.9 For a pendant component H of a connected graph G,
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1. H has no proper bridge;
2. foranedge e € E(H), e is a pendant edge of H if and only if e is a pendant edge of G;
3. either H is a star or H contains a cycle;

4. Leaf(H) C Leaf(QG).

Definition 1 We call a Bro — graph a bipartite indecomposable graph G of order n > 5, with a bipartition {I,0}
such that for all y € I and for all k — subset Xy, of Ng(y), 1 < k < dg(y) — 1, there exists a vertex v, € I \ {y}
such that Ng (v) = X,

A

IR A

Fig. 1: A Bjo — graph with 10 vertices.

Lemma 2.10 Let G be a Bro — graph. Then G is unstable.

Proof. Let G be a Bjo — graph and let e = zy be an edge of E(G). Note that if a graph G is indecomposable
then G is connected since every nontrivial connected component is a nontrivial module of G. It follows that G — e
is decomposable when e is a bridge. Now, assume that e = zy € Nob(G) is a non-bridge of G such that z € O and
y € I. We denote d¢ (y) = n. Clearly, y is not a leaf of G and then n > 2. Let Ng(y) = {z = z1, 2, ...,z } be the
neighbors of y in G. By Definition 1, there exists a vertex v € I such that Ng(v) = {x2,...,z,}. Hence, {y,v}isa
nontrivial module of G' — e. It follows that G is unstable. O

Lemma 2.11 Let G be a Bro — graph and e = xy € E(QG) be a no proper bridge, such that x € O and y € I. Then,
x € Out(QG) and either y € Leaf(G) ory € Ins(G).

Proof. By Corollary 2.4, z,y € Ins(G) U Out(G) U Isl(G). Since e = zy is a no proper bridge, then x,y €
Ins(G) U Out(G) U Leaf(G). Suppose, now, that z € Lea f(G). It follows that y is the unique neighbor of x in G.
Since G is connected (Indecomposable), then there exists a vertex z # = € O such that z € Ng(y). By Definition
1, there exists a vertex v # y € I such that v € Ng(x), which contradict the fact that x is a leaf. It follows that
z € Ins(G) U Out(G). On the other hand, let M, be the nontrivial module of G — xy. By Definition 1 and Lemma
2.5, there exists a vertex v € I such that M, = {y,v}. By Theorem 2.7, y € Ins(G)U Leaf(G) and z € Out(G). O

Lemma 2.12 Let G be a pendant graph. If G is unstable, then G is a Bjo — graph.

Proof. Let G be a pendant graph, then G has no proper bridges. First, we prove that G is a bipartite graph. By Theorem
2.6, each cycle of G is of even length, and this is equivalent to say that G is bipartite. Second, let {I, O} be the
bipartition of G and y € I, with dg(y) = n. To conclude, we proceed by induction on the degree of y to prove that for
all k — subset X, of Ng(y), 1 < k < n — 1, there exists a vertex v, € I \ {y} such that Ng(vi) = Xi. If n = 1,
no thing to prove. Assume that n > 2 and for all 1 < i < n — 1 there exists a subsets of vertices X; C N¢(y) and
a vertices v; € I such that Ng(v;) = X;. Now, consider e = xy € F(G) and assume that dg(y) = n + 1. Since G
is unstable and e € Nob(G), then by Lemma 2.5, there exists a vertex v € I such that M, = {y,v} is the unique
nontrivial module of G — e. Hence dg—.(y) = n, then dg(v) = n. By hypothesis, for all 1 <4 < n — 1 there exists a
subsets of vertices X; C Ng(v) and a vertices v; € I such that Ng(v;) = X;. Then, for all 1 <4 < n there exists a
subsets of vertices X; C Ng(y) and a vertices v; € I such that Ng(v;) = X;. Consequently, G is a Bro — graph. O

Theorem 2.13 Let G be an indecomposable graph. Then G is unstable if and only if each pendant component of G
with at least two vertices is either a Bro — graph or an edge.
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Proof. Let G be an indecomposable graph. Assume that each pendant component H;, i > 1, of G is either a
Bjro — graph or an edge. We prove that GG is an unstable graph.

Lete € E(G). Ife ¢ E(H;),i > 1, then e is a proper bridge. Therefore, G — e is disconnected, and thus, G — e is
decomposable. Otherwise, there exists ¢ > 1 such that e € E(H;). First, assume that H; is an edge (E(H;) = {e}). We
will show that e is a pendant edge of G. Since e is not a proper bridge of G (by definition of the pendant components),
then either e is a pendant edge of G or e € Nob(G). To the contrary, suppose that e € Nob(G). It follows that ¢ is
contained in a cycle C of G. Consider ¢’ an adjacent edge to e in C'. Clearly, €’ is a non-bridge of G (since ¢’ € C):
which contradicts the fact that ¢’ ¢ F(H,). Consequently, e is a pendant edge of G and hence G — e is disconnected
which implies that G — e is decomposable. Second, assume that H; is a Byo — graph. In this case, by Lemma 2.10,
H; is unstable. Let M, be the nontrivial module of H; — e. By Theorem 2.7, M, C Ins(H;) U Leaf(H;). Recall
that, by Lemma 2.1, no inside vertex is incident with a bridge. Moreover, by Lemma 2.9, Leaf(H;) C Leaf(G).
Consequently, M, is a nontrivial module of G — e, and hence G is unstable.

Conversely, consider an unstable graph G. If G is a pendant graph, then the result is obtained by Lemma 2.12. Hence
we may assume that G has at least two pendant components. Let H; be a pendant component of G. First, assume that
|V (H;)| < 4. Since H; has no proper bridges and G is triangle free by Theorem 2.3, then either H; ~ Cy or H; ~ S,
with 2 < p < 4. Suppose that H; ~ C4 and let V(H;) = {z1,z2,x3, 24} and E(H;) = {z122, xoT3, T3T4, T4T1 }.
By Corollary 2.4, V(H;) C Out(G) U Ins(G). Then, by Theorem 2.6, there exists two vertices, say x1, x3, in Ins(G).
Since {x1,z3} is a module of H;, then {x1, z3} is a nontrivial module of G, by Lemma 2.1. Which contradicts the
fact that G is indecomposable. Hence, we may assume that H; ~ S, with 2 < p < 4. By Lemma 2.9, we have
Leaf(H;) C Leaf(QG), then p = 2. Otherwise, G[Lea f(H;)] is a nontrivial module of G, which contradicts the fact
that G is indecomposable. Consequently, H; is an edge. Second, assume that |V (H;)| > 5. In this case, we will show
that H; is a Bro — graph. Using Lemma 2.12, it suffices to prove that H; is unstable (since H; is a pendant component
of G). In a first step, we shall prove that H; is indecomposable. To the contrary, suppose that H; has a nontrivial
module X. Since H; is triangle free and connected, G[X] is discrete. Moreover, X is not a module of G (since G is
indecomposable). Therefore, there exists a proper bridge ¢ = xy for some z € X and y ¢ V(H;). By Lemma 2.1
and Corollary 2.4, z is either an island or an outside vertex of G. Clearly, if x € Isl(G), then 2 € Isl(H;), and from
Lemma 2.2 we obtain that X C Leaf(H;). Further more, by Lemma 2.9, we have Leaf(H;) C Leaf(G), which
contradict the fact that e = xy is a proper bridge. It ensues that € Out(G). By Corollary 2.8, x is adjacent to a leaf
v € Leaf(G). Since xv is not a proper bridge, then v € Leaf(H;). By Lemma 2.2, we have x is a leaf of H;, which
is a contradiction. Consequently, H; is indecomposable. In a second step, we will show that H; has no removable edge.
Consider an edge e = zy of H;. By definition of the pendant components, either e is a pendant edge or a non-bridge
of G. In the first case, one can obviously observe that H; — e is disconnected and then decomposable. In the second
case, since G is unstable, by Lemma 2.5 it follows that G — e has a unique discrete module of two vertices M., say
M. = {y, z}. Now it remains to prove that M, is a module of H; — e. The vertex y € M, is an inside vertex of G, and
thus, by Lemma 2.1, it is not incident with a bridge of G. Then Ng(y) C V(H;). Since M, is a module of G — e, we
have Ng(z) = Ng(y) \ {z}, and thus Ng(M,) C V(H;). By Theorem 2.7, z € Ins(G)U Leaf(G), then z € V(H;).
Consequently, M, is a module of H; — e and hence H; is unstable. O

3 Packing of an unstable graph into it’s fifth power

In order to formulate the results of this section, we shall need some additional definitions and notations.
Consider an unstable graph G. We denote by Cy, Cs, ..., C,., r > 1, the pendant components of G such that |C;| > 5.
Given an integer j € {1,...,r}, we define a partition P = {X;, X, ..., X, } on the vertex set of Out(C}), such that:

1. foralli € {1,...,p},|X;| € {2,3},
2. if | X;| = 2 there exists a vertex y € Ins(C};) such that X; C N¢, (y),
3. if | X;| = 3 there exist two vertices y, z € Ins(G) such that X; € N¢, (y) U Ng, (2) (See Figure. 2).

Letz € Cj,1 < j < r. We say that « is a representative vertex of G if x is incident with a proper bridge. We denote by
R(G) ={z € V(GQ),z is a representative vertex}

Note that R(G) C Out(Q).
Let V' = R(G) U Isl(G). The graph G’ = G[V"] is called the representative graph of G.

Remark 1 Let G’ be the representative graph of an unstable graph G.
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Fig. 2: An example of a partition P(O).

1. Each connected component of G’ is a tree.

2. Let Ty, Ts,...,Tq, q > 1, be the connected components of G'. Then for all i € {1,2,...,r} and j €
{1,2,...,¢}, |C;NT;| < 1.

Lemma 3.1 Let G be a pendant graph of order n > 5. If G is unstable, then there exists a 2 — placement o¢ on
V(G) such that oc(G) C G°.

Proof. If G is unstable then, by Lemma 2.12, G is a Bjo — graph. Firstly, according to the cardinality of | X;| = 2 or 3,
i€{1,...,p}, we will define o on Out(G) U Leaf(G) as follows. If there exists ¢ € {1,. .., p} such that | X;| = 2.
Say that, for instance, X; = {x;, y;} and consider u;,v; € Leaf(G) the respectively neighbors leaves of z;, y; in G.
Then, o¢ is defined on {x;, u;, y;, v; } by the cycle (z;u;y;v;) (see Figure 3 (a)). Now, if there exists i € {1,...,p}
such that |X;| = 3. say that, for instance, X; = {x;,y:, z;} and consider u;,v;, w; € Leaf(G) the respectively
neighbors leaves of x;, y;, z; in G. In this case, o¢ is defined on {x;, u;, y;, vi, z;, w; } by the cycle (z;u;y;v;z;w;) (see
Figure 3 (b)). Finally, for any vertex « € Ins(G) we take o¢(z) = .

In order to achieve our target, we will show that o¢ is a 2 — placement on V(G) such that o¢(G) C G®. Given
e = xy € E(G). One can obviously observe that either e € Out(G) x Ins(G) or e € Out(G) x Leaf(G), since
G is a pendant graph. In the first case, oc(2y) = oc(z)y with oo (z) € Ng(x) N Leaf(G). Thus, oc(z)y ¢ E(G)
and distg(oc(x),y) = 2. In the second case, oc(zy) = oc(x)oc(y) with oc(x) € Ng(x) N Leaf(G) and
oc(y) € X; \ {z}. Itensues that o (x)oc(y) ¢ E(G) and distg(oc(x),0c(y)) < 5 (see Figure. 3). O

Remark 2 Given an unstable graph G. Consider C1,Cs, ..., Cy, r > 1, the pendant components of G such that
|Ci| > 5. In the remainder of this paper, we denote by o¢, the permutation defined in the previous proof on V(C;),
1<i<r.

In the Lemmas (3.2, 3.3 and 3.4) below, we will define a 2 — placement of the graph G when it’s representative graph
G’ is connected.

Lemma 3.2 Given an unstable graph G of order n > 5, consider G' it’s representative graph. If G' is an edge, then
there exists a 2 — placement o, on V(G) such that os,(G) C G®.

Proof. Given an unstable graph G of order n > 5. We consider G’ the representative graph of G such that G’ is an
edge e = x1x9. First, we will show that z1, 22 € R(G). To the contrary, suppose for instance that o ¢ R(G). Clearly,
x9 € Leaf(Q). Let C; be the pendant component of G such that z; € Cy. By Theorem 2.13, C is unstable, and then
there exists a vertex v # x2 € Leaf(G) such that ;v € E(G). It follows that {x2, v} is a nontrivial module of G,
which contradicts the fact that GG is an indecomposable graph.

Second, we will define a 2 — placement og, on V(G) as follows. Consider Cy, C5 the two pendant components of G
such that |C;| > 5, ¢ = 1,2. By Theorem 2.13, C; is an unstable graph, ¢ = 1, 2. Hence, by Lemma 3.1 there exists a
2 — placement a¢, on V(C;) such that o¢, (C;) € C?, i = 1,2. We shall discus the following cases.

Case.l: If | X| = |Y| = 3, assume that X = {x1,y1,21} and Y = {x2, 92, 22}. Let u;, v;, w; be the respective
neighbors leaves of x;, y;, z;, © = 1, 2. We consider the permutation og, defined on V(G) by (x1u1z2us) (yiviziw;),
i =1,2and 0g,(w) = o¢, (w), for w € V(Ci) \ {4, yi, ziy i, v, wi }, i = 1,2, Now, consider e = zy € E(C}).
If e € Out(C;) x Ins(C;), then og,(xy) = vy, with zv € E(G) then d’LSt(;(O'SQ( ),05,(y)) = 2. Else, either
e € Out(C;) x Leaf(C;) or e = z1x2. In the first case, og,(xy) = vu, with zv € E(G) and v € X; and then

172



(b)

Fig. 3: Illustration of the proof of Lemma 3.1. The dots edges are in the second copy of G.

distg(os,(x),0s,(y)) < 5. In the second one, o, (€) = ujug and dist(u1,u2) = 3. Hence, og, is a permutation
on V(G) such that s, (G) C G°.

Case.2: If | X| = |Y| = 2 or |X]| # |Y]. In this case we consider the permutation og, defined on V(G) by
0s,(z) = o¢,(x) for x € V(G). It easily verified that o5, (G) C G® (see Figure 4).

O

Lemma 3.3 Given an unstable graph G of order n > 5, consider G' it’s representative graph. If G' is a star S,, p > 3,
then there exists a 2 — placement o, on V(G) such that 0s,(G) C G°.

Proof. Let V(G') = {x1,x2,...,x,} such that dg/ (x,) = p — 1 (see Figure. 5). To begin, since G is an indecom-
posable graph, one can obviously observe that [{z1,x2,...,zp,—1} \ R(G)| < 1. Let C1, Cs, . .., C, be the pendant
components of G such that z;; € C;, 1 <i <r.Let X; € P(Out(C;)) such that z; € X;, 1 < i < r. We denote by u;
the neighbor leaf of x; on C;. Let T = G[V(G') | J{u1}]. We consider the permutation o7 defined on V(T') by the
cycle (x1u1TpTa ... 2%it1 ... Tp—1), 2 < i < p — 2. It easily verified that o7 (T') C T°.

Now, according to the cardinality of X, we define a permutation og, on V' (G) as follows:

Case.1: If | X;| = 3, say for instance that X; = {x;, y;, z; }. We denote by u;, v;, w; the respective neighbors leaves of
T4, i, 2. Our permutation o, is defined on V(G) by o5, (i) = vi, 05, (2:) = wi, 05, (vi) = 2, 05, (w;) = y;, and
for all other vertex z € V(G)

or(x), ifre V(T
os,(x) = { o'zi((l)‘), ifxee V((C)'z)

Case.2: If | X;| = 2, say for example that X; = {z;, y;}. We denote by u;, v; the respective neighbors leaves of x;, y;.
Our permutation o, is defined on V(C;) \ {z;} by 05, (y1) = 2p, 05, (u1) = 91, 05, (y:) = w; and o5, (u;) = y; for
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Fig. 4: Tllustration of Lemma 3.2. The dots edges are in the second copy of G.

i=2,...,7,05,(v;) =v;fori=1,...,r, and for all other vertex z € V(G)

or(z), ifrz € V(T)
os,(T) = { oc,(z), ifr € V(C;).

It remains to show that og, is a 2 — placement on V(G) such that o5, (G) C G®. Consider an edge ¢ = zy € E(G).
First, if e € Out(C;) x Ins(C;) then o5, (zy) = vy, such that v ¢ Out(G) and distg(x,v) = 1,2. Then og,(e) ¢
E(G) and distg(os,(x),05,(y)) < 3. Second, if e € Out(C;) x Leaf(C;). Then, either o, (zy) = vu, with zv €
E(G)andu € Xy, 0or og,(e) € {u12p, Tip1ui, T1up_1, Tpv1, 24 + 1y, }. In the two cases distg(oc(z), 0c(y)) < 5.
Finally, if e € E(T) then og,(¢) € E(T?)\ E(T). Hence og, is a 2 — placement on V (G) such that o, (G) C G°.
0

Remark 3 In the remainder of this paper, we denote by o5, p > 2, the permutation defined on 'V (G) in the previous
proofs of Lemmas 3.2 and 3.3 .

Lemma 3.4 Given an unstable graph G. consider G’ it’s representative graph. If G' is a tree U such that Diam(U) >
3, then there exists a 2 — placement oy on V(G such that o7 (G) C G°.

Proof. Assume that R(G) = {z1,22,...,2p}, and let C1, Co, ..., Cp, be the pendant components of G such that
x; € C3, 1 < i < p. By Theorem 1.4, there exists a 2 — placement of U into U 3. In the sequel, such a 2 — placement
of U will be denoted by o. We define our permutation oy on V' (G) as follows: Given a vertex © € V(G), if x ¢ V(C})
forl < i <p,thusz € V(U)\ R(G). Then, oy (z) = o(z). Else there exists ¢ € {1,...,p} such that z € V(C;).
Let X; € P(Out(C;)) such that z; € X;. First, if o(x;) = z; it suffices to put oy (z) = o¢, (z) for x € V(C;).
Second, if o(x;) # x;, then according to the cardinality of X;, we will distinguish the following cases.

Case.1: If | X;| = 3, say, for instance, that X; = {x;, y;, 2; }. We denote by u;, v;, w; the respective neighbors leaves of
x4, Yi, ;- We consider the permutation oy defined on V(C;) by (y;v;ziw; ) (w;), oy (z;) = o(x;), and oy (x) = o¢, (x)
forx € V(O,) \ (Xl U {ui,vi,wi}).

Case.2: If | X;| = 2, say, for instance, that X; = {x;, y; }. We denote by w;, v; the respective neighbors leaves of x;, y;.
Let oy be a permutation defined on V(C;) by (y;u;)(v;), ou(z;) = o(x;), and for all z € V(C;) \ (X; U {wi, v;}),
oy(x) =o¢,(x).

Now, it remains prove that oy; is a 2 — placement on V(G) such that o7 (G) C G5. Consider e = zy € E(G).
First, assume that ,y ¢ R(G). In this case, oy (e) € {o¢,(e), o(e), v;zi, wiy;, u;v; }. It follows that oy (e) ¢ E(G)
and distg(oy(z),0u(y)) < 5. Second, assume that x,y € R(G). In this case, x € Out(C;) and y € Out(C),
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Fig. 5: An example when G’ is a star.

with i # j. Thus, oy(e) € {o(zy),0(x)oc;(y), 00, (x)o(y), 00, (v)oc,(y)}. Hence, ouy(e) ¢ E(G). Moreover,
since distg(z,0(z)) < 3 and distg(z,00,(x)) = 1, one can obviously observe that distg(ou(x),ou(y)) < 5.
Finally, and without loss of generalities, we can assume that z € R(G) and y ¢ R(G). In this case, op(e) €
{o¢,(e),0(e),0(x)y,00,(x)o(y),o(x)u;}. It ensues that oy (e) ¢ E(G). Furthermore, since distg(z,0(x)) < 3
and distg(z, o¢,(z)) = 1, it follows that distg (oy (z), oy (y)) < 5. Consequently, o is a 2 — placement on V(G)
such that oy (G) C G5. O

Proof of Theorem 1.5.

Given an unstable graph G of order n > 4, consider C,Cs, ..., C,, r > 1, the family of it’s pendant components such
that |C;] > 5,1 <i <.

Claim 1 If each pendant component of G is either a singleton or an edge, then there exists a 2 — placement o such
that o(G) C G3.

Indeed: In this case, the graph G is without cycles. Consequently, G is a tree. Moreover, since G is an indecomposable
graph, then G is a non-star tree. By Theorem 1.4, there exists a 2 — placement o such that o(G) C G3.

Claim 2 [f G is a pendant graph, then there exists a 2 — placement o such that o(G) C G°.

Indeed: By Lemma 3.1, there exists a 2 — placement o such that o(G) C G°.

From now on, we shall assume that we can apply neither Claim 1 nor Claim 2 to the graph GG. Under this assumption,
we will define a 2 — placement o on V(G) such that o(G) C G®. Let C;, 1 < i < r, be a pendant component of G
and X; € P(Out(C;)). We shall discuss the followings two cases.

Case.1: If | X;| = 2, say for instance that X; = {z;,y;} and we denote by u;, v; the respective neighbors leaves
of z;,y;. First, we assume that | X; N R(G)| = 0. In this case the permutation o is defined on {z;, y;,u;,v;} by
o(x) = o¢,(x). Second, assume that | X; N R(G)| = 1. Without loss of generality, we can suppose that z; € R(G).
Let T be a connected component of G’ such that x; € V(7). In this case it suffices to consider the permutation o
defined on {x;, y;, us, v} by o(x) = 05, (x), p > 2,if T ~ S, (i.e T is isomorphic to S,) with o5, is that given by
Lemma 3.2 and Lemma 3.3 and o (x) = oy (z), if Diam(T') > 3 with oy is that given by Lemma 3.4. Finally, assume
that | X; N R(G)| = 2. Let T, T" be the connected components of G’ such that z; € V(T) and y; € V(T").

Subcase.1.1: If T ~ S, and T" ~ S, with p, p’ > 2. We define a permutation o on {x;, y;, us, vi } by o(x) = o5, ()
ifz € {z;,u;} and o(z) = 05, () if © € {y;,v;}, with o5, and o5, are those given by Lemma 3.2 and Lemma 3.3.
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Subcase.1.2: If T' ~ S, p > 2, and Diam(T") > 3. By Theorem 1.4, there exists a permutation o7+ defined on
V(T") such that o7/ (T") C T'3. We define a permutation o on {x;, y;, u;, v; } as follows. First, if o7 (y;) # yi, then
o(x) = og,(v) if v € {ws,u;}, 0(ys;) = o/ (y;) and o (v;) = v;, with o5, is the permutation given by Lemma 3.2
and Lemma 3.3. Second, if o7/ (y;) = i, then o(x) = o5, (), with o5, is the permutation given by Lemma 3.2 and
Lemma 3.3.

Subcase.1.3: If Diam(T) > 3 and Diam(T") > 3. By Theorem 1.4, there exist permutations o, o+ defined respec-
tively on V(T') and V (1") such that o (T) C T and o/ (T") C T"3. We define a permutation o on {x;, y;, u;, v; } as
follows. First, if op(x;) = z; and o7/ (y;) = y;, then o(x) = o¢, (x). Second if or(x;) = x; and o7/ (y;) # y; (or
or(x;) # x; and o/ (y;) = y;), then o () = oy (z) with oy is that given by Lemma 3.4. Finally, if o7 (x;) # x; and
or(yi) # i, then o(z;) = op(z;), o(u;) = wi, 0(y;) = o (y;) and o (v;) = v;.

Case.2: If | X;| = 3, assume that X; = {x;, y;, z; } and denote by u;, v;, w; the respective neighbors leaves of x;, y;, 2;.
First, assume that | X; N R(G)| = 0. In this case, the permutation o is defined on X; U {u;, v;, w;} by o(z) = o¢, ().
Second, suppose that | X; N R(G)| = 1. Then, either o(z) = og, (x) with o5, is that given by Lemma 3.2 and Lemma
3.3, oro(z) = oy (x) with oy is that given by Lemma 3.4. Third, if | X; N R(G)| = 2. Without loss of generalities,
one can assume that z;,y; € R(G). Let T, T" be the connected components of the representative graph G’ such that
x; € V(T) and y; € V(T"). In this case, if one of the trees T or T”, say T, is isomorphic to .S;,, p > 2, then it suffices
to put o(x) = os,(x) for x € {x;,u;} and identify o with the permutations os,, oy defined by Lemmas 3.2, 3.3,
3.4 (When|X;| = 2), for z € {y;, 2, v;,w; }. Otherwise, assume that Diam/(T) > 3 and Diam(T") > 3. In this
case, if o (z;) = x; and o7/ (y;) = yi, then o () = o¢, (x) for z € X; U {u;, v;, w; }. Else, assume for instance that
or(x;) # x;. Then, it suffices to take o (z;) = or(x;), o(u;) = u; and identify o with the permutation o; defined by
Lemma 3.4 (Case.| X;| = 2), for z € {y;, 2;, v;, w; }. Finally, assume that | X; N R(G)| = 3. Let T, 7" and T"' be the
connected components of the representative graph G’ such that z; € V(T), y; € V(T”) and z; € V(T"). In this case,
if one of the trees 7', 7" or T", say for instance 7', is isomorphic to Sy, p > 2, then it suffices to put o(x) = o, () for
x € {z;,u;}, and for x € {y;, 2;,v;, w; } the permutation o(x) is that given by the previous case (| X; N R(G)| = 2
applied to 7" and T"). Otherwise, Diam/(T) > 3, Diam(T") > 3 and Diam(T") > 3. Let o, o+ and o~ be the
permutation defined by Theorem 1.4 respectively on V(T'), V/(T") and V(T").

Subcase.2.1: Assume that or(z;) = 24, o/ (y;) = y; and orv(2;) = z;. Then o(z) = o¢,(x) for z € X; U
{ui, vi, wi}.

Subcase.2.2: Assume that or(x;) # w;, or/(y;) # y; and o (z;) # z;. Then, we define a permutation o on
Xi @] {ui7 Vi, wi} by O'(LL'Z‘) = O’T(l‘i), O’(yl) = o7 (yl), O’(Zi) = O'T//(Zi) and (T(LU) =xforx € {’U,i, Vi, wz}

Subcase.2.3: Assume that o (z;) # ;, o1/ (y;) = y;. In this case, it suffices to put o (z;) = or(z;), o(u;) = u; and
for x € {y;, zi, v;, w; }, o(x) is the permutation given by Lemma 3.4.

Now, for all other vertices x € V(G), either € Ins(C;), 1 <i<r,orxz € V\ U:Il C;. Then, it suffices to put
o(z) =zxifx € Ins(C;), 1 < i < r;otherwise, if x € V' ngl C; then x € T, with T is connected component of
the representative graph G'. Hence, o(z) = o5, (z) if z € Sp, p > 3, and o(x) = or(x) if Diam(T) > 3, with o7 is
the permutation given by Theorem 1.4.

To conclude, it remains to verify that our permutation o is a 2—placement of G into G°. Given an edge e = zy € E(G),
then either e € Nob(G) or not.
Case.l: If e = zy € Nob(G). Clearly, e € Out(G) x Ins(G) (i.e z € Out(G) and y € Ins(G)) and

os,(e), ifr €S,
ole) = { ai(e), ifr e T]cmd or(x) # x(with Diam(T) > 3).
oc;(e), ifr ¢ R(G) or x €T and op(x) = x(with Diam(T) > 3).

In all these cases, we have already checked that our permutation is a 2 — placement of G into G°.
Case.2: If e = 2y ¢ Nob(G). Clearly, e is either a pendant edge or e is a proper bridge of G.
Subcase.2.1: If e = zy is a pendant edge of G. Say, for instance, that y € Leaf(G). In this case,

os,(e), ifres,
o(e) = or(e), ifr € T\ R(G) (with Diam(T) > 3).
or(z)y, ifr € TNR(G) and or(x) # x(with Diam(T) > 3).
oc;(e), ifr ¢ R(G) or x € TN R(G) and or(x) = x(with Diam(T) > 3).

Here, it remains just to verify that o7()y is an edge of E(G®) \ E(G). Clearly, o7 (x)
distg(x,or(z)) < 3 and distg(x,y) = 1. Therefore, distg(or(x),y) < 4 and o7 (z)y
to conclude.

# y since y ¢ T. Moreover,
¢ E(G). Which permits us
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Subcase.2.2: If e = xy is a proper bridge of GG. Clearly, at least one of the two vertices x, y is not a representative
vertex of G, say for instance y ¢ R(G). In this case,

o(e) = { or(e), ifx ¢ R(G) or ¢ € R(G) and O'T(JZ)’# m(with Diam(T) > 3)
oc;,(®)or(y), ifr € R(G) and or(z) = x(with Diam(T') > 3).

Here, it remains just to verify that o¢, (z)or(y) is an edge of E(G®) \ E(G). Clearly, distg(z,0¢,(z)) = 1 since
oc; (x) is the neighbor leaf of x. Moreover, o¢, (z) # y since xy is a proper bridge of G (i.e y is not a leaf of G).
Furthermore, distc (y, or(y)) < 3. Consequently, o¢, (z)or(y) ¢ E(G) and distg(oc,(x), or(y)) < 5.
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ABSTRACT

We prove that if G and G’ are two digraphs, (< 8)-hypomorphic up to complementation, then G and
G’ are isomorphic up to complementation; we prove also that the value 8 is optimal.

Keywords Digraph - Isomorphism - k-hypomorphy up to complementation - Boolean sum - Symmetric graph

1 Introduction

A directed graph or simply digraph G consists of a finite and nonempty set V' of vertices together with a prescribed
collection E of ordered pairs of distinct vertices, called the set of the edges of G. Such a digraph is denoted by
(V(G), E(G)) or simply (V, E). Given a digraph G = (V, E), to each nonempty subset X of V associate the
subdigraph (X, E N (X x X)) of G induced by X denoted by G| x. With each digraph G = (V, E) associate its dual
G* = (V, E*) and its complement G = (V, E) defined as follows: Given z # y € V, (z,y) € E* if (y,z) € E,
and (z,y) € Fif (x,y) ¢ E. Two interesting types of digraphs are symmetric digraphs and tournaments. A digraph
G = (V, E) is a symmetric digraph or graph (resp. tournament) whenever for x # y € V, (z,y) € E if and only if
(y,x) € E (resp. (z,y) € E and (y,z) ¢ E or conversely). Given two digraphs G = (V,E) and G’ = (V',E'), a
bijection f from V onto V"’ is an isomorphism from G onto G’ provided that for any z,y € V, (x,y) € F if and only if
(f(x), f(y)) € E'. The digraphs G and G’ are isomorphic, if there exists an isomorphism from one onto the other.

Given two digraphs G and G’ on the same vertex set V. Let k be an integer with 0 < k < |V, the digraphs G and
G’ are k-hypomorphic if for every k-element subset X of V, the induced subdigraphs G x and G’} x are isomorphic.
The digraphs G and G’ are (< k)-hypomorphic if they are t-hypomorphic for each integer t < k. A digraph G is
k-reconstructible if any digraph k-hypomorphic to G is isomorphic to G.

In 1970, R Fraissé asked what is the least integer & such that the digraphs are (< k)-reconstructible. G.Lopez [8, 9]
answered to this question by showing that £ = 6.

Given two digraphs G and G’ on the same vertex set V. They are hereditarily isomorphic [10] if for each nonempty
subset X of V, the digraphs G x and G’ x are isomorphic. They are isomorphic up to complementation (resp.
hemimorphic) if G’ is isomorphic to G or G (resp. to G or G*). They are hereditarily isomorphic up to complementation
[2] if they are hereditarily isomorphic, or G’ and G are hereditarily isomorphic. Let k be a positive integer, the digraphs
G and G’ are k-hypomorphic up to complementation (resp. k-hemimorphic) if for every k-element subset X of V,
the induced subdigraphs G x and G, x are isomorphic up to complementation (resp. hemimorphic). The digraphs G
and G’ are (< k)-hypomorphic up to complementation (resp. (< k)-hemimorphic) if they are ¢-hypomorphic up to
complementation (resp. t-hemimorphic) for each integer ¢ < k. A digraph G is k-reconstructible up to complementation

181



(resp. k-half-reconstructible) if any digraph k-hypomorphic up to complementation (resp. k-hemimorphic) to G
is isomorphic up to complementation (resp. hemimorphic) to G. A digraph G is (< k)-reconstructible up to
complementation (resp. (< k)-half-reconstructible) if any digraph (< k)-hypomorphic up to complementation (resp.
(< k)-hemimorphic) to G is isomorphic up to complementation (resp. hemimorphic) to G.

In 1993, J.G.Hagendorf raised the (< k)-half-reconstruction problem for digraphs and solved it with G.Lopez [6, 7],
they showed that the finite digraphs are (< 12)-half-reconstructible. In 1995, Y.Boudabbous and G.Lopez [3] showed
that the finite tournaments are (< 7)-half-reconstructible.

In 1999, P.Ille asked what is the least integer k such that the digraphs are (< k)-reconstructible up to complementation.
The case of symmetric graphs was solved by J.Dammak, G.Lopez, M.Pouzet and H.Si Kaddour [4, 5], they proved that,
the symmetric graphs on v vertices are t-reconstructible up to complementation for every 4 < t < v — 3. In fact, the
case t = v — 3 was solved in [5].

For digraphs, we first obtained with B. Chaari [1] a partially answer which is Theorem 1.1 below.

Let G = (V, E) and G’ = (V, E’) be two digraphs, 2-hypomorphic up to complementation. The boolean sum G+G'
of G and G’ is the symmetric digraph U = (V, E(U)) defined by {z,y} € E(U) if and only if (z,y) € E and
(z,y) ¢ E',or (z,y) ¢ Eand (z,y) € E".

Theorem 1.1. (Theorem 1.3 of [1]) Let G and G’ be two digraphs on the same set V of n. > 4 vertices such that G and
G’ are (< 5)-hypomorphic up to complementation. Let U := G+G'. If U and U are connected, then G and G' are
hereditarily isomorphic up to complementation.

2 Main result

Our main result, Theorem 2.1, extends Theorem 1.1. It says that 8 is the least integer k such that the digraphs are
(< k)-reconstructible up to complementation.

Theorem 2.1. Let G and G’ be two digraphs on the same set V' of vertices such that G and G’ are (< 8)-hypomorphic
up to complementation. Then G and G’ are isomorphic up to complementation. Moreover the value 8 is optimal.

The optimality of the value 8 of Theorem 2.1 follows from the following result.

Proposition 2.2. For all integer n > 8, there are two digraphs on the same set of n vertices, nonisomorphic up to
complementation, which are (< T)-lypomorphic up to complementation and not 8-hypomorphic up to complementation.
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ABSTRACT

We show that the universal homogeneous partial order has finite big Ramsey degrees. Our proof uses
the Carlson—Simpson theorem rather than (a strengthening of) the Halpern—L&uchli and Milliken
tree theorem which is the main tool used to give bounds on big Ramsey degrees. We discuss two
corollaries.

Keywords big Ramsey degree - Carlson—-Simpson Theorem - structural Ramsey theory - homogeneous structures

1 Introduction

We consider graphs, partial orders and metric spaces as special cases of model-theoretic relational structures. Given
structures A and B, we denote by (E) the set of all embeddings from A to B. We write C — (B)ﬁ ; to denote the

following statement: For every colouring y of (g) with k colours, there exists an embedding f : B — C such that x
does not take more than / values on ((2)).

For a countably infinite structure B and its finite substructure A, the big Ramsey degree of A in B is the least number
L € wU {w} such that B — (B);?’ ;, for every k € w. We say that a countably infinite structure B has finite big
Ramsey degrees if the big Ramsey degree is finite for every finite substructure of B.

A countable structure A is called (ultra)homogeneous if every isomorphism between finite substructures extends to an
automorphism of A. It is well known that there is a (up to isomorphism) unique homogeneous partial order P with the
property that every countable partial order has embedding to P. We call P the universal homogeneous partial order.
We prove the following.

Theorem 1.1. The universal homogeneous partial order has finite big Ramsey degrees.

The main novelty in our approach is the use of spaces described by parameter words in the context of big Ramsey
degrees. We use an infinitary variant of the Graham-Rothschild Theorem [1] which is a direct consequence of the
Carlson—Simpson Theorem [2]. This leads to a finer control over the sub-trees compared to constructions based on
applications of the Milliken tree theorem [3] which was the main tool used by Laver and Devlin to show that the order
of rationals has finite big Ramsey degrees [4], by Sauer to show that the random graph has big Ramsey degrees [5] and
several followup results.

2 Applications

Big Ramsey degrees are studied mainly in the context of free amalgamation structures. Since the universal homogeneous
partial order is not a free amalgamation structure, it represents an important new example which has additional
consequences. Let us discuss two corollaries.
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1. Let S be a set of non-negative reals such that 0 € S. A metric space M = (M, d) is S-metric space if for every
u,v € M it holds that d(u,v) € S. A countable S-metric space M is a S-Urysohn metric space if it is homogeneous
(that is, every isometry of its finite subspaces extends to an isometry from M to M) and every countable S-metric
space embeds into it. Finite set of non-negative reals S = {0 = sg < 51 < - -+ < 8, } is tight if if Siy; < 85+ s; for
all0 <i <j <i+j <n(see[6]). It follows from a classification by Sauer [7] that for every such S there exists an
S-Urysohn space. Masulovié [6, Theorem 4.4] shows a way to represent all S-metric cases with finitely many distances
(for every tight set S) as a partial order. We thus obtain:

Corollary 2.1. Let S be a finite tight set of non-negative reals. Then the S-Urysohn space has finite big Ramsey
degrees.

This can be seen as a continuation of the research on (in)divisibility of metric spaces started by Delhommé, Laflamme,
Pouzet and Sauer [8, 9] and by Nguyen Van Thé [10, 11].

2. Recall that there is a up to isomorphism unique homogeneous triangle-free graph H (called the universal ho-
mogeneous triangle-free graph) such that every countable triangle-free graph embeds to H. We also obtain the first
combinatorial proof of the following recent result by Dobrinen:

Theorem 2.2 (Dobrinen 2020 [12]). The universal homogeneous triangle-free graph has finite big Ramsey degrees.

We shall remark that Theorem 2.2 was generalized to the universal homogeneous K-free graphs (for every k£ > 2) [13]
and to free amalgamation classes in binary relational languages [14]. Generalizing our construction to structures in
non-binary relational languages and to structures that can not be described by means of forbidden substructures with at
most 3 vertices is presently work in progress based on results announced in [15].

Acknowledgement: Author is supported by project 18-13685Y of the Czech Science Foundation (GACR), Center
for Foundations of Modern Computer Science (Charles University project UNCE/SCI/004), by the PRIMUS/17/SCI/3
project of Charles University and by ERC Synergy grant DYNASNET 810115.
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ABSTRACT

A relational structure R is embeddable in a relational structure R’ if R is isomorphic to an induced
substructure of R’. In the late forties, Fraissé, following the work of Cantor, Hausdorff and Sierpinski,
pointed out the importance of the quasi-ordering of embeddability in the theory of relations. For
example, he conjectured that the class of countable chains is well quasi ordered (w.q.0.) under
embeddability, a conjecture positively solved by Laver in the early seventiees with the use of the
theory of better quasi ordering (b.q.0.), a far reaching strengthening of the notion of w.q.0., invented
by Nash-Williams. Fraissé also noted that basic notions about ordered sets (posets) like initial
segments, ideals, chains and antichains have a direct counterpart in terms of relational structures. For
example, a class € of structures is hereditary if it contains every structure which can be embedded
into some member of €. Clearly, hereditary classes are initial segments of the class of relational
structures quasi-ordered by embeddability. If R is a relational structure, the age of R is the set
Age(R) of finite restrictions of R considered up to isomorphism. This is an ideal of the poset made of
finite structures considered up to isomorphism and ordered via embeddability. As shown by Fraissé,
every countable ideal has this form. Several results along these lines about hereditary classes of
relational structures have been obtained. Recent years have seen a renewed interest for the study
of those made of finite structures and notably for their profile. The profile of a hereditary class C
of finite structures considered up to isomorphism is the function ¢ which counts for every integer
n the number of members of C on n elements. General counting results as well as precise results
for graphs, tournaments, ordered graphs and permutations have been obtained, with a particular
emphasis on jumps in the growth of the profile. I will present some general results about hereditary
classes, particularly on those which are w.q.0. (or even b.q.0.), notably on their height, ordinal length,
Cantor-Bendixson and Vietoris rank. I will discus extensions of Laver’s theorem to hereditary classes
of binary structures. I will illustrate the role of w.q.o0. in the classification of hereditary classes of
small growth. I will conclude with several problems, some going back to the seventies, on w.q.0. and
hereditary classes of relational structures.
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ABSTRACT

During this presentation, we will review the state of the following favorite conjecture of Maurice
Pouzet: the profile of a relational structure with bounded signature or finite kernel is eventually a
quasi-polynomial whenever the profile is bounded by some polynomial.

The profile of a relational structure R is the function ¢ which counts for every integer n the number, possibly infinite,
wgr(n) of substructures of R induced on the n-element subsets, isomorphic substructures being identified.

The study of profiles started in the seventies; see [1] for a survey. More recently, the line of work became parallel to
numerous researches about the behavior of counting functions for hereditary classes made of finite structures, like
undirected graphs, posets, tournaments, ordered graphs, or permutations, which also enter into this frame; see [2]
and [3] for a survey, and [4, 5,6, 7, 8, 9, 10, 11, 12, 13]. These classes are hereditary in the sense that they contain
all induced structures of each of their members; in several instances, members of these classes are counted up to
isomorphism and with respect to their size.

Several interesting examples of profiles come from permutation groups. For example, if G is a permutation group on a
set I, the function 6 which counts for every integer n the number of orbits of the action of GG on the n-element subsets
of E, is a profile, the orbital profile of G. Groups whose orbital profiles take only finite values are called oligomorphic;
their study, introduced by Cameron, is a whole research subject by itself [14, 15].

Results point out jumps in the behavior of these counting functions. Such jumps were for example announced for
extensive hereditary classes in [16], with a proof for the jump from constant to linear published in [17]. The growth
is typically polynomial or faster than any polynomial, though not necessarily exponential (as indicates the partition
function). For example, the growth of an hereditary class of graphs is either polynomial or faster than the partition
function [5]. In several instances, these counting functions are eventually quasi-polynomials, e.g. [5] for graphs and [10]
for permutations.

In the case of orbital profiles, Cameron conjectured in the late seventies that, whenever the profile ¢ is bounded by
a polynomial, it is asymptotically equivalent to a polynomial. In 1985, Macpherson further asked whether the orbit
algebra of G — a graded commutative algebra invented by Cameron and whose Hilbert function is ¢ — is finitely
generated; in which case the profile would be a quasi-polynomial.

All these elements led Pouzet to the following

Conjecture 1. [18] The profile of a relational structure with bounded signature or finite kernel is eventually a
quasi-polynomial whenever the profile is bounded by some polynomial.

This conjecture holds if R is an undirected graph [5]. In [18] Pouzet and the author proved that it holds for any relational
structure IR admitting a finite monomorphic decomposition. This result was applied in [19] to show that the above
conjecture holds for tournaments.

Recently, the conjecture was proven in the case of orbital profiles by Justine Falque [20] under the direction of the author.
It results from a complete classification of oligomorphic permutation groups with profile bounded by a polynomial in
terms of finite permutation groups with decorated block systems. It follows from the classification that the orbit algebras
are essentially invariant rings of finite permutation groups; the latter are known to be finitely generated which resolves
positively Macpherson’s question. A key ingredient in this classification is the notion of blocks. This suggests to search
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for an appropriate generalization of blocks to relational structures, of which the notion of monomorphic decomposition
would be just a first approximation.

The time seems ripe as well to extend the exploration to subexponential profiles. Indeed, Braunfeld recently gave
a near complete description of the spectrum of sub exponential growth rates for orbital profiles, which confirms
some longstanding conjectures of Macpherson. Also, Falque’s classification seems amenable to generalization to
subexponential orbital profiles.
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ABSTRACT

In a digraph D, a module is a vertex subset M such that every vertex outside M does not distinguish
the vertices in M. A digraph D with more than two vertices is prime if the empty set, the singleton
sets, and the full set of vertices are the only modules in D. A prime digraph D is k- minimal if there
is some k-element vertex subset U such that no proper induced subdigraph of D containing U is
prime. In this paper, we give a recursive procedure to construct the minimal prime digraphs.

Keywords Module - Prime - Isomorphism - Minimal prime digraph

1 Introduction

All digraphs mentioned here are finite, and have no loops and no multiple edges. Thus a digraph (or directed graph)
D consists of a nonempty and finite set V(D) of vertices with a collection F (D) of ordered pairs of distinct vertices,
called the set of edges of D. Such a digraph is denoted by (V (D), E(D)). For elementary definitions and notations in
graph theory we follow [9]. In particular we recall that the subdigraph of a digraph D induced by a nonempty vertex
subset X is denoted by D[X], and if | V(D) |> 2, then for each vertex z, the subdigraph D[V (D) \ {z}] is also

denoted by D — x. Given a digraph D, the underlying graph of D is denoted by D, and the complement of D, defined
by V(D) = V(D) and E(D) = (V(D)?\ {(z,z) : z € V(D)}) \ E(D), is denoted by D.

Let D be a digraph. A vertex subset M is a module (or a clan or an interval or an autonomous set) of D if every vertex
outside M does not distinguish the vertices in M. The empty set, the singleton sets, and the full set of vertices are trivial
modules. A digraph is indecomposable if all its modules are trivial; otherwise it is decomposable. Indecomposable
digraphs with at least three vertices are prime digraphs. A partition P of the vertex set V(D) of D is a modular
partition of D if all its elements are modules of D. It follows that the elements of P may be considered as the vertices
of a new digraph, the quotient of D by P, denoted by D /P, and defined on P as follows: for any distinct elements X
andY of P, XY € E(D/P) if zy € E(D) for any x and y with z € X and y € Y. A vertex subset X is a strong
module of D provided that X is a module of D, and for every module Y of D, if X N'Y # (), then either X C Y or
Y C X.If | V(D) |> 2, then P(D) denotes the set of maximal, strong modules of D, under the inclusion, among the
strong modules of D distinct from V(D).

The following theorem gives Gallai’s decomposition result.

Theorem 1.1 [7, 8] Let D be a digraph with more than one vertex. The set P(D) is a modular partition of D, and the
quotient D /P(D) is prime, or an acyclic tournament, or a complete digraph, or an empty digraph.

Given a digraph D with more than one vertex, the quotient D /P (D) is the frame of D.

A prime digraph D is minimal for a nonempty vertex subset A if each proper induced subdigraph of D containing
A is decomposable. In this case, we say that the digraph D is A-minimal. Given a positive integer k, a digraph
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D is k-minimal if it is minimal for some k-set of vertices. This concept was introduced by Cournier and Ille [4].
They characterized the 1-minimal and 2-minimal digraphs. Alzohairi and Boudabbous [2] described the 3-minimal
triangle-free graphs. Finally, Alzohairi [1] described the triangle-free graphs which are minimal for some nonstable
4-vertex subset. In this paper, given an integer k, with k > 3, we give a method for constructing the k-minimal prime
digraphs from the (k — 1)-minimal prime digraphs.

2 Results

First we establish the following separation principle which plays a crucial role in the proof of our main result.

Proposition 2.1 (Separation principle) Let D be a prime digraph which is A-minimal, where A is a vertex subset with
| A |> 2, and X be a vertex subset including A such that the frame of the subdigraph D[X] is prime and P(D[X]) has
a unique non-singleton element M. Assume that there are two distinct vertices x and y in A such that M = {z, y} or
M ={z,y} U{s1,...,sp}, where p > 1, s1,...,s, are distinct vertices outside X, and {x,y} U{s; : j < i} isa
module of D — s;. for each element i of [1, p].

Then there is a vertex u outside X such that M is a module of D — u. Moreover, either V(D) = X U {u} or the frame
of D[X U {u}] is prime with M U {u} € P(D[X U {u}]).

The key of the proof of Proposition 2.1 is the study of the prime subdigraphs (resp. the subdigraphs with prime frames)
in a prime digraph, obtained by A. Ehrenfeucht and G. Rozenberg [6] (resp. Y. Boudabbous and P. Ille [3]).

Second we obtain our main result.

Theorem 2.2 Let D be a prime digraph, and A be a k-element vertex subset with k > 3.
If the digraph D is A-minimal, then one of the following assertions holds.

1. There is a vertex x in A such that D or D — x is (A \ {x})-minimal.

2. There are distinct vertices x and y in A such that D is obtained from some (A \ {x})-minimal digraph H,
with x & V(H), by adding © and a sequence s1, ..., Sy, of distinct vertices outside V(H) U {x} withm > 1
such that the vertex subset {x,y} U {s;,j < i} is a module of D — s;, for each element i of [1, m]. Moreover,
if m > 2, then either V(H) is a module of D[V (H) U {s;, }], or there is a vertex w in A\ {z,y} such that
{u, s} is a module of D[V (H) U {sm}], or DIV(H) U {sm}] is (A \ {z}) U {sm})-minimal.

3. The subset A is a stable set of an element W of {D, D}, the elements of A are pendant vertices of the

underlying graph W of W, the corresponding edges of which form a matching in W there are a vertex x in
A and an (A \ {x})-minimal digraph H with x ¢ V (H), and there is a vertex u outside V (H) U {x} such

that W[V \ V(H)] is a path P with ends x and v and W is obtained from the union of H and P by adding a
nonempty set of edges between w and V(H) \ A.
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Given a family of sets, a partial choice function chooses elements from some of the sets. The image of such a function
is called a rainbow set, the name originating in viewing the sets as “colors” of the elements. In this context the goal is
typically obtaining a partial choice function f such that either:
() Dom(f) is “large”, while Im(f) is “small”, or
(Il) Dom(f) is “small”, while I'm(f) is “large”.
“Small” means here belonging to a given simplicial complex (the name topologists use for “a closed down family of
sets”), particular to the given setting. As to “large”, it means different things in (I) and in (II): in (I) it means “full”, or

more generally, spanning in a given matroid on the family of sets, while in (I) it means NOT belonging to some given
simplicial complex.

A classical result of type (I) is Hall’s theorem, in which the domain is required to be all sets, and the “small-ness” of the
image is injectivity. A famous result of type (II) is the Bardany-Lovasz colorful version of Caratheodory’s theorem.

Theorem 1. [Bdrdny[1]] If S1,...,Sq+1 are sets of vectors in R4 satisfying U € conv(S;) for all i < d+ 1, then
there exists a rainbow set S such that v € conv(S).

I will explain why the two types of theorems are one and the same, when viewed from a topological angle, and tell
about topological tools used to prove theorems of both types.
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ABSTRACT

Two binary relational structures of a same signature are (< k)-hypomorphic if they have the same
vertex set and their restrictions to each set of at most k vertices are isomorphic. A binary relational
structure is (< k)-reconstructible if it is isomorphic with each structure it is (< k)-hypomorphic
with. We establish an inductive characterisation of pairs of (< 3)-hypomorphic binary relational
structures. We infer a characterisation of (< 3)-reconstructibility for bi-founded binary relational
structures. A binary relational structure is bi-founded if it has no infinite set of pairwise comparable
strong modules. On the one hand, we describe operations generating exactly the class of (< 3)-
reconstructible bi-founded binary relational structures from singleton ones. On the other hand, this
caracterisation can be formulated in terms of restrictions on the structuration of the tree of robust
modules of the structure. This allows in particular the extension of [BLO5] : a bi-founded tournament
is (< 3)-reconstructible if and only if all its modules are selfdual. Furthermore we show that the
restrictions on structuration above do not characterise (< 3)-reconstructibility on the natural next
classes generalising bi-founded structures, namely the class of founded structures (structures of
which the collection of strong modules is well-founded for inclusion), and the class of co-founded
structures (structures of which the collection of strong modules is well-founded for the reverse of
inclusion, equivalently of which every strong module is robust, corresponding to [HR94] class of
completely decomposable structures). Indeed we provide examples of founded, resp. co-founded,
non (< 3)-reconstructible tournaments of which every module is selfdual.

We consider a set A, of labels, endowed with an involution A — A\*. A (reversible) A-2-structure, of vertex set V/, is
amapping 2 : V.2 — A defined on the set of ordered pairs of distinct vertices, satisfying 2(y, z) = (A(z,y))*. We
denote by A the set of non-selfdual labels, i.e. of these A € _/>\ such that A* # A. An arc of a A-2-structure 2 is an
ordered pair (z,y) of distinct vertices such that 2(x,y) € A, (or A(y,z) # A(z,y)). Given a non-selfdual label
X € A, a A-tournament is a 2-structure of range included in {\, \*} ; a A-linear structure is one of which the vertex set
is linearily strictly ordered by 2A(x,y) = A. A modular partition of a 2-structure is a partition of its vertex-set such that
the label of an ordered pair (x, y) transverse to this partition depends only on the ordered pair of classes of = and y,
yielding a quotient structure, of which the vertices are the classes of the partition. A module is a set of vertices empty or
occurring as a class of a modular partition. A 3-vertex 2-structure is a peak, resp. a flag, if this is a non-tournament
admitting a 2-vertex tournament quotient, resp. if its three unordered pairs of vertices are pairwise non-isomorphic. A

2-structure is arc-connected if the simple graph defined on its vertex set by 2(z,y) € A is connected.

A 2-structure is prime if it is indecomposable (its only modular partitions are the coarse and the discrete ones) and has
more than two vertices. A nonempty 2-structure is basic if it is prime or linear or constant. Each nonempty 2-structure
2 admits a finest basic quotient. The structure is robust if the corresponding modular partition is not coarse or the
vertex set is a singleton, in which case the classes of this partition are the components of 2 and the quotient is the frame
of 2. A structure with a prime quotient admits this frame as unique prime quotient.

The dual of a 2-structure 2 is the structure 20* with the same vertex set given by A*(z, y) = A(y, ). Then A is selfdual
if it is isomorphic to A*. The neutral uniformisation of a 2-structure 2 is the structure 2( obtained from 2{ by identifying

all selfdual labels. If this neutral uniformisation 2l has a prime quotient then the structure obtained from it by reversing
all arcs transverse to its components is the pseudodual of 2.
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_>
Definition 1 (F3-special structure) A A-2-structure A is A-special, for a label A € A, if it satisfies the two points
below. Say that 2l is special if it is A-special for some \.

1. A is arc-connected, peak-free and admits a prime quotient.
In this case, its neutral uniformisation 2 too has these three properties.
2. Each component of 2 is a A-tournament and no arc of any flag is transverse to such components.

Definition 2 (F3-specific substitution) Say that a substitution B[, : v € V| of nonempty structures along a
nonempty non-singleton structure is specific if it satisfies oneof the following three properties :

1. B is constant ;
2. 'B is prime non-special ;

_>
3. there is a non-selfdual label A € A for which one of the two properties below is satisfied, in which case the
substitution is said to be \-specific :

(a) ‘B is A\-linear and one of the two properties below is satisfied :
i. B is finite and the summands 2., are pairwise isomorphic A-tournaments ;
ii. A. between any two \-tournament summands there lies a non \-tournament summand,
B. each non \-tournament summand fails to have any non-coarse A-linear quotient ;
(b) B is prime and \-special and the following two properties are satisfied :
i. the summands are \-tournaments,

ii. there exists an isomorphism ¢ : B — %*75, from ‘B onto its pseudodual, such that for each vertex
v €V of B, Ay is isomorphic to A, (in particular *B is self-pseudodual, i.e., isomorphic to its
pseudodual).

Definition 3 The class of nonempty short reversible A-2-structures is the closure of the class of singleton A-2-structures
under substitutions along basic structures.

Theorem 1 The class of nonempty short F3-reconstructible reversible A-2-structures is the closure of the class of
singleton A-2-structures under specific substitutions.

Remark 1 For a A-special structure 2 to be Fs-reconstructible it suffices that its components be ¥ s-reconstructible

and that 2 be isomorphic to a particular F3-binom, viz. to its pseudodual A*F, which is its unique binom, besides itself.
if A is prime. Note that the components are \-tournaments ; if the structure 2l is short then they are Fs-reconstructible
if and only if their modules are all selfdual.
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Many beautiful results and conjectures in the 1970’s and 1980’s concern extremal and symmetry properties of finite
set systems and, in particular, the finite Boolean lattice B(n). This presentation concerns two types of questions, the
second of which Maurice Pouzet and his collaborators studied extensively.

First, in the 1970’s, Peter Frankl raised a number of questions about families of subsets of a finite set. Here is one
posed by Daykin and Frankl [3] concerning the minimum width w(C) of a convex subset of B(n).

’LU(C) > (UI,T/LQJ) )

Conjecture 1. For any nonempty convex subset C of B(n), W 2~

(Recall that C is convex in B(n) if whenever X, Y € C with X C Z C Y then also Z € C.) We made little progress on
the general conjecture beyond small cases but D. Howard, I. Leader and D. Duffus were able to show that Conjecture 1
holds for binary downsets in B(n) [4]. (For A, B C [n], the binary order is given by A <, B if max(AAB) € B.
A downset of B(n) whose elements constitute an initial segment of 5(n) with the binary order is a binary downset.).
Also, it is not difficult to show that among all d-element downsets in B(n), the binary ones maximize the number of
comparabilities and, so, minimize the incomparabilities. Since we are inclined to support Conjecture 1, it is natural to
conjecture the following [4] (also proposed by J. Goldwasser [7]).

Conjecture 2. Among all d-element downsets in B(n), the binary d-element downset has minimum width.

We considered properties of convex families in 3(n) that might help us to understand the relationship between width
and size, in particular, partitions of convex families by width-many chains. Given elements x < y in a partially
ordered set X, write x < y (and say y covers x) if y is an immediate successor of x. A chain C' in X is skipless if
x < yin C implies z < y in X. A partition of X into a family of chains is a Dilworth partition if there are w(X)
chains in the family. For brevity, call a Dilworth partition of X into skipless chains an SD-partition of X.

Theorem 1. [4] Every convex subset of B(n) has an SD-partition.

Still thinking about convex sets, B. Sands and D. Duffus became interested in covers of convex subsets of B(n) by
small families of intervals: given X CY C [n], [X,Y] = {Z|X C Z C Y} is the interval determined by X and Y. Tt
is obvious that if a convex family C in 3(n) has r minimals and s maximals, it can be covered by r- s intervals. One can
construct a convex family in a Boolean lattice that requires that many, as Frankl observed. What happens if we focus
attention on convex subsets of B(n) defined by levels? For 1 < k <1 < n,let B(n;k,l) ={S C[n] |k <|S| <}.

We rediscovered a result of Voigt and Wegener [16]: B(n;k,[) can be covered by the minimum possible number,
max((}), (7)), of intervals. We investigated finite distributive lattices D and found that an analogous result holds for
convex subsets determined by the atoms and coatoms of D and have a conjecture for the smallest covering families of
intervals determined by any two levels of D [5].

Keywords: Boolean lattice, convex family, Sperner property, quotient; AMS Subj [2020]: 06A07
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The second type of problem concerns preservation of the Sperner property, the strong Sperner property, rank uni-
modality, rank symmetry and the existence of symmetric chain decompositions (SCDs) in quotients of B(n). (See [1]
for definitions.) Stanley [13, 14, 15] is concerned with quotients of a partially ordered set P defined by subgroups
of the automorphism group of P. Pouzet [10] and Pouzet and Rosenberg [11] study more general quotients on P
defined by hereditary equivalences with ordering induced from that on P. The new ordered set is called the age of the
equivalence on P. The main tools in Pouzet’s work are linear algebraic as is the case with Stanley’s papers though he
also employs methods from algebraic geometry.

These papers settled many of the questions about preserving symmetry properties with a couple of notable exceptions.
First, the existence of SCDs does not follow from their general theorems — both Stanley and Pouzet have raised several
specific questions and it is possible that all quotients 3(n)/G by subgroups G of S,, have SCDs [2]. Progress has been
slow (see, for instance, [17] and [6]). (Stanley gives an interesting explanation why linear algebra does not provide us
with SCDs — see Section 7 in [13]).

Another question that has survived is whether the collection of all downsets of B(n), again ordered by containment,
has the Sperner property. This partially ordered set is a distributive lattice, in fact, is the free distributive lattice F'D(n)
on n generators and is a sublattice of B(2™). It does not appear that F'D(n) can be obtained from B(2™) as a quotient
defined by a subgroup of Sa» or as the age of a hereditary equivalence. However, one can show that F'D(n) can be
obtained by a series of n “compressions” applied to the subsets of B(n), where B(n) is labelled by [2"] using the
binary order. We want to see if the linear algebraic approach used by Pouzet and Rosenberg [11] can be applied in
conjunction with these compressions to find families of disjoint chains in F'D(n), which would imply that F'D(n) has
the Sperner property.

It is interesting to note that the maximum size of an antichain in F'D(n) determines the chromatic number of an
iterated arc graph (see Theorem 3 in [12]). Were F'D(n) known to be Sperner and rank unimodal, its width would be
the number of downsets in B(n) of size 2"~1 This has been verified for n < 6 and has been conjectured for all n [9].
It would be (more than) enough to show that F'D(n) has a symmetric chain decomposition.
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ABSTRACT

We study logics which model the passage between an infinite sequence of finite models to an
uncountable limiting object, such as is the case in the context of graphons. Of particular interest is
the connection between the countable and the uncountable object that one obtains as the union versus
the combinatorial limit of the same sequence.

Keywords logics for structural convergence - graphon - Chu order

1 Introduction

First order logic (FOL) is an epitome of mathematical elegance, with semantics and syntax perfectly matched through
the Completeness Theorem, as well as strong properties such as Compactness (a consequence of Completeness) and the
Lowenhiem-Skolem theorems. It is very useful for discrete mathematics of infinite models, such as algebra or infinite
graph theory. The situation changes when one needs to step out either in the direction of the continuity, such as in
mathematical analysis, or in the direction of finite models, such as frequently studied in computer sciences. For the
former, the first order logic is not expressive enough, as even the simple idea of convergence is not expressible in FOL,
and for the latter, FOL is too expressive and far from being decidable. In either case, one needs to change the approach
if wanting to use logic in these applications. Something has to give either from the syntax or from the semantics side,
since there are theorems which basically characterise FOL as the only logic with the properties given above.

One way of increasing the expressibility of FOL is to go through the realm of so called “strong" logics, while a
way to bound its expressibility is to go through “weak" logics. Strength is often obtained by increasing the syntactic
ability through a more permissive use of quantifiers or connectives, while weakening FOL may go through guarding
or fragmenting. The notions of weakness and strength can be made formal using the idea of Chu transform (see [1]).
Another way of changing FOL is to consider finite models.

Even though the Chu order between logics is far from being linear, we do obtain an image of discrete mathematics and
finite structures being on the one side of FOL and the continuous mathematics being on the other. So, the finite and the
continuous are firmly distinguished in the world of logic, just as they have been classically distinguished in the world of
mathematics. However, in the world of mathematics, this distinction, at least in the context of certain mathematical
structures, such as graphs, has been bridged by recent developments of various kind of combinatorial limits, including
graphons [2]. The main new idea here is that rather than considering a single finite graph, one considers an infinite
sequence of graphs of increasing sizes. Through a conveniently chosen notion of convergence for such a sequence, one
arrives to a continuous representation of the limit in the form of a measurable function, a graphon.

The discovery of graphons has revolutionised the way that discrete and continuous mathematics communicate and has
had many applications, from theoretical computer sciences to statistical physics. Yet, this development has not yet been
understood from the point of view of logic, which is a strong motivation to what we propose to do.
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2 Abstract logics that deal with countable sequence of finite models.

For simplicity we shall only deal with models of relational vocabularies 7 and, for this abstract, the reader may
concentrate on graphs. We let £, ,(7) be the set of all FOL formulas obtained from 7.

Definition 2.1 A logic is a triple of the form £ = (L,|=¢,S) where |=¢C S x L and S comes with a notion of
isomorphism, usually understood from the context. We think of L as the set or class of sentences of £, S as a set or
class of models of £ and of =g as the satisfaction relation.

We shall deal with several versions of the following idea, going back to the work of Karol Carp [3] on chain logic :

Definition 2.2 A sequence model consists of a model 2 of T and an increasing sequence (A,, : n < w) of finite models
of T whose union is the universe A of .

Our logics (L, =g, S) will usually have L which is a subset of the set of sentences of L, ., (7), but they will mainly
differ by what we consider to be S and how the notion of |= is defined. We give several examples.

Definition 2.3 e This is an instance of Karp’s chain logic. Here S is formed of all sequence models but the
notion of |= is changed to |=°, where for a sentence ¢ of L, the notion 2 |=° is defined by induction of
complexity of p. Everything is the same as in the Tarski’s definition of |=, except in the case of the existential

quantifier, where we have
A =° (3x)y iff for some n, Ay, = (3x)9p.

o This is an example coming from the theory of graphons. It is given approximately since a proper development
requires space. Here we consider for S only those models 2l obtained from sequences G of graphs that
converge in the cut metric, and hence (by the theory developed in [2]) each of them uniquely defines a graphon

I'(G). For L we take those FOL sentences that are transferrable to graphons (a typical example would be a
sentence bounding the homomorphism density t(F, A,,) for a fixed graph F'). Then we define

A iff T(G) .

e This is an example coming from the work of NeSetril and Mendez (see [4] for the history and a didactic
development), where the notion of first-order convergence of a sequence of finite first order structures is
defined which to appropriate sequences of first order finite models A associates a measure 4. We can define
L = L, (1), S to be the family of all models 2 obtained from sequences A of structures that converge in
first-order convergence and then define the satisfaction relation by

A piff /s 1k (p)du,
where the notions S and K () need to be properly defined.

The idea in all the examples is that there is a non first-order element required to determine the truth in a countable
model: the knowledge of an infinite sequence, a measurable function or a measure. The talk will give a variety of
results about these and other similar logics, for example with respect to the Chu order. It will investigate the implication
between the position in the Chu order and the information carried through to the countable model 2 and will explore
the connection between this countable model and the uncountable structural limit in the cases that the latter is defined.
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This talk is in honour of Maurice Pouzet’s 75 birthday, who from our very first meeting in Lyon (in the 80’s)
was able to pass on me his passion for ordered sets theory.

ABSTRACT

A cocomparability graph is a graph whose complement admits a transitive orientation. An interval
graph is the intersection graph of a family of intervals on the real line. In this work we investigate
the relationships between interval and cocomparability graphs. This study is motivated by recent
results [1, 2] that show that for some problems, the algorithm used on interval graphs can also be
used with small modifications on cocomparability graphs. Many of these algorithms are based on
graph searches that preserve cocomparability orderings.

First we propose a characterization of cocomparability graphs via a lattice structure on the set of their
maximal cliques. Using this characterization we can prove that every maximal interval subgraph of a
cocomparability graph G is also a maximal chordal subgraph of G. Although the size of this lattice of
maximal cliques can be exponential in the size of the graph, it can be used as a framework to design
and prove algorithms on cocomparability graphs. In particular we show that a new graph search,
namely Local Maximal Neighborhood Search (LocalMNS) leads to an algorithm to find in linear
time a maximal interval subgraph of a cocomparability graph which improves on the current state of
knowledge. Although computing all simplicial vertices is known to be equivalent to the recognition
of triangle-free graphs or boolean multiplication, see [3, 4], we will show that our structural insights
in cocomparability graphs together with the definition of a new graph search, allow us to achieve
linear time on this class of graphs.

Keywords: (co)-comparability graphs, interval graphs, posets, maximal antichain lattices, maximal clique lattices,
graph searches.

This work [5] is devoted to the study of cocomparability graphs, which are the complements of comparability graphs. A
comparability graph is simply an undirected graph that admits a transitive acyclic orientation of its edges. Comparability
graphs are well-studied and arise naturally in the process of modeling real-life problems, especially those involving
partial orders. For a survey see [6, 7]. We also consider interval graphs which are the intersection graphs of a family of
intervals on the real line. Comparability graphs and cocomparability graphs are well-known subclasses of perfect graphs
[6]; and interval graphs are a well-known subclass of cocomparability graphs [8]. Clearly a given cocomparability
graph G together with an acyclic transitive orientation of the edges of G (the corresponding comparability graph) can
be equivalently represented by a poset Pg; thus new results in any of these three areas immediately translate to the
other two areas. In this paper, we will often omit the translations but it is important to keep in mind that they exist.

A triple a, b, ¢ of vertices forms an asteroidal triple if the vertices are pairwise independent, and every pair remains
connected when the third vertex and its neighborhood are removed from the graph. An asteroidal triple free graph (AT-
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free for short) is a graph with no asteroidal triples. It is well-known that AT-free graphs strictly contain cocomparability
graphs, see [6].

A classical way to characterize a cocomparability graph is by means of an umbrella-free total ordering of its vertices.

In an ordering o of V(G), an umbrella is a triple of vertices x, y, z such that x <, y <, z, zy, yz ¢ E(G), and
zz € E(G).

It has been observed in [9] that a graph is a cocomparability graph if and only if it admits an umbrella-free ordering.
We will also call an umbrella-free ordering a cocomp ordering. In a similar way, interval graphs are characterized by
interval orderings, where an interval ordering o is an ordering of the graph’s vertices that does not admit a triple of
vertices x, y, z suchthatz <, y <, z, zy ¢ E(G), and zz € E(G). (Notice that an interval ordering is a cocomp
ordering).

This work studies the relationships shared by interval and cocomparability graphs and is motivated by some recents
results:

e For the Minimum Path Cover (MPC) Problem (a minimum set of paths such that each vertex of GG belongs to
exactly one path in the set), Corneil, Dalton and Habib showed that the greedy MPC algorithm for interval
graphs, when applied to a Lexicographic Depth First Search (LDFS) cocomp ordering provides a certifying
solution for cocomparability graphs (see [1]).

e A linear-time algorithm to compute a maximal matching for cocomparability graphs by Mertzios et al [10],
based on a similar idea : preprocessing via a LDFS cocomp ordering. Other results within this framework can
be found in [11].

e For the problem of producing a cocomp ordering (assuming the graph is cocomparability) Dusart and Habib
showed that the multisweep Lexicographic Breadth First Search (LBFS)™ algorithm to find an interval ordering
also finds a cocomp ordering ([2]). Note that O(]V (G)|) LBFSs could be used in the worst case to guarantee
these results.

For all these results the algorithm for cocomparability graphs is an easy extension of some algorithm already proposed
for intervals graphs. Easy algorithmic extensions but a new proof is always needed and sometimes is quite involved.
From this remark, natural questions arise:

e Do cocomparability graphs have some kind of hidden interval structure that allows the “lifting” of some
interval graph algorithms to cocomparability graphs?

e What is the role played by graph searches LBFS and LDFS and are there other searches/problems where
similar results hold?

e What is the meaning of the greediness of all these algorithms?

As mentioned previously, interval graphs form a strict subclass of cocomparability graphs. It is also known that every
minimal triangulation of a cocomparability graph is an interval graph [12, 13]. We show that we can equip the set of
maximal cliques of a cocomparability graph with a lattice structure where every chain of the lattice forms an interval
graph. Note that an old Theorem by Gilmore and Hoffman states that a graph G is an interval graph if and only if the
maximal cliques of GG can be linearly ordered so that for every vertex x, the cliques containing = appear consecutively.
Thus, through the lattice, a cocomparability graph can be seen as a special composition of interval graphs.

In particular, given a cocomparability graph G with P a transitive orientation of G, the lattice M.A(P) is formed on
the set of maximal antichains of P (i.e., the maximal cliques of G). A graph H = (V(G), E(H)) with E(H) C E(G)
is a maximal chordal (respectively interval) subgraph if and only if H is a chordal graph and VS C E(G) — E(H),
S #£0,H = (V(G),E(H)U.S) is not a chordal (respectively interval) graph. We finally prove that every maximal
interval subgraph of a cocomparability graph is also a maximal chordal subgraph.

Going back to graph searches, we can use the theory previously developed on the lattice M.A(P). We present an
algorithm Chainclique which on input a graph GG and a total ordering o of V' (G) returns an ordered set of cliques that
collectively form an interval subgraph of G. We then introduce a new graph search (LocalMNS) that is very close to the
classical Maximal Neighborhood Search (MNS) see [14] for a reference, which is a generalization of MCS, LDFS and
LBFS. We show that Chainclique with o being a LocalMNS cocomparability ordering of G returns a maximal interval
subgraph of the cocomparability graph G this algorithm also gives us a way to compute a minimal interval extension of
a partial order. We also uses Chainclique to compute in linear time the set of all simplicial vertices in a cocomparability
graph.
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ABSTRACT

We survey three types of ordered differential fields with infinitely large and small elements: Hardy
fields, transseries, and surreal numbers.

1 Introduction

Are there infinities that are “larger” than others? If so, how to carry out computations with infinite quantities, like
00 + 00, 300 — 00, 002, 00>°? The mathematical study of this kind of questions started during the end of the Lot
century.

)

On the one hand, Cantor introduced ordinal and cardinal arithmetic [6, 12], which allowed him to quantify the “size’
of an infinite set. Slightly anterior to Cantor’s work, but less well known, du Bois-Reymond [?, 9, 10] developed a
“calculus of infinities” to deal with growth rates of real functions in one variable, representing their “potential infinity”
by an “actual infinite” quantity.

At first sight, Cantor’s discrete infinities (generalizing natural numbers) and du Bois Reymond’s growth orders
(generalizing real numbers) are of a very different nature. We will survey the subsequent developments of these theories
and recent progress towards their ultimate unification [2].

2 From ordinals to surreal numbers

Ordinal numbers can be regarded as a generalization of natural numbers, where we are “allowed to count beyond all
numbers that we already constructed”:

0,1,2,3,...,w,w+1,...,w-2,w-241,... W’ +1,..., 0% . w ...

In Conway’s theory of surreal numbers [7, 19], we may also construct numbers between already known numbers: given
two sets L < R of surreal numbers, there exists a simplest surreal number { L|R} with L < {L|R} < R. This theory
naturally extends Cantor’s theory of ordinal numbers:

0={},1={0[},2=1{0,1]},...,w={0,1,...[hw+1={0,1,....w|},...

More interestingly, arithmetic operations on surreal numbers can be defined in a surprisingly elegant way, after which
the class No of all surreal numbers turns out to be a totally ordered real closed field that contains R. For instance:

1 1 11

-1={]0}, w—-1={0,1,...|w}, 3 {0|1}, w:{0|""4’2’1}’

An interesting question is which other real calculus operations “naturally” extend to the surreal numbers. For instance,
Gonshor defined an exponential on No with the same first order properties as the usual exponential [13]. More recently,
Berarducci and Mantova showed how to define a derivation with respect to w on No [4].
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3 Growth orders

Du Bois-Reymond’s ideas were put on a firm bases by Hausdorff [16] and Hardy [14, 15]. Hardy introduced the set of
“logarithmic-exponential functions” such as

ex+(10g )24z + (log x)log(m—ﬁ-&—?)) + 210g z/ log logw-

He proved the remarkable fact that the set of germs of such functions at infinity form a real closed differential field.
This was later generalized by Bourbaki [5], who defined a Hardy field to be any field of germs at infinity that is stable
under differentiation.

Another formal direction of generalization is to consider so-called “transseries”, which are infinite logarithmic-
exponential expressions such as

@

. " +2< 465+ e +22 465+
©ige® 1ge¥ . € z 0 e ™ 1 1 1
ee+x+wg+ + + - +'_.+exloglogz+7_|_72+73+._.'
T T T

Transseries were introduced independently by Dahn—Géring [8] and Ecalle [11], and their theory was further developed
in [17, 18, 1]. Again, it turns out that the class of all transseries forms a totally ordered differential field.

4 H-fields

We have now seen three types of real closed differential fields with infinitely large quantities: the surreal numbers,
Hardy fields, and the field of transseries. In each of the three cases, it turns out that the derivation and the ordering
satisfy additional compatibility properties like y > R = ¢’ > 0. The notion of an “H-field” captures the most obvious
common first order properties of this kind.

The field of transseries T also satisfies several less obvious first order properties such as the intermediate value
theorem [18]: given a differential polynomial P € T[Y,Y”,..., Y] and u < v in T with P(u)P(v) < 0, there exists
ay € (u,v) with P(y) = 0. An H-field is said to be “H-closed” if it satisfies this and a few other closure properties.
The main result of [1] is that the elementary theory of T is completely axiomatized by the axioms of H-closed H-fields.
Moreover, we proved a quantifier elimination theorem for a natural expansion of this theory.

The language of H-fields allows us to make the relations between surreal numbers, Hardy fields, and transseries more
precise. For instance, the ordered differential field of surreal numbers No is elementary equivalent to T [3]. We
conjecture that the same holds for all maximal Hardy fields. We also conjecture that there exists a natural isomorphism
between No and a suitable field Hy of “hyperseries”—a generalization of transseries with functions such as the
solution of E,(z + 1) = exp E,,(x). We refer to [2] for detailed statements and partial results.
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ABSTRACT

Two structures are called siblings, or equimorphic, if each embeds in the other. If they are infinite,
these structures need not to be isomorphic. Yet finite substructures often play a large role in
determining what these equimorphic structures are.

The main objective is to understand these equimorphic structures. In this direction a first step is often
simply the ability to count them, and there two main conjectures relating the notions of equimorphy
and isomorphy for infinite structures which are the motivation for this talk.

I will review some results obtained by Maurice and the Calgary group of Norbert Sauer, Robert
Woodrow and myself during the last several years.

Keywords Graphs, trees, relational structures, equimorphy, isomorphy.

Summary

A sibling of a given (relational) structure R is any structure S which can be embedded into R, and vice versa. If
R is finite, there is just one sibling. The famous Cantor-Bernstein-Schroeder Theorem states that this is the case
even for infinite sets, structures in a language with pure equality: if there is an injection from one set to another and
vice-versa, then there is a bijection between these two sets. The same situation occurs in other (categorical) structures
such as vectors spaces, where embeddings are linear injective maps. But, as expected, it is not in general the case that
equimorphic structures are isomorphic.

Thus, let sib(R) be the number of siblings of R (in its category), these siblings being counted up to isomorphism. There
are a few main conjectures at the center of this investigation.

The first one is the Bonato - Tardif conjecture, often referred to as the Tree Alternative Conjecture.

Conjecture [Bonato - Tardif 06]
Any tree 7' has either infinitely many twins, or none.
That is sib(T) = 1 or sib(T') > Ro.

Here, trees are connected (undirected) graphs without any cycle. Bonato and Tardif proved that the conjecture holds for
rayless trees, that is trees not containing an infinite path (also called a ray).

In 2009, Tyomkyn proved that the tree alternative property for rooted trees. At the same time he conjectured a simple
characterization for locally finite trees having infinitely many siblings.

Conjecture [Tyomkin - 09]
sib(T) > N for every locally finite tree 7" having a non-surjective embedding, except only for the infinite path.

In [5], we verified the Bonato -Tardif conjecture in the case of scattered trees (that is trees not containing a subdivision
of the binary tree), and the Tyomkin conjecture in the case of locally finite scattered trees.
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A related conjecture was proposed by Thomassé around 2000 regarding countable relational structures made of at most
countably many relations.

Conjecture [Thomassé - circa 2000]
If A is a countable relational structure, then sib(A) = 1, R, or 280,
A “special’ case is that sib(A) = 1 or sib(A) > R for any relational structure .4 (countable or not).

The above conjectures are connected through the following subtle observation. Every sibling of a connected graph is
connected, just in case G & 1, the graph obtained by adding to GG an isolated vertex is not a sibling; in particular every
sibling of a tree 1" (as a binary relational structure) is a tree if and and only if 7" & 1 is not a sibling of T'. Hence, for
a tree T not equimorphic to 7' @ 1, the Bonato-Tardif conjecture and the special case of Thomassé’s conjecture are
equivalent. On the other hand, if a tree 7" is equimorphic to 7" & 1, the number of siblings of 7" is infinite and hence the
special case of the Thomassé conjecture holds for those trees, and yet we do not know if the Bonato-Tardif conjecture
holds.

The special case for graphs was considered by Bonato et al in [1], who proved it for rayless graphs. However both full
cases of these conjectures remain unsolved for graphs, even in the case of loopless undirected graphs, and even for trees.

We verified the full conjecture for countable chains in [7], and the special case for any chain.

Further investigations of this conjecture naturally lead into the the structure of the automorphism group of the relational
structure. One important case is when that group is oligomorphic, that is the number of orbits of n-element subsets of
the base set is finite for every integer n.

In [6], we showed that the number of siblings of a countable relational structure with an oligomorphic automorphism
group is either one or infinite. Moreover it is one exactly when the structure is finitely partitionable, that is there is a
partition of the domain of the structure into finitely many blocks such that every permutation preserving each block is
an automorphism of the structure. This generalizes a result of Hodkinson & Macpherson in [4] .

We will discuss these results, give some indication of the tools involved in their proofs, together with some recent
directions and open problems.
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ABSTRACT

Traditionally, the trees studied in infinite graphs are trees of height at most w, with each node adjacent
to its parent and its children (and every tree branch inducing a path or a ray). However, there is also a
method, systematically introduced by Brochet and Diestel, of turning arbitrary well-founded order
trees 1" into graphs, such that every 7T-branch induces a generalised path in the sense of Rado. In
this talk I will give a gentle introduction to this method and then describe three recent applications
of order trees to infinite graphs, with relevance for well-quasi orderings, normal spanning trees and
end-structure, the last two solving long-standing open problems by Halin.

Keywords Normal tree orders - normal spanning trees - well-quasi orderings - minor antichains

1 Overview

Given an order tree (T, <), we say that a graph G = (V| E) is a T-graph if V' = T, the ends of any edge e = t¢’ are
comparable in T, and the neighbours of any ¢ € T are cofinal in [t]| := {t' € T: ¢’ < t}. A T-graph G is sparse
if the down-neighbourhood N, (t) := N(t) N [¢] of any node ¢ is of order type cf ([¢]). These concepts have been

introduced by Brochet and Diestel in [1]. The purpose of this contribution is to describe three recent applications of
these 1'-graphs.

If a graph G is (isomorphic to) a T-graph for some order tree (T, <), we say that (T, <) is a normal tree order for G.
Not all graphs admit a normal tree order (consider an uncountable clique where every edge has been subdivided once)
and it is an open problem to characterise the graphs which do.

Much more is known about which graphs admit a normal tree order (T, <) where (T, <) is a graph-theoretic tree (i.e.
an order tree of height at most w). In this case, 1" is called a normal spanning tree of G. This concept is due to Jung [2],
who also offered a first characterization of graphs admitting a normal spanning tree. Another characterization has been
conjectured by Halin [3]: Recall that a graph G has countable colouring number if there is a well-order on V(G) such
that every vertex has only finitely many neighbours that precede it in this well-order.

Conjecture 1 (Halin). A connected graph G has a normal spanning tree if and only if every minor of G has countable
colouring number.

As the first result, I will describe a recent proof of this conjecture [4]. Even though the statement is about normal
spanning trees, the proof uses the theory of normal tree orders in its full generality.

From Halin’s conjecture, one obtains a forbidden minor characterization of the graphs admitting a normal spanning tree.
Diestel and Leader have asked to classify the minor-minimal forbidden graphs in this list [5].

Problem 2 (Diestel and Leader). Classify the minor-minimal forbidden graphs for the property of having a normal
spanning tree up to minor-equivalence.

Generalising the constructions of Thomas and Komjath that uncountable graphs are not well-quasi-ordered under the
minor relation, as the second application I will describe a construction showing that any such list of forbidden minors
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consistently contains arbitrarily large graphs, and in fact contains arbitrarily large antichains [6, 7]. These antichains
consist of T'-graphs for certain families of trees of height w + 1, using a topological idea of Stone about Baire spaces of
uncountable weight from [8].

Finally, as the third application, a completely different topic: An end of a graph G is an equivalence class of rays, where
two rays R and S of G are equivalent if and only if there are infinitely many vertex disjoint paths between R and S in
G. The degree deg(e) of an end ¢ is the maximum cardinality of a collection of pairwise disjoint rays in e, which is
well-defined by Halin [9].

Given a family R = (R;: i € I) of disjoint equivalent rays R; in a graph G, we call a graph H on I a ray graph of R
in G if there exists a family P of independent R-paths' such that for each edge ij € H there are infinitely many disjoint
R;—R; paths in P. In [3], Halin proposed the following conjecture, with the aim of achieving a better understanding the
combinatorics behind ends of large degree.

Conjecture 3 (Halin). For every end € of a graph G there is a degree witnessing collection R of disjoint rays in € with
a connected ray graph.

Halin’s conjecture is trivially true for ends of finite degree, and has been proven by Halin himself for ends of countable
degree (the so-called Halin’s grid theorem). Despite numerous attempts, no further progress in Halin’s conjecture has
been made up to now. Let HC'(x) be the statement that Halin’s conjecture holds for all ends of degree k.

Recently, we have clarified the truth of HC'(k) for the first cardinals as follows [10]: HC(Ry) fails, HC(X,,) holds for
all 2 < n < w, HC(X,41) fails again, and HC(R,,1,,) for n € N with n > 2 is undecidable in ZFC. I will give an
impression of our counterexamples which are built on certain T-graphs — in the case of HC'(X;) on a certain Aronszajn
tree T, and in the case of HC(X,,4,,) on T-graphs arising from scales as in Shelah’s pcf-theory.
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SYNCHRONOUS PROGRAMMING OF REAL-TIME SYSTEMS or
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Marc Pouzet
DIENS,
Ecole normale supérieure
45 rue d’Ulm, 75230 Paris
Marc.PouzetQens.fr

ABSTRACT

Large size and complex software now critically control and command airplanes, trains, cars and
nuclear plants. This software interacts in real-time with a physical environment and is submitted to
the highest certification standards because a bug can make the whole system crash.

Synchronous programming was introduced in the eighties to develop these software in a rigourous
manner. It was the foundation of several languages and tools, in particular the language Lustre
invented by Caspi and Halbwachs. Lustre introduced the idea that a dedicated programming language,
manipulating infinite streams and stream functions would allow to express directly the mathematical
models of control theory, to simulate and verify them, and to translate them into executable code. This
idea, radical for the time, was imposed in the development of most critical software. For example,
Scade, a direct descendent of Lustre, is now used routinely to develop the most critical control
software in airplanes, for example.

Synchronous programming is a perfect example of the fruitful collaboration between engineering
practice of control systems, pure and applied mathematics, informatics and the science of software.
In this talk, we will come back to the origin of Lustre, the link with the data-flow language Lucid and
why synchrony was key for real-time programming. We will show some of the dedicated type systems
that are incorporated in compilers like Scade to ensure important safety properties like determinacy
and the ability to generate code that execute in bounded time and space. We will present some recent
results, in particular the development of a formally verified Lustre compiler and the extension to deal
with systems that mix discrete time and continuous time.
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ABSTRACT

A relational structure U with U as set of vertices is homogeneous if every isomorphism of a finite
induced substructure of U to a finite induced substructure of U extends to an autormphism of U.
See [1]. The relational structure U is indivisible if for every colouring function v : U — 2 there
exists an embedding f of U into U for which - is constant on the image of f. It turns out that the
property of being indivisible for a homogeneous relational structure U is a property of the action
of the automorphism group of U. Giving rise to a theory of indivisible subgroups of the symmetric
group of a countable infinite set U. In my talk for the ALGOS 2020 meeting and for the occasion of
Maurice Pouzet is 75, I will discuss this situation as well as provide some results and their relation to
the existing literature.

Keywords Groups acting on a countable infinite set - homogeneous structures - partition theory.

1 Embeddings, partitions, groups and homogeneous structures

Let U be a countable infinite set and let G be a subgroup of the symmetric group &(U) of U. A function f of U into
U is in the closure of G relative to the pointwise-convergence topology if for every finite subset F' of U there exists
a function g € G which agrees with the function f on the set F'. Note that such a function f has to be an injection
and will be called an embedding of G. A copy of the group G is the image of an embedding f of G. Then g € G to
fogo f~lisagroup action isomorphism. The group G is closed if every bijection of U which is in the closure of G is
an element of G. The closure of G is the group G consisting of all embeddings of G which are bijections of U. The
group G is indivisible if for every colouring function v : U — 2 there exists an embedding f of G into G for which 7 is
constant on the image of f. For details on the following facts see [2],[3] and [4]. The group G is closed if and only if
there exists a homogeneous relational structure U on U whose automorphism group is G. The group G is indivisible if
and only if its closure is indivisible. A function f is an embedding of G if and only if it is an embedding of the closure
of G. If U is a homogeneous relational structure on U then f is an embedding of U if and only if it is an embedding of
the automorphism group of U. The homogeneous structure U is indivisible if and only if the automorphism group of U
is indivisible.

Investigating the indivisibility property of a subgroup G of G(U) and related properties such as weak indivisibility, age
indivisibility, Ramsey degrees, the structure of its copies as well as the cardinality of the twins of the homogeneous
structures with automorphism group G goes well beyond classical group theory. See [3], [4], [5] and [6] for additional
details. So far, those investigations do not seem to involve any classical group theory beyond elementary definitions.
In this context the small index conjecture as well as the notions of EPPA and amalgamation should be mentioned.
That is: Every subgroup of the automorphism group of the Rado graph of index less than continuum is open in the
pointwise-convergence topology. See Hrushovsky [7] and for connections of those notions with Ramsey theory see [5].
For applications to topological dynamics see for example [8], [9] and [10].

In the talk, the notions for stating some results in the case of the automorphism groups of homogeneous structures of
Henson type, see [11], will be introduced. In particular a necessary and sufficient condition for Henson type homoge-
neous structures to be indivisible will be discussed. See [4]. Special cases of Henson type homogeneous structures are
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for example the Rado graph, the random triangle free homogeneous graph, the K,,-free random homogeneous graph
and the random homogeneous partial order. It is not completely trivial, but does not require an extensive proof, to verify
that the Rado graph is indivisible. Similarly the order structure 7 of the rationals is homogeneous. It is an interesting
exercise to show that it is indivisible. The first deep result due to P. Komjath and V. Rodl, see [12], stated that the
random triangle free homogeneous graph is indivisible.

The action of the group G on the n-tuples of U produces again a subgroup of the symmetric group S(U"™) of U™. That
is of a countable infinite set. Even if the subgroup G of &(U) is of Henson type the action of G on U? is usually not of
Henson type. Hence all of the notions of indivisibility etc. are much more difficult to analyse. For a result of this type
in the case of the Rado graph see [13]. Using set theoretic methods Dobrinen obtained then a deep general result for the
K, -free random graphs, see [14]. See also [15].
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ABSTRACT

We generalize to binary structures a decomposition proposed by Sylvain Guillemot and Daniel
Marx for permutations. We hence propose a measure of complexity, the twin-width of a graph.
Twin-width interplays very nicely with topics popularized by Maurice Pouzet: decompositions based
on homogeneous subsets, complexity of partial orders, free interpretation of relations, linear orders on
vertices of relations, profile of ages, etc. We believe that many future connections can be established
and hope that this talk will be the start of new developments.

1 Introduction

In 2014, Sylvain Guillemot and Daniel Marx proved that detecting a fixed permutation pattern S in a permutation P can
be done in linear time f(.5).| P|. When S is 12345, this amounts to detect a 5-terms increasing subsequence in P, but S
can be much more tricky and many researchers believed before their proof that no f(.S)n° algorithm could solve it for
some fixed c. They invented for this a completely new (decomposition method / dynamic programming) technique,
based on the classical treewidth trick: if P does not contain S, then it admits a decomposition on which we can indeed
efficiently prove that P does not contain S. The engine of their method is the Marcus-Tardos theorem: if ann x n
01-matrix has c.n entries then there is an f(c) partition of its columns C1, ..., Cg(.) and rows Ry, ..., Ry (), each C;
and R; being consecutive subsets, such that every submatrix C; x R; contains a 1 entry (of course f goes to infinity).

Since their approach was reminiscent of tree-width (also, Marcus-Tardos is strikingly close to "large linear degree
implies large clique minor"), they asked for an extension of their method to other structures. We exactly follow their
tracks and propose the notion of twin-width of a graph (and more generally of a matrix). Here are some remarks:

1) Twin-width is easy to define, it corresponds to the maximum degree of errors one can make, starting from a graph
G and iteratively contracting pairs of twins or near-twins (the sequence is called a twin-decomposition). For instance
cographs are the graphs with twin width 0. More generally, bounded rank-width implies bounded twin-width.

2) A graph G has bounded twin-width k if and only if one can enumerate its vertices in such a way that its adjacency
matrix Ag does not have a large partition of its columns C1, ..., Cy(xy and rows Ry, ..., Ry (all parts being consecutive)
such that every submatrix C; x R; is neither vertical (same column vector repeated) nor horizontal (same row vector
repeated).

3) Using 2), one can prove for instance that strict minor closed classes of graphs, posets with bounded size antichains,
strict classes of dimension two posets, strict classes of permutation graphs, all have bounded twin-width. Here "class"
means closed under induced subgraphs.

4) Bounded twin-width is very resilient to operations, like of course taking complement, but also taking squares. For
instance the square of a planar graph (add edges when distance is at most 2) has bounded twin-width. Much more
generally, any first-order interpretation of a bounded twin-width graph has bounded twin width. It follows that for
instance map graphs, or interval graphs with bounded number of lengths have bounded twin-width.
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5) First Order model checking is linear when we have the twin-decomposition. For instance deciding if G' has diameter
at most &, or domination number at most k, or an induced path of length k can be done in f(d, k)n time where d is the
twin width of G (again if we have a decomposition).

6) The class of graphs with twin-width at most d is small, i.e. there are ¢".n! such labeled graphs on the vertex set
1, ..., n. We conjecture that twin-width is exactly the right invariant to describe small classes, that is: a class is small iff
its twin-width is bounded.

7) In view of 6), one can immediately derives that cubic graphs have unbounded twin-width. However, there are some
(Bilu-Linial) cubic expanders with twin width at most 6, hence even for cubic graphs, the separation bounded/unbounded
twin-width is unclear. In particular twin-width is an independent notion of nowhere dense.
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