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ABSTRACT

We perform a multitracer analysis using the complete Sloan Digital Sky Survey IV (SDSS-IV) extended Baryon Oscillation
Spectroscopic Survey (eBOSS) DR16 luminous red galaxy (LRG) and the DR16 emission-line galaxy (ELG) samples in
the configuration space, and successfully detect a cross-correlation between the two samples, and find the growth rate to be
fo§=0.342 + 0.085 (~25 per cent accuracy) from the cross-sample alone. We perform a joint measurement of the baryonic
acoustic oscillation (BAO) and redshift space distortion (RSD) parameters at a single effective redshift of z. = 0.77, using
the autocorrelation and cross-correlation functions of the LRG and ELG samples, and find that the comoving angular diameter
distance Dyi(zesr)/rq = 18.85 £ 0.38, the Hubble distance Dy(zes)/ra = 19.64 £ 0.57, and fo g(zer) = 0.432 £ 0.038, which is
consistent with a ACDM model at 68 per cent CL. Compared to the single-tracer analysis on the LRG sample, the Figure of
Merit of @, «,,, and fo'g is improved by a factor of 1.11 in our multitracer analysis, and in particular, the statistical uncertainty

of fog is reduced by 11.6 per cent.

Key words: cosmological parameters —large scale structure of the Universe.

1 INTRODUCTION

Observations of the large-scale structure of the Universe provide an
essential probe of the physics of the accelerating cosmic expansion,
which was discovered by the observation of Type la supernovae
(Riess et al. 1998; Perlmutter et al. 1999). The clustering analysis
of large-scale structure allows us to measure the cosmic expansion
history and structure growth via signals of baryon acoustic oscil-
lations (BAO) and redshift space distortions (RSD), respectively
(Cole, Fisher & Weinberg 1995; Peacock et al. 2001; Hawkins et al.
2003; Cole et al. 2005; Eisenstein et al. 2005; Okumura et al. 2008;
Percival & White 2009). The BAO, produced by the competition
between gravity and radiation due to the coupling between baryons
and photons before the cosmic recombination, leaves an imprint
on the distribution of galaxies at late times. After the decoupling
of photons, the acoustic oscillations are frozen at a characteristic
scale around ~ 100 ~~'Mpc, which is determined by the comoving

* E-mail: ytwang@nao.cas.cn (YW); gbzhao@nao.cas.cn (G-BZ)

sound horizon at the drag epoch ry. This feature corresponds to an
excess in the two-point correlation function, or a series of wiggles
in the power spectrum (Percival et al. 2001; Cole et al. 2005;
Eisenstein et al. 2005), making BAO a robust observable as a cosmic
standard ruler. Measuring the BAO scale in the radial and transverse
directions provides strong constraints on Hubble expansion rate and
angular diameter distance, respectively. The RSD is produced due to
peculiar motions of galaxies: galaxies tend to infall towards the local
overdensity regions, thus the clustering along the line of sight (LOS)
is enhanced on large scales (Kaiser 1987; Peacock et al. 2001).Thus,
measuring RSD effect sets a constraint on the growth rate of cosmic
structure.

The most precise BAO and RSD measurements to date were re-
ported by the Baryon Oscillation Spectroscopic Survey (BOSS) col-
laboration using the final Data Release 12 (DR12) (Alam et al. 2015),
which contains more than one million galaxies with spectroscopic
redshifts. BOSS achieved a (1.0—2.5) percent BAO measurement
precision and a 9.2 percent RSD precision in the redshift range
of 0.2 < z < 0.75 (Alam et al. 2016), and extracted tomographic
information of galaxy clustering in the past lightcone (Wang et al.
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2017b, 2018b; Zhao et al. 2017b, 2019), which is key for probing
dynamical dark energy (Zhao et al. 2017a; Wang et al. 2018a).
The BOSS DR12 data can provide high-precision constraints on
cosmological parameters (Colas et al. 2020; D’ Amico et al. 2020;
Ivanov, Simonovi¢ & Zaldarriaga 2020; Philcox et al. 2020). The
extended BOSS (eBOSS) project, the sussessor of BOSS, aims to
map the Universe using multiple galaxies at higher redshifts, covering
the redshift range of 0.6 < z < 2.2 (Dawson et al. 2016). It allows
for BAO and RSD measurements at high redshifts, which is crucial
to break degeneracy between key cosmological parameters, e.g. Hy
and 2, (Wang, Xu & Zhao 2017a).

However, the precision of the measurements of galaxy clustering
is restricted by the cosmic variance on large scales due to the
limited volume that a galaxy survey can map, and by the shot noise
on small scales due to the discreteness of galaxies. One potential
way to tackle the cosmic variance is to contrast multiple tracers
of the dark matter field with different biases, i.e. the ‘multitracer’
technique (McDonald & Seljak 2009; Seljak 2009). In the ideal
case with no shot noise, the ratio of overdensities of two tracers
would be independent of the density field of dark matter, then the
measurements of parameters related to the bias parameter can be
immune to the cosmic variance, and thus they can be accurately
determined. For practical applications, the gain from multiple tracers
can be downgraded by various factors including the overlapping
redshift ranges and sky regions, the ratio of biases, the Poisson noise
of the two-point function of each tracer, etc. Multitracer studies of
galaxy surveys have been performed; for instance, Blake et al. (2013)
found a 10-20 per cent improvement on the RSD measurement via
the multitracer analysis of the Galaxy and Mass Assembly survey.
This technique was also applied to analysing the galaxy clustering
in the overlapping region between the BOSS and WiggleZ surveys
(Ross et al. 2014; Beutler et al. 2016; Marin et al. 2016).

The eBOSS survey, which is a part of the Sloan Digital Sky Survey-
IV (SDSS-IV) project (Blanton et al. 2017), used the 2.5-metre Sloan
telescope (Gunn et al. 2006) located at the Apache Point Observatory
in New Mexico. The spectra of samples are collected by the two
multi-object fibre spectrographs (Smee et al. 2013). eBOSS is the
first survey that can simultaneously observe multiple galaxies with
large overlapping areas in a broad redshift range, which is ideal for a
multitracer analysis. In this paper, we present a multitracer analysis
using the final eBOSS DR16 luminous red galaxy (LRG) sample
combined with the high-redshift tail from BOSS DR12 CMASS (for
‘Constant stellar Mass’) sample, dubbed ‘LRGpCMASS’ sample,
and the eBOSS DR16 emission-line galaxy (ELG) sample.

This work is one of a series of papers presenting results based
on the final e BOSS DR16 samples. The multitracer analysis of the
same samples is also performed in Fourier space to complement
this work (Zhao et al. 2020b). For the LRG sample, produced by
Ross et al. (2020), the correlation function is used to measure BAO
and RSD in Bautista et al. (2020), and the analyses of BAO and
RSD from power spectrum are discussed in Gil-Marin et al. (2020).
The LRG mock challenge for assessing the modelling systematics is
described in Rossi et al. (2020). The ELG catalogues are presented
in Raichoor et al. (2020), and analyzed in Fourier space (de Mattia
et al. 2020), and in configuration space (Tamone et al. 2020),
respectively. The clustering catalogue of quasars is generated by Ross
et al. (2020). The quasar mock challenge for assessing modelling
systematics is described in Smith et al. (2020). The quasar clustering
analysis in Fourier space is discussed in Neveux et al. (2020), and in
configuration space in Hou et al. (2020). Finally, the cosmological
implications from the clustering analyses are presented in Alam et al.
(2020).
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Figure 1. The volume density as a function of redshift foreBOSS DR16 LRG
(red), BOSS DR12 CMASS (grey), and eBOSS DR16 ELG (blue) samples.
The distribution in NGC is shown in solid curves and SGC in dashed curves.

We introduce the galaxy samples and mock catalogues used in this
paper in Sections 2 and 3, respectively. In Section 4, we describe the
template of the full shape correlation function, and in Section 5, we
show measurements of the correlation function. The methodology of
parameter estimation and the fitting result are presented in Sections 6,
7,and 8, respectively. We discuss cosmological implications using in
Section 9. Section 10 is devoted to the conclusion. In this paper, we
use a fiducial Lambda cold dark matter (ACDM) cosmology with
parameters: Q, = 0.307, Quh? = 0.022, h = 0.6777, ng = 0.96,
and og = 0.8288. The comoving sound horizon in this cosmology is
riid — 147.74 Mpc.

2 GALAXY SAMPLES

In this section, we briefly describe the e BOSS DR16 galaxy sample
used in the work.

2.1 The eBOSS LRG and BOSS CMASS samples

The target sample of luminous red galaxies was selected from the
optical SDSS photometry DR13 (Albareti et al. 2017) and the infrared
photometry from the WISE satellite (Lang, Hogg & Schlegel 2016).
The final algorithms for target selection and catalogue generation are
described in Prakash et al. (2016) and in a companion paper (Ross
et al. 2020). We use the LRG data of the complete 5 yr of eBOSS in
the redshift range of 0.6 < z < 1.0. Its volume density distribution
as a function of redshift is shown in red curves in Fig. 1. The sky
coverage of eBOSS DR16 LRG is 2475.51 deg? in the north galactic
Cap (NGC) and 1626.80 deg? in the south galactic cap (SGC), which
are shown in red regions of Fig. 2.

In order to correct for observational effects, the eBOSS DR16
LRG catalogue is assigned a set of weights, including weights for
the redshift failure, w,s, close pair due to fibre collisions, w, and
for systematics due to the effect of completeness, the variation of the
mean density as a function of stellar density and Galactic extinction,
Wgys. In addition, the FKP weight to minimize the variance in
the clustering measurement combining regions (Feldman, Kaiser &
Peacock 1994) is added

1

T+ @R W

WEKp =
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Figure 2. Footprint of eBOSS DR16 LRG (red) and ELG (blue), and a combined sample of eBOSS DR16 LRG and BOSS DR12 CMASS (grey) in the NGC

(left-hand panel) and SGC (right-hand panel).

where n(z) is the number density of galaxies, and P, is set to
10000 A—>Mpc?. The total weight applied to each eBOSS LRG is
(Ross et al. 2020)

LRG __
W = WEKP X Wsys X Wep X Wyf. 2)

The eBOSS DR16 LRG sample overlaps with the BOSS DR12
CMASS in the redshift range of 0.6 < z < 1.0 (Reid et al. 2016),
as shown in Fig. 2, thus these two catalogues are merged into one
sample, dubbed ‘LRGpCMASS’, in this work. Note that the BOSS
DR12 CMASS used different procedures for generating close-pair
and redshift failure weights and the total weight is counted via (Reid
et al. 2016)

wS){VIASS = WEKp X Weys X (wcp + Wy — l) . 3)
The combined DR16 BOSS+eBOSS LRG catalogue includes the
correct total weight for each LRG in order to avoid confusion (see
section 5.7 of Ross et al. 2020 for more details).

2.2 The eBOSS ELG sample

The target sample of emission-line galaxies is selected from the
DECam Legacy Survey grz —photometry (Raichoor et al. 2017),
which provides an imaging data set at higher redshifts. The final
large-scale structure catalogue creation is described in the companion
paper (Raichoor et al. 2020). We use the complete e BOSS DR16 ELG
catalogues in the redshift range of 0.6 < z < 1.1, which is composed
of 83769 galaxies in the NGC and 89 967 galaxies in the SGC with
spectroscopic redshifts. The redshift distributions in NGC and SGC
are shown in blue solid and dashed curves in Fig. 1. The eBOSS DR16
ELG sample overlaps with LRGpCMASS within 0.6 < z < 1.0. The
effective sky area of ELG is 369.4 deg? in NGC and 357.5deg” in
SGC, which are shown in blue regions of Fig. 2. The overlapping
area covered ELG and LRGpCMASS samples is ~ 730 deg?.
The total weight assigned to each eBOSS ELG is

ELG __ .
Wi = WEKP X Wgys X Wep X Wyt § (4)

here Py = 4000 2 —*Mpc? in wggp. A description of the observational
effects is presented in Raichoor et al. (2020).

The ELG sample suffers from angular systematics, which could
be due to the photometry of the imaging observation used for target
selection, and this kind of observation systematics may bias the
measurement of galaxy clustering (de Mattia et al. 2020; Tamone

MNRAS 498, 3470-3483 (2020)

et al. 2020). Burden et al. (2017) proposed a modified model of
correlation function to null the angular modes from the galaxy
clustering, such that the contamination from angular systematics can
be largely reduced. A sophisticated model is developed by Paviot
et al. (in preparation), which is used for this analysis.

2.3 The radial integral constraint

The true radial selection function in spectroscopic surveys is difficult
to determine from the survey itself, and it is commonly approximated
from the redshift distribution of the actual data sample. When
generating the corresponding random catalogue, the redshifts of data
are assigned to the random catalogues, dubbed the shuffled scheme.
This ensures that the average density fluctuations along the LOS
are zero, but leads to an impact on the galaxy clustering on large
scales. This effect is called as the radial integral constraint (RIC).
The scheme to correct the RIC effect in theory was proposed by de
Mattia & Ruhlmann-Kleider (2019). This modelling method is used
to account for the correction of RIC effect in the analysis of eBOSS
DR16 ELG clustering (see e.g. de Mattia et al. 2020, Tamone et al.
2020). Alternatively, we can subtract the RIC effect from the data
measurement. First, we quantify the RIC effect using additional two
sets of EZmocks without systematics (Zhao et al. 2020a). One set of
mocks contains the RIC effect, in which the redshifts of the random
catalogues are assigned from the redshifts of each mock data via the
shuffled scheme. The other set is without the RIC effect, where 1000
mock data sets use a single random catalogue sampling the redshift
distribution of data (dubbed the sampled scheme). The difference
between these two sets of mocks provides an estimation of the RIC
effect, which then can be subtracted from the data measurement. We
are aware that this is an approximation, as the dependence of the RIC
on cosmological parameters is not accounted for in this scheme. We
performed a comparison with the forwarding modelling method and
find the difference is negligible given the statistical uncertainty of
the ELG sample.

2.4 The effective redshift

The effective redshift of the sample is determined via the following
weighted pair-count,

_ Ew,’-”w;f (zlm +Z’}) /2
Zeff = Zwlmw,; 5

)
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where w; is the total weight of the ith galaxy at redshift z;. We
compute the effective redshift over all galaxy pairs separated by a
distance between 25 and 150 h‘lMpc,1 having z.;s = 0.70 for the
combined sample of NGC and SGC LRGpCMASS when m = n =
L, ze = 0.845 for the ELG combined sample in NGC and SGC
when m =n =E, and z.i = 0.77 for the cross galaxy pairs between
LRGpCMASS and ELG samples, i.e.m = L and n = E.

3 MOCK CATALOGUES

In this section, we present the mock data sets, on which we will
perform series of tests to check our pipeline of analysis, including
the modelling and parameter estimation.

3.1 MDPL2 mocks

To test our modelling of non-linear gravitational collapse and certain
aspects of galaxy physics, we generate mock catalogues using the
Multitracer Halo Occupation Distribution (MTHOD ; Alam et al.
2019). The MTHOD approach introduces a new way to model
multiple tracers in the same volume. In this approach, each of the
tracers can have its own occupation recipe for the central and satellite
galaxies. MTHOD ensures that the joint probabilities of occupation
are well behaved by limiting the total probability of central galaxies in
a halo to 1 and makes sure that non-physical behaviour is forbidden,
such as multiple types of galaxies at the centre of the same dark matter
halo. The key parameters in MTHOD models involve the independent
parameters for the occupation probability of central and satellite
galaxies for each tracer. The MTHOD mock galaxy catalogue is
created using the MultiDark Planck simulation (MPDL2; Prada et al.
2012) publicly available? through the CosmoSim database. MPDL2
is a dark matter only N-body simulation using the Gadget-2 algorithm
(Klypin et al. 2016). MDPL2 assumes a flat ACDM cosmology
with Q,, = 0.307, Q, = 0.048, h = 0.67, ny = 0.96, and o3 =
0.82, and is a periodic box of side length 1/4~'Gpc sampled by
38403 particles. A halo catalogue is generated using the ROCKSTAR
halo finder (Behroozi, Wechsler & Wu 2013) at an effective redshift
of z =0.86.

The DM haloes are then populated using the following equa-
tions for central and satellite galaxies as a function of halo mass,
Mha0:

P (Miaio3 0) = > pliy(Miio; 6, (6)
treTR
(NS (Mo 0) = > (N ) (Miaio 6, )
treTR

where the sum is over all tracers in the list, TR = {LRG, QSO, ELG}.
This equation requires a constraint of p!% < 1 for any halo mass.
The explicit forms of pf, and (NI ) are given in equations
(8)—(14) in Alam et al. (2019). The full list of parameters (§ =
{6MRG, GELG 95O 1) and best-fitting values obtained for the eBOSS
samples are given table 1 of Alam et al. (2019). All three tracers (i.e.
LRG, ELG and QSOs) are modelled within the MTHOD framework.
However, we only use the LRG and ELG galaxies, and do not
use the QSOs from the default in this paper. The number of LRG
galaxies is 156 800 and the number of ELG galaxies is 3301 753,
with a much higher volume density of ELGs than that of LRGs.

The limits of separations have little effect on the value of the effective
redshift.
Zhttps://www.cosmosim.org/cms/simulations/mdpl2/

A multitracer analysis for BAO and RSD 3473

Two different models are used to populate the central galaxy called
standard HOD (SHOD) and High Mass Quenched (HMQ) model.
We create six realizations for each mock catalogue by projecting
RSD along different axes of the cubic box.

3.1.1 The semi-analytic covariance matrix

In this analysis, we have six non-trivial combinations of correlation
function multipoles, each of which has 25 bins. This leads to a
total of 11325 independent covariance matrix elements, thus the
covariance requires significant computational power to compute.
As an alternative, we consider semi-analytic methods, in particular,
the RascalC method (Philcox & Eisenstein 2019; Philcox et al.
2020), which is a fast algorithm for computing two- and three-point
correlation function covariances in arbitrary survey geometries. This
works by noting that, in the Gaussian limit, the covariance can be
written as an integral of products of the correlation function over four
copies of the survey window function, which can be rapidly evaluated
using importance sampling and random particle catalogues. Non-
Gaussianity can be added via a small rescaling of the shot-noise
terms, shown to be an excellent approximation on BAO scales
in O’Connell et al. (2016) and O’Connell & Eisenstein (2019)).
Using RascalcC it is possible to estimate covariance matrices from
an observational data set and window function alone, drastically
reducing the dependence on mocks and hence the computational
resources required.

Here, we estimate the covariances for the periodic MDPL2
mocks, using all non-trivial combinations of LRG, ELG, and cross-
correlation functions. As an input, we require estimates of the
correlation function computed over a large range of radii; these
are estimated from the mocks using bins of width Ar = 2h~! Mpc
from r =0 to 200~ Mpc and 10 angular bins. For efficient
configuration-space sampling, we use random particle catalogues,
which, given the periodic geometry, are here simply sets of ~10°
particles uniformly placed on the cube for both LRGpCMASS and
ELG samples. In total, we sample ~10'* quadruplets of points in
configuration-space to build a smooth model, which requires ~400
CPU-hours in total, significantly less than that required for traditional
mock-based analyses.

3.2 The EZmocks

To estimate the covariance matrices of the clustering measurements
of the full eBOSS data, we rely on 1000 realizations of multitracer
EZmock catalogues, for both LRGs and ELGs. These mocks are
based on dark matter density fields generated using the Zel’dovich
approximation (Zel’dovich 1970). Galaxies are then sampled in
the density field with effective bias descriptions. The bias models
for LRGs and ELGs are calibrated separately to the eBOSS data,
with four free parameters. Nevertheless, the underlying dark matter
density fields for different tracers are evolved from the same initial
conditions, to account for their cross-correlations. As the result, the
cross-correlation function between the EZmock LRGs and ELGs are
well consistent with that of the data on small scales (for details, see
Zhao et al. 2020a).

In this work, we use three different sets of EZmocks. Two of them
are free of observational systematics, with only survey footprint,
veto masks, and radial selections applied, which are used to estimate
the RIC effect mentioned in Section 2.3. The random catalogues
for these two sets of mocks are generated using the sampled and
shuffled schemes respectively. For the sampled random catalogues,
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the redshift distributions are sampled from the spline-smoothed
n(z) of the data, while for the shuffled randoms, the redshifts
are taken directly from the corresponding galaxy catalogues. The
third set of EZmocks contain various observational effects, such as
photometric systematics, fibre collisions, and redshift failures. These
contaminated mocks are used to measure the covariance matrices of
our analysis.

4 THE TEMPLATE FOR THE FULL SHAPE
ANALYSIS

We use the ‘Gaussian streaming model” (GSM) developed in Reid &
White (2011) to compute the theoretical correlation function:

1+€(SL,S”)= [1+$(I")]

[ ==
\/27-t [0'122(7', H“) + o'FgoG}
X exp {_ [s) — v — o)’ } 7 ®

2 [GI22(r’ l’l’) + O'FgoG}

where s =su and s; =s4/(1 — n?) denotes the separation of
pairs along and across the LOS, respectively; £(r) is the real-space
correlation function as a function of the real-space separation r; v, (r)
is the mean infall velocity of galaxies separated by r; and o (7, )
is the pairwise velocity dispersion of galaxies. The parameter o gog
is used to marginalize over the Fingers-of-God (FoG) effect on non-
linear scales due to random motions of galaxies. The quantities & (7),
v12(r), and o 5 (r, 1) are computed using the Convolution Lagrangian
Perturbation Theory (CLPT),? (Carlson, Reid & White 2013; Wang,
Reid & White 2014)

14 E() = / EqMor. @), ©
Vi () = [1 + £ / EqMy(r @), (10)
011224,ij(r): [1+5(7)]_1/d3qM2,ij(7761), (11

where vy, ;(r) is the component of mean pairwise velocity along
the direction of pairwise separation 7;, and o, ; ;(r) is the velocity
dispersion component along the pairwise separation vector 7. My(r,
q), M, i(r, ), and M,_;(r, gq) are the convolution kernels that depend
on the linear matter power spectrum and the first two non-local
derivatives of the Lagrangian bias, i.e. (F') and (F') (see Wang et al.
2014 for more details).

As mentioned in Section 2.2, for the autocorrelation function of
ELG, we need to account for a correction to the angular systematics in
the modelling. Such a template of the modified correlation function,
as shown below, developed by Paviot et al. (in preparation) can well
mitigate the angular contamination:

E(sL, ) = &(sL, )
2[¢ (SJ_, S\/I) n [X(ZRP) - s‘/‘/Z] ds‘/|
- JnGodx
N Jn?Codx [ € (s ) ds]
[ n(x)dx]*

where n(yx) is the radial selection function of the survey, yx is the
comoving distance out to a galaxy at redshift z, and the parameter
zrp = 0.84 is determined by minimizing the difference between the

(12)

3https:/github.com/wll745881210/CLPT_GSRSD
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mean of the modified correlation function multipoles from two sets
of ELG EZmocks (with and without systematics), as performed in
Tamone et al. (2020).

The CLPT-GSM model can be easily generalized to model the
cross-correlations between two tracers with different biases via the
following transformation (Carlson et al. 2013; Wang et al. 2014):

(F') = % ((Fa) +(F2)) - (13)

(F) — 3 (CE)+ (7). (14

(F)! = (E)(F). (15)

(F") = (E3) (F)). (16)
1

(F)(F") = 5 ((F) (F) + (B (Fn)) - an

Here, the first local Lagrangian bias (F') is related to the Eulerian
linear bias factor b via,

b=1+(F'), (18)

and the second local Lagrangian bias (F') is fixed under the peak-
background split assumption using the Sheth—Tormen mass function
(Sheth & Tormen 1999).

The separationi.e. (s , s|) in the true cosmology might be different
from those (si, s) in the fiducial cosmology, which is used to
convert the redshifts to distances. This is known as the AP effect
(Alcock & Paczynski 1979), which can be accounted for via the
following relation:

’ !
S, =015, SH = o)) (19)

Here, two scaling factors (o, «,) are introduced to parametrize the
differences of distances (across and along the LOS) between the true
and fiducial cosmology:

D (z)rﬁd D (z)rﬁd
ap = g = T (20)
DM (2)rq DH (2)rq

where Dy(z) = (1 4+ 2)Da(z), and Da(z) is the angular diameter
distance. Dy(z) = ¢/H(z), H(z) is the Hubble expansion parameter.
The superscript ‘fid’ denotes the corresponding values in the fiducial
cosmology.

5 MEASUREMENTS OF CORRELATION
FUNCTIONS

‘We measure the autocorrelation functions for the ELG and LRGpC-
MASS samples using the Landy & Szalay (1993) estimator,

_ DD(s, u) —2DR(s, ) + RR(s, p)
a RR(s, 1)

where DD, DR and RR are the weighted data—data, data—random, and
random-random pair counts with the separation s, and the cosine of
the angle between the pair and the LOS, denoted as ft.

Additionally, we measure the cross-correlation between these two
samples using the following estimator:

£(s, 1) ; @n

DEDY — DERL — DLRE 4 RERL
E(s, ) =
RERL

where superscripts ‘E” and ‘L’ represent the ELG and LRGpCMASS
samples, respectively.

; (22)
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Figure 3. The measured monopole (upper panels) and quadrupole (bottom
panels) of the correlation function from a set of MDPL2 mocks following the
multitracer HMQ HOD model. The LOS is set to be along the z-axis. The 1 o
error bar is estimated from the RascalC covariance matrix.

The Legendre projections of the correlation function is calculated
to obtain the correlation function multipoles,

2041 !
=" [ dug wLaw. (23)
-1

where £,(i) is the Legendre polynomial.

In Fig. 3, we present measurements of the correlation function
monopole and quadrupole, including the autocorrelation functions
of LRG in blue (left-hand panels) and ELG in green (right-hand
panels), and their cross-correlation in red (middle panels), using a
set of MDPL2 mock with the z LOS, which is produced via the
multitracer HMQ HOD model. The correlation function multipoles
are measured with a bin width of 54 ~'Mpc within the scale range
of 25—150 h~'Mpc. The error bar is estimated from the RascalC
covariance matrix.

We show the correlation function multipoles measured from the
DR16 galaxy samples and EZmocks in Figs 4 and 5 for measurements
in the NGC and SGC, respectively. All the correlation function
multipoles are measured with a bin width of 54 ~'Mpc within the
scale range of 30—150/4~'Mpc. The measurements of ELG are
shown in upper panels, where the dashed-line and shaded areas
display the 1 o regions evaluated from 1000 ELG EZmocks without
and with removing the RIC effect, respectively; the black-line areas
are the mean of ELG EZmocks with the 1 o standard deviation after
further removing the angular systematics using equation (12); the
black circles with the 1o error bars are the multipoles measured
from ELG samples with removing both the RIC effect and angular
systematics in ELG data.

In the middle panels of Figs 4 and 5, we show measurements
of cross-correlations between ELG and LRGpCMASS. The 1o
areas covered within the green dashed lines (RIC is not subtracted)
and shaded regions (with RIC subtracted off) are evaluated from
EZmocks. The green squares with the 1 o error bars are the measured
multipoles from cross-sample with the RIC effect removed. Within
the 1o region, the cross-correlation multipoles from EZmocks and
data are mostly consistent on large scales.

The panels in the bottom of Figs 4 and 5 are the measured
multipoles from LRGpCMASS sample and mocks. There is not much
difference between blue dashed-line region (with RIC effect) and the
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blue shaded area (with removing RIC effect), which means that the
RIC effect in LRGpCMASS data is negligible.

The covariance matrix can be estimated using the measurements
of 1000 EZmocks,

, [ _ n
Cij = 7 2 [E 60 = &) [ — Evtsp)] (24)
k=1
where the average multipole is given by

_ 1 &
Eus) = 5 D& (s, (25)
k=1

where N = 1000 is the number of mock realizations. The normalized
covariance matrices, i.e. Ci[/?e’/\ / Cﬁ'l X Cf;-‘[’, in NGC and SGC
are displayed in the left-hand and right-hand panels of Fig. 6,
respectively. We fit (£ =0, 2,4) inthe range 30 < s < 150 h~'Mpc
(72 data points for each sample). The matrix contains 72 x 72 s bins
for each tracer, and so totally there is a 216 x 216 covariance matrix
for the combined data vector of two autocorrelation and one cross-
correlation measurements.

We show the 2D correlation function reconstructed from the
measured monopole, quadrupole, and hexadecapole using the ELG,
LRGpCMASS, and their cross-samples in SGC in Fig. 7, where the
BAO ring at ~ 100 2~ '"Mpc and the squashing effect due to RSD is
clearly observed.

We quantify the signal-to-noise ratio (SNR) of measurement on
the cross-correlation between two tracers of eBOSS via

2 T
(SNR)Ze =) [56s0)] F [5567)] (26)
ij
where FS is the inverse covariance matrix for the measured cross-
correlation. We obtain a detection of the cross-correlation function
at a significance of 15¢.

6 PARAMETER ESTIMATION

We perform a global fitting in the following parameter space, i.e.
p = {or. o, Bgeos, bieos. o5, 0fag } - 7

where m =E, L, or C when using the ELG, LRGpCMASS, or CROSS
sample alone. We use different bias parameters for NGC and SGC.
Namely, for the fit to each sample, we have N, = 6 free parameters
in each case.

For the combined fits of two samples, e.g. ELG +LRGpCMASS,
the free parameters for bias factors are

{blr\InGCUS’ bgnGc(’S} = {bI]::IGCUS’ bI]:IGCU& bgGCOS’ béGCUS}
{ofac} = {0Fec: OFec } - (28)

In total, we have N, = 9 free parameters. The number of free pa-
rameters in the cases of ELG+CROSS and CROSS+LRGpCMASS
are also N, = 9. For the joint fit of ELG, LRGpCMASS and cross-
samples, as the bias of the cross-sample can be derived from the
biases of ELG and LRGpCMASS via equation (13), in principle,
we do not need to introduce additional degrees of freedom for the
bias factors for the cross-sample. We only assign a new damping
parameter, i.e. o, to the cross-correlation function, thus we have
N, = 10 free parameters for the joint fit. However, considering that
the LRGpCMASS and ELG samples of eBOSS DR16 are not fully
overlapping, we also implement a fit by additionally introducing a
set of bias parameters, i.e. { b{gc0s, b§gc0os | for the cross-sample.
In this case, the number of free parameters is N, = 12.

MNRAS 498, 3470-3483 (2020)
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Figure 4. The measured monopole, quadrupole, and hexadecapole of correlation functions for the ELG (top panel, red) and LRGpCMASS (bottom panel, blue)
samples, and their cross-correlation (middle panel, green) in the NGC. The 1 o error bar is calculated from EZmock covariance matrix. The dashed areas and
shaded bands in each panel are the averages of multipoles with a standard deviation from EZmocks with RIC and without RIC, respectively. For the ELG sample
(top panels), the black solid circles (the measurements of data samples with 1 o error bars) and black-lines regions (the mean of 1000 EZmock measurements
with a standard deviation) are the measurements with the angular systematics corrected.

We use a modified version of CosmoMC* (Lewis & Bridle 2002)
based on a Markov chain Monte Carlo (MCMC) technique to sample
the parameter space p, and search for the minimum x?,

x2(P) = xnge(PIbNGeos) + x3ge(Plbsaeos), (29)
where

e
Xxac(Plbracos) = Y [6"(si, plbxacos) — &(s)]

ij
' (s;, plbngeos) — Ev(s))] . (30)
for observed multipoles {&,(s;)} and

E/ NGC [

o
Xsac(Plbsacos) = Z [€"(si, plbsccos) — &u(si)]
ij

th
X F, SGC [

(sj, plbsacos) — Ev(sp)] . (31

!’
where F,‘;[ is the inverse of the covariance matrix in equation (24).
An unbiased estimation for the inverse covariance matrix is given
by
~y N-N-—-2__,

c!

T TN 0 G2

“http://cosmologist.info/cosmomc/

MNRAS 498, 3470-3483 (2020)

where N, is the number of bins. In order to include the error
propagation from the error in the covariance matrix into the fitting
parameters (Percival et al. 2014), we rescale the covariance matrix,
C ijs by

1+ B(Ny, — Ny)

= (33)
1+A+ B(N,+ 1)
here N, is the number of the fitting parameters, and
2
= , (34)
(N =N, — DN — N, —4)
N—-N,—-2
B = £ . (35)

(N =N, —1)(N =N, —4)

7 MOCK TESTS

We validate our pipeline in this section, using two series of mock
catalogues, namely, the N-body MDPL2 mocks and 1000 realizations
of the EZmocks, as introduced in Section 3.

7.1 MDPL2 mock fits

Fig. 8 shows the o |, «, and fog parameters fitted to the MDPL2
mock. The multitracer MDPL2 mock has two types of HOD
models, i.e.standard (upper panels) and HMQ (lower panels),
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Figure 6. The correlation matrices between the correlation function monopole, quadrupole, and hexadecapole measured from 1000 EZmocks in the NGC
(left-hand panel) and SGC (right-hand panel). For each measurement, Sf, ézc, or Sé“, we show the correlations for 24 bins linearly even spaced in separation s

between 30 and 150 2~ Mpc.

and we consider that the LOS is along x-, y- or z-axis, so
we have six realizations in total. We perform the fit to LRG
autocorrelation, ELG autocorrelation, and their cross-correlation.
The corresponding constraints on the « |, o) and fog parameters
from these three sets of measurement are displayed in black, red,
and blue, respectively. The fitted results are generally within the
error of 1 percent for o; and o), and the error of 3 per cent
for fog. Following this, we perform a joint fit to these three sets
of measurements together. The fitted results (magenta in Fig. 8)

are consistent with the expected values of the «,, o), and fog
parameters.

7.2 EZmock tests

We apply our pipeline to the average of the correlation function
multipoles, measured from 1000 realizations of the EZmocks, and
present the marginalized mean values with 68 per cent CL uncer-
tainty of BAO and RSD parameters in Table 1 and in the left-hand
panel of Fig. 9. As detailed previously, the ELG, LRGpCMASS and

MNRAS 498, 3470-3483 (2020)
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Figure 8. The best fits from measurements of LRG and ELG mock galaxy catalogues, and their cross-correlation using MDPL2 mocks in Alam et al. (2019).
The shaded bands show an error of 1 per cent on the o and o parameters and 3 per cent on fo'g, and the dashed lines in the middle of the shaded area are the
fiducial parameter values. The multitracer MDPL2 mock has two types of HOD models, i.e. standard (upper panels) and HMQ (lower panels) with the LOS of x,
¥, 2, S0 we have six realizations in total. We fit the LRG autocorrelation (black), ELG autocorrelation (red), and their cross-correlation (blue), respectively, and
then perform a joint fitting using these three sets of measurements (magenta). Note that for the MDPL2 mock sample, we do not need to assign bias parameters
for NGC and SGC separately, thus the number of free parameters for the fit of each sample is N}, = 5, with N;, = 8 for the joint fit.

their cross-correlation can be best modelled at effective redshifts of
0.845, 0.7, and 0.77, respectively, but for the joint fit, we make an
assumption that all three correlation functions can be modelled using
a fixed template at z.¢r = 0.77, which is explicitly tested here.

As shown in Table 1, the observables of each tracer can be well
fitted by a template created at their corresponding effective redshifts,
and the bias of the fitting is well within 68 percent CL. We then
proceed to tests of all observables at z.;y = 0.77, and find almost no
change on the posterior of parameters. This demonstrates that it is
reasonable to model all three sets of observables at z.;s = 0.77, which
is the effective redshift of the cross-correlation. The joint fitting at
Zeit = 0.77 successfully returns the input values of parameters with
a marginal bias, which further validates our pipeline.

MNRAS 498, 3470-3483 (2020)

8 DATA FITS

We present measurements of the BAO and RSD parameters from
the DR16 samples in Table 2 and in right-hand panel of Fig. 9, and
find the BAO and RSD measurements from LRGpCMASS sample
are consistent with the fiducial cosmology given their statistical
uncertainties. Compared to results of the single-tracer analysis, the
measurements of BAO and RSD from cross alone is consistent with
ELG sample within the 1o error bar. The LRGpCMASS gives a
much smaller statistical uncertainty than that of ELG. The difference
between fog values from LRGpCMASS and cross-sample is 1.11 0.

Combining the ELG, LRGpCMASS, and  cross-
samples, e.g. ELG + CROSS, ELG 4+ LRGpCMASS, or
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Figure 9. The mean values with 1 o error bars from EZmock tests (left-hand panel) and data fits (right-hand panel) of different combinations, as shown in the

legend.
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Table 1. The result of the fit to the mean of 1000 EZmocks. A(p) shows the difference between
the mean value from mock test and its expected value. The expected values of «; and «, are
1. The expected values of fog at different zefr are fog(zer = 0.70) = 0.471, fog(zett = 0.77) =

0.465, and f o3(zefr = 0.845) = 0.458.

A\

3479

A\

Catalogues Zeff Afar) Aory) A(fos)
ELG 0.845 -0.001 £ 0.061 0.029 + 0.076 0.003 4+ 0.066
ELG 0.770 -0.003 £ 0.063 0.033 £ 0.079 -0.006 £ 0.067
LRGpCMASS 0.700 0.001 £ 0.022 0.010 + 0.037 —0.002 £+ 0.045
LRGpCMASS 0.770 0.001 £ 0.022 0.008 + 0.038 0.002 + 0.046
CROSS 0.770 0.009 £ 0.053 0.045 + 0.084 0.022 + 0.083
ELG+CROSS 0.770 0.011 £0.047 0.035+ 0.061 0.003 4+ 0.061
ELG+LRGpCMASS 0.770 0.002 £ 0.021 0.010 £ 0.034 -0.004 £+ 0.039
CROSS+LRGpCMASS 0.770 0.003 £ 0.022 0.009 + 0.036 0.010 4+ 0.044
Joint (N, = 10) 0.770 0.002 £ 0.022 0.007 £ 0.034 -0.001 £ 0.037
Joint (N, = 12) 0.770 0.003 £ 0.022 0.010 £ 0.034 0.001 4+ 0.039
EZmock test Sample fit
T T
L 4 1.2
ELG CROSS ELG CROSS
ELG+LRGpCMASS | . ELG+LRGpCMASS | .
oint Joint
e T S
| TLRGpCMASS CROSS+LRGpCMASS) ] LirGpemass CROSS+LRGPCMASS |
i ELG+CROSS ] T ELG+CROSS 1
T
fodorfoderdoded] o .
L 024

Table 2. The mean values with 68 per cent CL error for the parameters, « | , «,,, and fog from different data

sets.

Samples o o, fog x2/dof
ELG 0.921 £ 0.077 1.083 +0.128 0.304 + 0.081 167/138
ELG, SGC 0.959 + 0.089 1.107 £ 0.142 0.332£0.113 90/67
ELG Fixed Fixed 0.402 £ 0.041 170/140
LRGpCMASS 1.016 £ 0.021 1.007 + 0.028 0.472 £ 0.043 161/138
LRGpCMASS Fixed Fixed 0.448 + 0.032 161/140
CROSS 0.949 + 0.040 1.118 £ 0.118 0.342 + 0.085 147/138
CROSS Fixed Fixed 0.443 + 0.050 148/140
ELG+LRGpCMASS 1.000 + 0.020 1.021 £ 0.027 0.419 £ 0.037 308/279
ELG,SGC +LRGpCMASS 1.012 £ 0.022 1.015 £ 0.029 0.442 + 0.042 228/208
ELG+CROSS 0.960+ 0.037 1.048 £ 0.074 0.380 £ 0.063 286/279
CROSS+LRGpCMASS 1.006 + 0.021 1.016 £ 0.029 0.444 + 0.041 298/279
Joint (N, = 10) 1.000 + 0.020 1.014 £ 0.029 0.432 £+ 0.038 410/422
Joint Fixed Fixed 0.440 £ 0.028 408/424
(N, =10, w/ AP fixed)

Joint (N, = 12) 1.001 +£ 0.020 1.016 £ 0.029 0.432 + 0.038 412/420
Joint Fixed Fixed 0.442 £ 0.029 410/422

(N, = 12, w/ AP fixed)

MNRAS 498, 3470-3483 (2020)
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Figure 10. The 1D posterior distributions and the 68 and 95 per cent CL

contour plots for the Dyi/rq, Du/rq, and fog parameters using LRG samples
alone (blue), and the joint constraint (black).

CROSS + LRGpCMASS, we obtain improved constraints.
These measurements are fully consistent within 1 o error.

The joint fits from ELG and LRGpCMASS autocorrelation func-
tions and their cross-correlation give the tightest constraints. For
joint fits, we present the results in two cases, i.e. N, = 10 denotes
that we did not assign additional bias parameters for the cross-
samples, which are derived via equation (13); N, = 12 means that
the cross-sample has its own bias parameters. We find the BAO and
RSD measurements in these two joint cases are in good agreement.
Comparing with the fitted result from LRGpCMASS alone, we find
the Figure of Merit (FoM) of the o, «y, and fog parameters,
FoM = 1/,/detCov(a, o, fog), from the joint (N, = 12) fit is
improved by a factor of 1.11. In particular, the improvement in the
measurement precision of fog is 11.6 per cent over that using only
the LRGpCMASS sample.

We also perform an analysis when the AP parameters are fixed
to 1, as a consistency test of the fiducial cosmology. As expected,
we get a tighter constraint on fog in this case, namely, the statistical
uncertainty of fog with AP fixed is reduced by ~ (24—49 per cent)
compared with results with AP parameters marginalized over. In
cases with AP parameters fixed, we obtain a 9 per cent improvement
in the statistical precision of fo'g from the joint fit compared with the
LRGpCMASS?’s constraint. We compare our result on fog with AP
parameters fixed with the forecast published in (Zhao et al. 2016),
where the AP parameters are also fixed. Because the actual survey
area is different from that used in the forecast, and the error on
parameters is inversely proportional to the square root of the survey
area, we preform a rescaling of the forecast using the areas, and find
that the improvement on the precision of fog is 14 per cent, which is
slightly better than our actual analysis.

We derive the parameters Dy/rq = 18.86 £ 0.38 and Dy/ry =
19.64 £ 0.57 from the joint ( N, = 12) fitted results on oy and a
in Table 2. The 1D posterior distributions of Dyi/rg, Dv/r4, and fog,
and their 2D contour plots from the LRGpCMASS alone (blue) and
the joint fit (black) are shown in Fig. 10.

MNRAS 498, 3470-3483 (2020)

For the joint fits, the best-fitting values and covariance matrix for
the (Dm/ra, Dulry, fos) parameters are given by

Dy /rq 18.86
D= |Dy/ry | =|19.64], (36)
fog 0.432
and
141.0707 —15.7168 7.5252
c=10""° 321.7959 —-9.5995 |, (37)
1.4812

which are used in the cosmological implications section.

We recommend users to use the joint measurement® reported in
equations (36) and (37) to perform constraints on dark energy or tests
of gravity.

In Fig. 11, we present our BAO and RSD measurements alongside
the ACDM prediction from Planck 2018 (Aghanim et al. 2018). Our
measurement is consistent with these predictions.

We also show our BAO and RSD measurements and the BAO
distances favoured by the reconstructed dynamical dark energy from
acombined observational data (Wang et al. 2018a) togetherin Fig. 12.
There is no significant tension between the new measurement and
the prediction of the reconstructed dynamical dark energy within 1 o
statistical error, although the measurement is more consistent with
Planck 2018.

9 COSMOLOGICAL IMPLICATIONS

In this section, we briefly discuss cosmological implications of our
joint measurements from the multitracer analysis.

We use the distance measurements to constrain the geometry of
the Universe in the framework of a non-flat ACDM cosmology, in
which the Hubble expansion rate is

H(z) = Hy/Quo(1+ 23 + Qo + (1 — Q2o — Qo). (38)

To avoid the dependence on ry4, we work in the parameter space of
(2o, 240, Hora).

The BAO data sets used here include the isotropic BAO measure-
ments using MGS (Ross et al. 2015) and 6dFGRS (Beutler et al.
2011) galaxy samples; BOSS DR12 anisotropic BAO measurements
in the low- and middle-redshift bins, i.e. (0.2 < z < 0.5) and (0.4 <
7 < 0.6) (Alam et al. 2016); the anisotropic BAO measurement from
eBOSS DR16 quasars (Neveux et al. 2020; Hou et al. 2020), Lyman-
« forest (du Mas des Bourboux et al. 2020), and our multitracer
analysis of eBOSS DR16 ELG and LRGpCMASS.

In Fig. 13, we present the 68 and 95 percent CL contour plots
(black) for the cosmological parameters (20, $240, Hora), and their
1D probability distributions. The joint BAO data sets a strong con-
straint on dark energy density, i.e. 259 = 0.751 £ 0.066. The BAO
alone favours the existence of dark energy at the significance of 11 o.
Compared with the constraining result (i.e. blue contours in Fig. 13)
(Ata et al. 2018) using the isotropic BAO measurements using MGS
(Ross et al. 2015) and 6dFGRS (Beutler et al. 2011) galaxy samples;
the anisotropic BAO measurement in three z bins from BOSS DR12
(Alam et al. 2016); the isotropic BAO measurement from eBOSS

>The multitracer BAO and RSD measurements and covariance matrix are
available at https://github.com/ytcosmo/MultiTracerBAORSD/. This mea-
surement can be used together with the BAO and RSD measurements in
the first six z bins i.e. 0.2 < z < 0.59 from BOSS DR12 in (Wang et al.
2018b).
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Figure 11. The evolution of Dy/rq, Du/rg, and fog as a function of z. For reference, the blue bands are the predictions from Planck 2018 in the ACDM

cosmology (Aghanim et al. 2018).
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Figure 12. The shaded bands are the uncertainties of angular diameter distance, Da(z) (left-hand panel) and Hubble expansion rate, H(z) (right-hand panel)
favoured by the reconstructed dynamical dark energy in (Wang et al. 2018a). The data point with error bar is our measurement in this work. They are rescaled
by the mean values in the ACDM predicted by Planck 2018 (Aghanim et al. 2018).
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Figure 13. The 1D posterior distributions and the 68 and 95 percent CL
contour plots for the cosmological parameters using MGS (Ross et al. 2015)
+6dFGRS (Beutler et al. 2011) +BOSS DR12 (low-z and middle-z bins)
(Alam et al. 2016) +eBOSS DR16 QSO (Neveux et al. 2020; Hou et al.
2020) +eBOSS DR16 Lyman-« forests (du Mas des Bourboux et al. 2020)
+our joint (N, = 12) result (black), compared with the constraining result
(blue) in eBOSS DR14 paper (Ata et al. 2018). The red dashed line represents
a model with zero curvature.

DR14 quasars (Ataetal. 2018); and BOSS DR11 and DR12 Lyman-«
sample (Font-Ribera et al. 2014; Bautista et al. 2017), the significance
of non-zero dark energy density is improved by a factor of 1.67.

10 CONCLUSIONS

We perform a multitracer analysis in configuration space using the
final eBOSS LRG sample combined with the BOSS CMASS sample,
and the final eBOSS ELG sample.

We test the validity of the multitracer pipeline using the N-body
MDPL2 mocks and EZmocks, before applying to the analysis of
real data. We report a high-precision measurement on the cosmic
expansion rate and growth of structure at the effective redshift
z = 0.77, and find an improvement in the FoM of the o, «,
fos parameters of 11 per cent over that using the LRGpCMASS
sample alone. Note that the area covered by the LRGpCMASS
sample is larger by a factor of 13 than that of the ELG sample,
thus the LRGpCMASS dominates the information content in the
joint analysis. Even in this case, a non-trivial improvement in the
FoM is contributed by the ELG sample, demonstrating the efficacy
of the multitracer method.

We combine our measurement with previous BAO distance mea-
surements from MGS, 6dFGS, BOSS DR12, and new BAO distance
measurements from eBOSS DR16 quasars and eBOSS DR16 Lyman-
o sample, to test a non-flat ACDM cosmology. It is found that a
non-zero dark energy density is favoured by BAO alone at a 11 o
significance.
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The stage-1V galaxy surveys, such as the Dark Energy Spectro-
scopic Instrument,® and Euclid,” aim to observe multiple tracers
with high density at higher redshifts. These surveys will explore the
history of cosmic expansion and growth of structure with higher
precision, taking advantage of the multitracer nature of the survey.
Admittedly, this requires a concerted effort to minimize systematics,
both through better theoretical modelling and a deeper understanding
of observational effects.
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