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Abstract. Uncertainty quantification is crucial for any measurement technique. The

present work aims at validating a priori estimates of displacement uncertainties.

Images acquired prior to fourteen thermomechanical tests were analyzed via FE-based

stereocorrelation to determine actual displacement uncertainties, which were compared

to a priori estimates. For the studied experimental database, a very good agreement

was observed between a priori and a posteriori estimates of standard displacement

uncertainties.
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1. Introduction

One key aspect of metrology, i.e., the science of measurement, is to report the quality of

mesurands so that the user is informed about their reliability. Without such information,

measurement results are useless [1]. It is therefore very important to assess (and

report) measurement uncertainties (i.e., “parameter characterizing the dispersion of

the quantity values being attributed to a measurand” [2]). There are different types

of uncertainty, namely, aleatoric (or random) and systemic (e.g., poorly designed

experiments or inherent shortcomings in a measurement system) uncertainties. The

random uncertainty is inherent to the physical phenomena involved in the measurement

technique (e.g., acquisition noise of cameras) and cannot be reduced. The epistemic

uncertainty, which results, for instance, from incomplete knowledge, may be reduced.

In the following, random uncertainties are analyzed for displacement measurements via

stereocorrelation [3–5].

Most stereocorrelation codes are subset-based to perform spatial and temporal

registrations to measure 3D shapes and their subsequent deformations. Clouds of 3D

points (i.e., centers of interrogation windows) and displacement vectors are available [6–

9]. Recently, global frameworks have been introduced [10]. They are based on the

mathematical model of the surface of interest (e.g., NURBS patches used in CAD

modelers [11, 12] or finite element (FE) discretizations [13–15]). Surface meshes made

of three-noded elements are the simplest implementation. Their deformation described

by the corresponding FE kinematic bases are a natural (and easy) extension. They are

considered herein.

There are two main routes to evaluate random uncertainties. The first is via

theoretical or numerical tools. They consist in propagating acquisition noise for

evaluating uncertainties associated with the calibration of stereo-systems and subsequent

shape measurements [16–19]. Such approaches allow the systemic errors to be avoided.
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However, they may occur in practice, and the previous analyses call for experimental

validations [20, 21]. As maturity increases in the use of stereocorrelation, some systemic

errors (e.g., due to lighting or the deformation of the surface of interest [22]) may be

reduced. Guidelines were then formulated to mitigate as much as possible the level of

(systemic) uncertainties in comparison to so-called noise-floor levels [23].

If acquisition noise can be modeled with Gaussian variables, then one important

piece of information is related to the covariance matrix of the measured quantities

when analyzing the performance of DIC and stereoDIC tools [24]. For FE-based

stereocorrelation, it was shown that the covariance matrix of the measured nodal

displacements was equal to the inverse of the Hessian matrix used in the minimization

scheme of the weighted cost function in which the gray level differences were scaled by

their corresponding variances [21, 25]. Such result corresponds to the so-called Rao and

Cramér lower bounds [26, 27] applied to the evaluation of displacement uncertainties.

From these derivations, very simple expressions were derived to have first order estimates

based upon mean field approximations. They will be utilized hereafter and extended to

account for the fact that when the number of integration points per element becomes

too high, a pixel limit will be reached and the measurement uncertainty can no longer

be lowered.

The present paper aims at validating a priori uncertainty estimates for experiments

in which plates were heated by laser shocks. In the first part, the derivation of the

standard displacement uncertainty is recalled, and the main influencing parameters are

discussed. Fourteen laser shocks were performed on five different stainless steel plates

onto which different patterns were deposited. They are described in the second part.

The third part is devoted to the uncertainty quantification. In particular, a priori

estimates are compared with a posteriori assessments.
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2. Displacement Uncertainties

The displacement uncertainties analyzed herein correspond to the standard deviations

of nodal displacements measured within a FE-stereocorrelation framework. The latter

consists in minimizing the weighted cost function φ2

φ2 =
nc∑
c=1

∑
xc∈Sc

(Ict (x
c + uc(xc, {U}))− Ic0(xc))2

2(σc)2
(1)

with respect to the unknown degrees of freedom gathered in the column vector {U},

where Ict denote images in the deformed configuration, and Ic0 those in the reference

configuration acquired by nc cameras (e.g., nc = 2 in stereocorrelation). The variance

(σc)2 is proportional to the variance of acquisition noise and depends upon the gray

level interpolation scheme [25].

In the present case, the 3D displacement field U is parameterized as

U(X) =
∑
i

UiNi(X) (2)

where X denotes the vector defining the position of any point on the 3D surface of

interest, Ui the 3D displacement of the i-th node, and Ni(X) the corresponding shape

function. The position of any point on the physical surface is projected onto the camera

plane thanks to the projection matrix [P c] that relates the homogeneous coordinates in

the camera plane {xc} to those in the physical space {X} [3, 28, 29]

sc{xc} = [P c]{X} (3)

where sc is the local scale factor. Consequently, the displacement field U induces

apparent motions uc({U})) in each camera plane.

The evaluation of the covariance matrix consists in propagating acquisition noise

in the pictures Ic(x) to the measured nodal displacements in a perturbation analysis on

the measured degrees of freedom Uk [25]. This propagation is the inverse problem that

consists in computing the effect of small perturbations on the k-th degree of freedom
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Uk along direction ek on gray level variations. The first step is to derive the so-called

kinematic sensitivities (no index summation)

ϕc
k(x

c) ≡ δuc

δUk
(xc) = [ΠΠΠc(X)]ekNk(X) (4)

where [ΠΠΠc] = ∂xc/∂X is the placement sensitivity matrix that expresses how a small

placement shift δX induces apparent shifts δxc in each camera plane. These elementary

motions then induce gray level variations

δIc(xc) = ∇Ic0(xc) · δuc(xc) (5)

that are recast as gray level sensitivities

δIc

δUk
(xc) = ∇Ic0(xc) ·ϕc

k(x
c) (6)

White Gaussian noise is assumed at each pixel position. It is worth noting that

if Poisson noise occurs, a simple Anscombe transform [30] will allow the noise variance

to be made uniform [31, 32]. Within this setting, it was shown that the covariance

matrix of the measured degrees of freedom [C] = 〈{δU}{δU}>〉η (where 〈·〉η denotes

the expected value over noise η) reduced to [25]

[C] = [H ]−1 (7)

where [H ] is the total Hessian matrix of the stereocorrelation scheme

Hij =
nc∑
c=1

∑
xc∈Sc

(∇Ic0(xc) ·ϕc
i(x

c))(∇Ic0(xc) ·ϕc
j(x

c))

2(σc)2
(8)

Equation (7) corresponds to the so-called Rao and Cramér lower bounds [26,

27] applied to the evaluation of displacement uncertainties. From this very general

expression, first order solutions can be derived by performing mean-field approximations.

Long-range (i.e., [Πc(X)]ek) and short range (i.e., ∇Ic0) fluctuations are separated from

those of the shape functions Nk. Consequently, the integral of the tensor ∇Ic0 ⊗∇Ic0
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is approximated by Sck/2〈‖∇Ic0‖22〉I, where I is the identity tensor, and Sck is the area

of the projected support surface of the shape function Nk. With such hypotheses, a

first order estimate of the variance σ2
k of the nodal displacement Uk uncertainty was

proposed [25]

σ2
k =

Σ2
u

N2
IP

∑
c

4(σc)2

(Πc
k)

2〈‖∇Ic0‖22〉
(9)

where Πc
k denotes the mean (pixel/m) placement sensitivity for the studied component

of displacement, and NIP the equivalent number of integration points (i.e., the

square root of the total number of integration points per element). For artificial

cases, the multiplicative constant Σu was found equal to 1.2 ± 0.3 for global T3-

stereocorrelation [25]. More refined analyses have shown that a lower bound to Σu

was 1.08 [21] when three-noded elements were used. This last value was selected for the

results reported herein.

It is worth noting that in global stereocorrelation, the integrations to compute, for

instance the total Hessian matrix (8), are not performed pixel-wise but at integration

points of each T3 element. Consequently, the number of integration points will influence

the variance level (Equation (9)), and the standard deviation is inversely proportional

to the equivalent number NIP . Given the fact that integration points do not coincide

with pixel positions, a gray level interpolation scheme is required to compute Ic(xc).

Consequently, the variance (σc)2 has to be computed by accounting for this feature [25].

To illustrate the predictions of Equation (9), Figure 1 shows the standard

displacement uncertainty of a stereosystem representative of the experimental facility

of the present study (i.e., a plate to be laser shocked) as a function of the square root

of the number of integration points. The standard deviation
√

2σc = 0.8 gray level, and√
〈‖∇Ic0‖22〉 = 11.5 gray level/px. For the two in-plane directions (i.e., X and Y ) the

measurement uncertainties are about 2.8 times lower than that for the out-of-plane (i.e.,

Z) direction. Such differences are mostly due to the placement sensitivities ∂xc/∂X,

∂xc/∂Y , that are higher than ∂xc/∂Z. The typical unit for placement sensitivities

is millipixel per micrometer (or mpx/µm). In the present case, the RMS placement
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sensitivities
√
〈‖∂x/∂X‖2〉 = 8.1 mpx/µm,

√
〈‖∂x/∂Y ‖2〉 = 8.7 mpx/µm are about

2.6 times higher than
√
〈‖∂x/∂Z‖2〉 = 3.2 mpx/µm for both cameras.

Figure 1. Standard displacement uncertainties σu vs. equivalent number of integration

points NIP for the three components of displacements according to Equation (9)

3. Analyzed Experiments

3.1. Experimental Facility

The experimental setup was installed in a laser-proof cabin. The laser scanner head was

mounted on a 6-axis robot for a quick and easy positioning in space. It was located

at a distance of 1170 mm from the plate to obtain a spot size of 40 mm on the target

(Figure 2(a)). The head had an inclination of 5° downward to avoid a direct return of

reflections on its optics. An air flow was created by a blowing hood above the sample

to mitigate heat haze effects [33–36].
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(a) (b)

Figure 2. (a) Support of the plate to be illuminated by the laser. (b) Laser head and

multiview system monitoring the experiment

3.2. Optical setup

A multiview system was used to monitor the experiments reported herein (Figure 2(b)).

Three visible light cameras and one multispectral IR camera were installed. The IR

camera was used for thermographic measurements (not discussed herein). One MAGIC

camera (MC1003-1VF) was used to focus on the illuminated area thanks to its wide

dynamic range (logarithmic response [37]). The measurements reported herein were

performed with the acquisitions of the two Basler cameras (Table 1). Blue filters were

mounted on the objective lenses of both cameras to mitigate gray level variations induced

by near IR radiations.



On the Validation of Displacement Uncertainties 9

Table 1. DIC hardware parameters

Cameras Basler acA1300-60gc

Definition 1024× 1280 pixels (color images)

Color filter High-pass filter (1095 nm)

Gray Levels rendering 3× 8 bits

Lens 25 mm f/1.4

Aperture f/8

Field of view 174× 218 mm2

Image scale ≈ 170 µm/pixel

Stereo-angle 38°

Stand-off distance 710 mm

Image acquisition rate 40 fps

Patterning technique see text and Figure 6

Pattern feature sizes see Figure 8

The studied samples were 100×100×2-mm plates made of 304L stainless steel. They

were mirror polished to enable for nanotexturation. A specially designed calibration

target was used to determine the projection matrices [P c] (Figure 3(a)). It was made of

6061-T6 aluminum alloy. With such design, the plate to be tested can also be part of the

calibration procedure. In the present case, a global approach was followed to determine

the projection matrices of both cameras [14, 38]. Given the geometry of the calibration

target (Figure 3(a)), only one pair of pictures was utilized to perform such step. As

the calibration target and the plate to be tested were imaged, the projection matrices

are expressed in the frame of the numerical model consisting of the calibration target

and the plate [10]. This features allows for direct comparisons between experimental

measurements and numerical simulations for the initial shape and its deformation in

experiments. Fourteen fiducials were used to initialize the minimization scheme (ten

of them on the calibration target, and four of them on the plate (Figure 3(b-c)). At

the end of the calibration step, these points were drawn on the images of the reference
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configuration for qualitative check (Figure 3(b-c)). Once the calibration was completed,

the calibration target was not removed from the scene. However, for each new test, the

calibration step was repeated since permanent deformations of the plates were observed.

(a) (b) (c)

Figure 3. (a) CAD model of the calibration target used herein. (b-c) Fiducials drawn

on the images of the reference configuration of the lower part of the calibration target

and the plate to be tested at the end of the calibration procedure for both cameras.

The reference mesh is also shown on one of the 100× 100-mm plates

3.3. Placement Sensitivity Fields

Once the stereosystem was calibrated, the projection matrices [P c] are known, and

any component of the placement sensitivity matrices [Πc(X)] can be computed at any

location of the region of interest. Figure 4 shows the placement sensitivity fields (i.e.,

norms of ∂xc/∂X, ∂xc/∂Y , and ∂xc/∂Z) for the two cameras, and the global (i.e.,

RMS) sensitivities drawn on the mesh of the nominal surface. These fields, as assumed

in the mean field approximation, do not vary much over the region of interest, and

are, on average, about 2.7 times higher in the in-plane directions in comparison to

those in the out-of-plane directions. This information is very useful, for instance, when

designing experiments and having to place cameras in an optimal way (i.e., minimizing

the measurement uncertainties [39]).
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4. Placement sensitivity fields expressed in mpx/µm of the first series of tests.

Each row reports the results for X, Y and Z directions. The first column corresponds

to camera #1, the second to camera #2, and the third to the total sensitivity projected

onto the nominal shape of the plate

3.4. Speckle Patterns

Three plates were prepared with nanostructured patterns [40–42] (one of them with a

central black zone for IR measurements) using predefined stencils (Figure 5), and the

last two were obtained with regular B/W paints.
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(a) (b)

Figure 5. Two stencils used for the nanotextured patterns to be printed on 100×100-

mm plates

Figure 6 shows the five patterns as acquired by the two cameras before the beginning

of the test series. The corresponding gray level histograms are also reported where the bi-

modal feature is observed for the nanostructured patterns. Conversely, the histograms

of painted patterns did not exhibit such property. Because high temperatures were

reached during the experiments reported herein, filters were added to protect the Basler

cameras (Table 1). Such protections led to histograms that did not span over the full

dynamic range of the cameras.
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Pattern #1

Pattern #2

Pattern #3

Pattern #4

Pattern #5

Figure 6. Reference images of the five patterns on 100× 100-mm plates

To compute the characteristic feature size (or pattern size [23], see Table 1), the
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normalized autocorrelation was computed for each region of interest (ROI) [43]. In the

present case, a sub-ROI whose size was a power of two was considered because fast

Fourier transforms were utilized to compute the autocorrelation. Figure 7(a) shows

the autocorrelation of the ROI of camera #1 for the first test with a well-defined peak

about the origin (Figure 7(b)). The characteristic feature size was then determined as

the mean full width at half maximum (FWHM) along the two perpendicular directions

(Figure 7(c)).

(a) (b) (c)

Figure 7. (a) Normalized autocorrelation of the region of interest of camera #1 of the

first pattern. (b) Zoom about the correlation peak. (c) Full width at half maximum

for the two directions

The characteristic speckle sizes of all studied patterns and both cameras are

reported in Figure 8. Apart from the third pattern, which had a larger level (i.e.,

9 px), all other ones had a characteristic size of the order of 6 px irrespective of the

camera and the patterning technique.

Figure 8. Characteristic speckle sizes for the five different patterns
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Another way of characterizing the patterns is through their contrast (i.e., ∇Ic0)

that appears in the gray level sensitivities (Equation (6)) and more precisely, RMS

image gradients
√
〈‖∇Ic0‖22〉 in Equation (9). These quantities were evaluated for

the five patterns and both cameras over the ROIs considered in the stereocorrelation

measurements. Figure 9 shows that the RMS image gradients of any pattern were close

for both cameras. The three nanostructured patterns led to slightly higher RMS levels

in comparison to paint speckled patterns. The order of magnitude was about 10 gray

level/px. This is an intermediate level for 8-bit images (e.g., about 20 gray level/px

were observed for paint speckled pattern, and about 5 gray level/px for the Descent of

the Cross painting [25]). This observation shows that the measurement uncertainties

may be significantly lowered (i.e., by a factor of 2) if the dynamic range of the pictures

were to span the whole 8 bits.

Figure 9. RMS image gradient vs. characteristic speckle sizes for the five different

patterns and both cameras

4. Uncertainty Quantifications

4.1. Experimental Protocol

Table 2 gathers all the information concerning the 14 tests that were conducted. The

laser spot size was always set to 40 mm, the (1 kW) power distribution was Gaussian.

Different durations were applied so that various temperature levels were achieved for

the five series of tests. The temperatures, which are indicative, were measured by a

bichromatic pyrometer monitoring the center of the laser spot. For each series, laser
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shocks were repeated (between 2 and 4 times) with different dwell durations. Smoke

was observed for the first test of all of them irrespective of the pattern type when the

plate was heated up. It is believed that the most important effect for the uncertainty

quantifications performed herein is that the speckle pattern may be altered between

tests of the same series. Before each experiment was started, 30 pairs of pictures were

acquired for uncertainty quantifications that are analyzed in the sequel. In that part

of the test, no smoke was observed. However, from one test to the next, the speckle

pattern had evolved.
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Table 2. Main features of the 14 laser impacts performed on 5 different plates and

patterns (Figure 6). The observations were conducted with the pictures acquired by

the logarithmic camera

Test Illumination Maximum Dwell Observations

ID duration temperature]

1a 10 s 1400°C 65 min smoke

1b 3 s 810°C 45 min no smoke

1c 3 s 810°C — no smoke

2a 3 s 1080°C 36 min smoke +

pattern degradation

2b 3 s 910°C 24 min no smoke

2c 3 s < 600°C 17 min no smoke, pyrometer

pointing changed

2d 3 s 1120°C — no smoke

3a 2 s 680°C 15 min smoke

3b 2 s 700°C 17 min no smoke

3c 2 s 710°C 21 min no smoke

4a 2 s 710°C 14 min smoke

4b 2 s 720°C 19 min smoke (a bit)

5a 2 s 710°C 19 min smoke

5b 2 s 740°C — smoke (a bit)

]Indicative levels measured by a bichromatic pyrometer monitoring the center of the

laser spot (apart from test 2c)
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4.2. Correlation parameters

All calibrations, shape corrections and displacement measurements performed herein

were conducted within the EikoTwin DIC [44] framework. Table 3 gathers all analysis

parameters.

Table 3. DIC analysis parameters

DIC software EikoTwin DIC [44]

Image filtering rgb2gray

Element size 1.12 mm

Shape functions Linear (T3 elements)

Evaluation points (per element) 55 (i.e., Ne ≈ 7.4)

Matching criterion Normalized quadratic differences

Interpolant Linear

Displacement noise-floor see text and Figure 16

The finite element mesh of the nominal 100 × 100 mm2 plate surface is shown in

Figure 10(a). A regular discretization was utilized with an element size of 1.12 mm.

Parts of the support overlapping with the plate surface were removed in addition to

the central part of the plate that was illuminated by the laser. In that last area, the

speckle pattern was altered by the laser source and the cameras were sensitive to near

IR radiations even though blue filters were utilized.
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(a) (b)

Figure 10. (a) Mesh of the nominal configuration. (b) Projected meshes onto the two

pictures of the reference configuration of the first test, and corresponding histogram

of surface areas of each element expressed in pixels

Figure 10(b) shows the meshes when reprojected onto the reference images acquired

by both cameras before the very first test. Even though the initial mesh was structured,

the meshes in both images were no longer uniform (see histograms of Figure 10(b)). The

mean element size was equal to 6.4 px for the first camera, and 7.0 px for the second

camera. The corresponding spatial resolution (i.e., the square root of the total number

of pixels covered by the shape functions shared by each node) was equal to 15.2 px and

16.7 px, respectively. Had all nodes had a connectivity of 6 (as inner nodes did), the

spatial resolution would have been equal to 6.4
√

6 = 15.7 px and 6.4
√

6 = 17.1 px,

respectively.

Before performing displacement measurements, shape corrections with respect to

the nominal model of the plate were performed [38]. This correction was carried out

prior to each test since the temperatures were high enough to have residual deformations

at the end of each laser impact. They were also performed when the plate was in its

as received state since the plate thickness was not high (i.e., 2 mm) and there were

some flatness defects. Figure 11 shows the shape correction that had to be performed

for test 2a.
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Figure 11. Shape correction (expressed in µm) in the out-of-plane direction for test 2a

For illustration purposes, Figure 12 shows the out-of-plane displacement fields for

three particular instants of the experiment, namely, when maximum “swelling” was

observed, then maximum sinking, and at the end of the test. The maximum amplitudes

were about ±450 µm. These levels are more than one order of magnitude larger than

the measurement uncertainties that will be discussed in the following sections.

(a) (b) (c)

Figure 12. Out-of-plane displacement fields (expressed in µm) for (a) maximum

swelling, (b) maximum sinking, and (c) at the end of the test

The previous fields are available for any analyzed picture pair. In the following,

five locations of virtual displacement sensors were selected, namely, one point close to

the illuminated zone, and four points close to the corners of the plate (Figure 13(a)).
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(a) (b)

Figure 13. (a) Location of the five virtual sensors for which the out-of-plane motion

UZ histories are reported in sub-figure (b). The vertical dashed lines depict the

beginning and the end of laser illumination for test 2a

Figure 13(b) shows the temporal displacement histories of these 5 points. Sensor s

has a temporal history that is out of phase with the other four because of the localized

temperature gradient in the central part of the sample. Further, the sensors monitoring

to the same side (i.e., s1-s4 and s2-s3) have very close responses (when t > 4.4 s),

yet different from one side to the other. This observation shows that the way the

plate deformed during the experiment was not symmetric, which is also observed in

Figure 12(b-c). At the beginning of the experiment, sensors s1 and s2 had similar

histories, and sensors s3 and s4 as well. The inversion occurred when t ≈ 4.4 s for

which the displacements were identical (and very small) for the five sensors. This

global inversion is also observed when comparing the displacement fields reported in

Figure 12(a) and Figures 12(b-c).

These last results are only a small part of the analysis of the experiments reported

herein. As smoke was observed at least for the first test of each series (Table 2), it

calls for spatiotemporal analyses in which spurious fluctuations can be mitigated thanks

to temporal regularization [45, 46]. However, special care has to be exercised to avoid

filtering out meaningful parts of the signal. Another route may be so-called PGD-
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DIC [47, 48] in which spatiotemporal modes are constructed on the fly, some of them

possibly having the signature of spurious motions induced by smoke. The remainder

of the paper focuses on uncertainty quantifications in which both afore-mentioned

enhancements were not considered.

4.3. A Priori Estimates

The mesh used in the present study was very fine (i.e., with an element size equal

to 1.12 mm, see Figure 10(a)). Consequently, when the number of integration points

increases, one pixel may be shared by more than one integration point. In that case, no

gain is expected in terms of measurement uncertainty since no additional information is

available (i.e., the standard displacement uncertainties no longer decrease). It follows

that an equivalent number of integration points is defined

Ne = min(NIP , Npx) (10)

where Npx is the maximum of the mean element size in the meshes reprojected in the

camera planes (i.e., 7 px in the present case). Equation (9) is modified to account for

this limitation

σ2
k =

Σ2
u

N2
e

∑
c

4(σc)2

(Πc
k)

2〈‖∇Ic0‖22〉
(11)

where the number of integration points NIP is replaced by the equivalent number of

integration points.

To validate the previous extension, a first test case consisted in considering the

image pairs of the reference configuration of the first test, and artificially adding

Gaussian white noise to each pixel with a standard deviation of 1.2 gray level (i.e.,
√

2σc = 0.8 gray level [25]) to create a series of 29 pairs to be representative of

the experimental dataset available for uncertainty quantifications. Stereocorrelation

analyses were conducted for different numbers of integration points on these image series.

For each degree of freedom, the variance of its temporal fluctuations was computed.

Then, for each direction, the square root of the mean level was finally calculated and

compared to the a priori estimate provided by Equation (11) in Figure 14.
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Figure 14. Standard displacement uncertainties σu vs. equivalent number of

integration points for the artificial test case. Curves: a priori estimates (Equation (11)),

symbols: a posteriori evaluations

For the in-plane components, a very good agreement is observed between the a priori

estimate and the correlation results. In particular, the flattening of the displacement

uncertainties is very well captured. The standard uncertainty for the out-of-plane

component over-estimates a bit the actual results. This may be due to the fact that

the total sensitivities in the out-of-plane direction are less uniform than those in the

in-plane directions (Figure 4).

The first set of results validates Equation (11) when applied to an artificial test

case (i.e., when random errors with a priori no source of systemic error). They are in

line with what was already observed in other configurations [25]. The next step will be

to investigate the 14 tests in which additional sources of errors may be present (e.g.,

illumination changes, pattern degradation).

4.4. A Posteriori Validations

The same type of study as before was conducted on the 30 image pairs acquired prior to

the first test. This series is representative of the true experimental conditions before the

laser was turned on. One additional step was to determine the actual level of acquisition
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noise for both cameras. Since it has to be assessed for both cameras, 2D DIC analyses

were run on each image series, and the gray level residuals were stored. For each pixel

of the ROI, the standard deviation of the residuals was computed, and the mean over

the ROI was evaluated. A 2/3 correction was finally applied since a bilinear gray level

interpolation scheme was considered (i.e.,
√

2σ1 = 1.2 gray level,
√

2σ2 = 1.3 gray

level). This level was about 50% higher than in the artificial test case.

Figure 15 reports the change of the standard displacement uncertainties as functions

of the equivalent number of integration points for the first test. Overall, a good

agreement is observed, and a very good agreement for the plateau levels. This analysis

shows that there is no need to use more than about 49 integration points in each element

since there is no gain in terms of measurement uncertainty. Consequently, the first

number compatible with the triangular geometry of the elements is NIP = 10× 11/2 =

55. It was used in all the following analyses (Table 3).

Figure 15. Standard displacement uncertainties σu vs. equivalent number of

integration points for the first test (1a). Curves: a priori estimates (Equation (11)),

symbols: a posteriori evaluations

For the fourteen tests, stereocorrelation measurements were performed for the series

of 30 image pairs. Each time, the reference pictures were those of the considered test

even though only five different patterns were available, yet they may have degraded

because of laser illumination (Table 2). Figure 16 shows the results for all uncertainty

quantifications with the comparisons with the a priori estimates. A very good agreement

is observed. Further, even though some pattern degradation was observed and the dwell
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duration was rather short for test series 3 to 5, it did not influence the measurement

uncertainties when repeated tests were analyzed (Table 2).
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Pattern #1 Pattern #2

Pattern #3 Pattern #4

Pattern #5

Figure 16. Standard displacement uncertainties σu vs. equivalent number of

integration points for all the tests. Curves: a priori estimates (Equation (11)), symbols:

a posteriori evaluations

In Figure 17, the a priori estimates are compared to the a posteriori evaluations.
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As expected from Figure 16, a very good correlation (i.e., Pearson correlation coefficient

r = 0.98) is observed, which validates the a priori estimates proposed herein. When a

linear regression is performed, a slope of 0.96 is found between a priori and a posteriori

displacement uncertainties.

Figure 17. A posteriori standard displacement uncertainties σu vs. a priori estimates

(Equation (11)). The solid linear depicts the best linear fit (slope: 0.96, correlation

coefficient: 0.98)

4.5. Influence of Speckle Pattern

Even though two different patterning techniques were investigated, no clear difference

was observed in terms of measurement uncertainties (Figure 17). Further, the fact

that each pattern was heated did not induce significant changes in the uncertainty

levels, even though smoke was observed and the patterns were not all stable against

laser illumination (Table 2). This effect was mitigated by excluding the zone that

was impacted by the laser (Figure 10). All these observations show that measurement

uncertainties are the result of an interplay between image contrast (here characterized by

the RMS image gradient), the optical setup that determines the placement sensitivities

(which depend on the extrinsic and intrinsic parameters of each camera), and acquisition

noise (i.e., camera hardware and illumination). Consequently, the speckle pattern is

only one of these numerous components, and in the present case, it had not a significant
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influence as the RMS image gradients were all of the order of 10 gray level per pixel

(Figure 9).

5. Conclusion

A priori estimates of standard displacement uncertainties were considered when

derived from mean field approximations of variances in an FE-based stereocorrelation

framework. They were extended to account for their flattening when the distance

between integration points becomes less than the pixel size. These expressions combine

a measure of image contrast, placement sensitivities, number of integration points and

acquisition noise.

Uncertainty quantifications of 14 thermomechanical tests were conducted on

stainless plates that were laser-shocked (some for peak temperatures greater than

1000°C). Five different patterns were considered, three of them nanostructured, and

two speckled with B/W paints. Even though some repeated laser impacts were applied

onto the same patterns, which experienced high temperatures, no degradation of the

noise-floor displacements was observed.

For the selected experimental setup, the a priori estimates of standard displacement

uncertainties were experimentally validated for all 14 tests. This result is, for

example, very useful for designing and optimizing multiview systems (i.e., lowering

the measurement uncertainties by suited camera placements [39]). Such uncertainty

quantifications will have to be investigated for more complex shapes and surface

geometries for which the mean field approximations utilized herein may be further

challenged.
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