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Abstract

This work introduces and studies a new family of velocity jump Markov processes
directly amenable to exact simulation with the following two properties: i) trajectories
converge in law when a time-step parameter vanishes towards a given Langevin or Hamil-
tonian dynamics; ii) the stationary distribution of the process is always exactly given
by the product of a Gaussian (for velocities) by any target log-density whose gradient is
pointwise computabe together with some additional explicit appropriate upper bound.
The process does not exhibit any velocity reflections (jump sizes can be controlled) and
is suitable for the ’factorization method’. We provide a rigorous mathematical proof
of: i) the small time-step convergence towards Hamiltonian/Langevin dynamics, as well
as ii) the exponentially fast convergence towards the target distribution when suitable
noise on velocity is present. Numerical implementation is detailed and illustrated.
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1 Introduction

A kinetic process is a Markov process (X;, V;)i=0, where X; € R? and V; € R? are respectively
called the position and velocity of the process, such that X; = Xy + fot Vids for all t > 0. In
addition to modeling a variety of phenomena, they can be used as time continuous Markov
Chain Monte Carlo algorithms. In that case, given a target probability distribution v on R,
the idea is to construct a kinetic process with piecewise constant velocity and ergodic with
respect to a probability measure 7 on R?? with first marginal v. This program generalizes
the usual construction of a v-ergodic process (X;)i=o on R%. That way, for observables f,
the empirical estimation ¢! fot f(Xs)ds still converges in large times toward v(f). This idea
traces back to the Molecular Dynamics (MD) of Alder and Wainwright [I], based on the
Hamiltonian dynamics, introduced shortly after the seminal Metropolis algorithm. Beyond
physical applications and motivations (Hamiltonian-based processes simulate the real physical
dynamics), an algorithmic motivation is that kinetic processes have a ballistic rather than
diffusive behaviour : their inertia reduces backtracking, which improves the exploration of
the configuration space, by comparison with reversible processes such as Metropolis-Hastings
random walk or usual elliptic diffusions.

Langevin diffusion and Hamiltonian Monte-Carlo (HMC) are classical kinetic processes
used for sampling purpose. In the last decade, another class of velocity jump samplers has
emerged, first obtained as scaling limits of rejection-free lifted Markov chains [20, 4] 16]. In
the latter, the velocity is piecewise constant and is updated at random times; in particular,
the process belongs to the family of piecewise deterministic Markov process (PDMP). The
law of these so-called jump (or collision, or event) times is chosen in such a way that the
invariant distribution of the process is the target m. An appealing feature of these processes



is that they can be implemented in continuous time, since only the value of the process at
its jump time is needed, and no supplementary time discretization is required. In particular,
the equilibrium of the process effectively implemented is the correct one, which is usually not
the case for discretized diffusions. In HMC-like methods, a Metropolis step is added which
corrects for the time discretization; however the introduced rejection requires a velocity
reflection which destroys the ballistic dynamics and impairs the efficiency of the algorithm.
Another interesting point is that, as detailed in Section [2.1] (see also |17, [1§]), different parts
of the log-density of ¥ may be treated at different time-scale through a factorization of the
target measure, thus reducing the overall computational complexity of the algorithm. This
is somewhat an analogous of the deterministic multi-time-step integration methods [22] [14]
but, again, without their statistical bias.

If the user is only interested in computing static quantities, i.e. integrals of some ob-
servables with respect to v, then any v-ergodic process, or m-ergodic kinetic process with
marginal v, does the job. Now the question is a bit different when the aim is to compute
dynamical quantities for a given, particular kinetic process (typically, the Hamiltonian or
Langevin dynamics), like diffusion constants, escape rates or quasi-stationnary distributions.
Indeed, though they have the same equilibrium, different kinetic processes may have com-
pletely different dynamical properties. For instance, bouncy-type samplers, HMC, or other
Metropolized schemes based on Langevin diffusion [19] all present, at some times, a reflec-
tion of the velocity, a harsh modification of the dynamics which never happens neither in
Hamiltonian nor Langevin dynamics.

That being said, dynamical errors already arises by usual discretizations of the continuous
time dynamics of interest. For instance a Langevin process discretized with Verlet-like scheme
doesn’t have exactly the same dynamical properties as the reference continuous-time process.
But obviously, there is a parameter (the time-step ¢) which may be tuned to obtain a trade-
off between dynamical precision and cost: the smaller €, the better the precision on the
dynamical properties, but the more expensive it is to compute a trajectory in a given fixed
time T (forces, i.e. the gradient of the log-density of v, have to be computed T'/e times).
This possibility does not exist currently for bouncy-type kinetic sampler.

The main contribution of the present work is the design of a new family of velocity jump
processes with the following two properties: i) similarly to discretized Langevin or Hamil-
tonian schemes, the process does not suffers from regular velocity reflections and moreover
converges when a time-step parameter € vanishes towards a given Langevin of Hamiltonian
dynamics; ii) similarly to bouncy-type samplers, it is a kinetic MCMC sampler with exact
target distribution and suitable for the factorization method. We provide a rigorous math-
ematical proof of the related following two properties. On the one hand i), the convergence
in distribution when ¢ — 0 of trajectories of the considered process towards Hamiltonian
dynamics. This result relies on classical characterization techniques based on martingale
problems. On the other hand ii), the large time exponential L2-convergence of the process
time marginal distribution towards the exact target distribution. This result relies on an
hypocoercivity analysis based on a Lyapounov function in the form of a well-chosen modified
L?-norm, in the spirit of [10].

The improvement from Hamiltonian integrators and randomized variants is thus that the
static properties are unbiased and, maybe more importantly in this context, the factorization
method is still available. The price to pay is the loss of geometric properties as symplec-



ticity. The improvement from bouncy-type samplers is that the proposed method introduce
a time-step parameter ¢ that enables to interpolate the former with Hamiltonian/Langevin
dynamics.

Finally, we remark that several recent works [0, 9] in Bayesian statistics have argued
that samplers based on Hamiltonian dynamics or Langevin diffusion have good convergence
properties, from the fact the continuous-time limit process has dimension-free convergence
rate for smooth and concave potentials, and then controlling the distance between this limit
and the effective algorithm. In this context, our family of processes may provide a way to
keep the dimension-free convergence rate while suppressing the bias (although the dimension
should still intervene in the complexity of the algorithm). As said above, we provide explicit
L? convergence rates in the spirit of [10] and [2] under general assumptions.

The article is organized as follows. The general framework of kinetic samplers and velocity
jump processes is introduced in Section 2| Section [3|contains the definition of the new family
of processes and the proof of convergence toward the Hamiltonian dynamics (Theorem [3.6]).
Exponential convergence toward equilibrium with explicit rates are established in Section
through Hypocoercivity arguments (Theorem . Section [5| discuss the effective simulation
of the processes, and numerical experiments are provided in Section [0l Finally, the proof of
a general result for the convergence of Markov processes, Theorem [7.1] used in the proof of
Theorem [3.6] is postponed to Section [7]

2 Kinetic samplers

2.1 General setting

Let v and v be two probability laws on R¢, where v admits a Lebesgue density proportional
to exp(—U) with U € C'(RY). We are interested in kinetic processes for which the Gibbs
distribution 7 = v ® 7, namely

m(dzdv) o exp (—U(x)) dzy(dv), (2.1)
Is Invariant.

Remark 2.1 (Marginal in the velocities). There are several possible choices for 4. Usual
ones are Gaussian distributions and the uniform measure on a sphere or on a discrete set of
velocities.

Consider a Markov process on R? x R? with — formal — generator £, decomposed as
Lo(z,v) = Te(z,v) + Fo(z,v) + Dp(z,v) (2.2)
for ¢ € C°(R??), where:

o Ty(z,v) =v-Vyp(z,v) is the free-flight transport operator, and is the only part that
acts on the position variable in the sense that Dy = Fp = 0 if ¢(x,v) = g(z) for some
function g.



e D is a Markov generator that acts on the velocity variables and leaves 7 invariant
(dissipative in the velocity):

Vo € C°(R*) ,Vr € R?, Dp(z,v)y(dv) =0. (2.3)
Rd

e F is a transport operator on the velocity variables such that for all ¢ € C°(R??),

Fo(x,v)r(dedv) = —/ o(x,v) (v-VU(z)) n(dzdv) . (2.4)
R2d R2d
Integrating by parts, we see that this last condition means that [ For = — [ Ten for all

¢ € C*(R?*). As a consequence together with imply that 7(Ly) = 0 for all
¢ € C(R2). If C>*(R??) is a core for £, which is usually true and can be proven through
regularization and truncation arguments [12], then this implies that 7 is invariant for £.

We will focus on the definition of F, which is the only part of £ which effectively depends
on the target law v, and more precisely on the forces VU. But beforehand, let us give a few
remarks on D. Among other usual choices for the latter, may be found:

e Friction/Dissipation:

2
Dyp(z,v) = —v - Vyp(z,v) + %Avgp(x,v) : (2.5)

for some o > 0, in which case v is the centered normal distribution with variance o2

e Velocity refreshment:
De(a.v) = [ (el w) = olo. ) (). (2:6)
e Partial refreshment:
Do(eo) = [ (s + VI=70) = plo.0)) (), .)

for some p € [0,1) if v is a normal distribution, which interpolates between the two
previous exemples.

In general, note that implies that for any probability law 7 on R?, 7 ® ~ is invariant for
D. Moreover, if holds, then it also holds for the generator Dyp(z,v) = n(z)Dp(z,v)
for any positive function 7 on R?. For instance, when D models the interaction of the system
with an external heat bath, there may be no coupling with the heat bath in the interior of
some domain, i.e. n(z) = 0 for x in the domain, and 7(z) > 0 outside. Similarly, if D; and

D, both satisfies ([2.3)), then D; + D, does too.
As far as F is concerned, the most classical choice is the drift operator
.F(,O(ZL’, U) = _O-QVU<J") ' VUQO(ZE, U)
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which satisfies if v is the centered normal distribution with variance o?. With this
choice, then L is the generator of the Hamiltonian dynamics if D = 0, of the Langevin
diffusion if D is given by (2.5), or of the HMC if D is given by (2.6).

The factorization (or splitting) method relies on the following remark. Suppose that
VU (x) = sz\il &(z) for some vector fields & on R?, i = 1..N, and that we have N operators
Fi,...,Fn such that for all i € [1, NJ,

Fip(z,v)r(dedv) = —/ o(x,v) (v-&(x)) m(dedo) . (2.8)
R2d R2d
Then F = SV, F; satisfies (2.4)). If & = VU, for all i € [1, N] for some U; € C'(R?), then

the decomposition of F is based on the factorization
N
v(dr) o H e Vi@dy
i=1

Note that in that case it is not necessary that exp(—U;) has finite mass, and more generally
& is not required to be a gradient. For instance, if (e;);cq1,q) is the canonical basis of R,
then & (z) = (VU(x) - e;)e; gives a decomposition of the forces VU as a sum of possibly
non-gradient forces.

Through this decomposition, different forces may be treated with different dynamics. For
instance, as we will see in Section [f], jump mechanisms are easily simulated if VU is bounded,
or Lipschitz, with a known bound, which is not always the case. On the other hand, drift
mechanisms suffer the problem of discretization, and a possibly higher computational cost
since the forces have to be computed at each time-step. If VU can be decomposed in slow or
long-range forces which are expansive to compute but easily bounded and fast or short-range
forces which are possibly singular but cheap to compute, then it is natural to treat the first
ones with jump processes and the second one with drift ones [I8]. More generally, if different
forces have different time-scales, then instead of using different time-steps in a numerical
integration of a drift mechanism, it is possible to use different jump mechanisms as detailed
in Section [3.3.21

In the rest of the paper, unless otherwise specified, we will only consider the non-factorized
condition (2.4). Indeed, from an operator F that satisfies (or more precisely
below) and whose definition only involves U through VU, it is then easy to obtain an operator
F; that satisfies by replacing VU by &; everywhere in the definition of F (see Section.

2.2  Velocity jumps

From now on, we will consider the case where

Felwo) = [ (ple.v) = plao) gfa s ), (2.9)

where ¢(x, v; dv') = A, v)k(z, v;dv’) for X € [0, +00) and a (normalized, Markov: [, k(z,v;dv’) =
1) kernel k(z,v;dv’).

In that case, the dynamics of a Markov process with generator 7 + F is the following:
the x variable evolves deterministically at velocity v; the velocity is piecewise constant, and
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jumps at a rate A(z,v) to a new velocity v' sampled according to k(z,v;dv’). The number
of jumps may go to infinity at finite time, unless for instance A is bounded. This kind of
process is known as a velocity jump process.

Definition 2.2 (Two conditions). A non-negative kernel (that may be non-normalized)
qo(x,v; dv’) is reversible with respect to v if

qo(z,v; dv')y(dv) = go(x,v';dv)y(dv’) Vo € R% (R)

It satisfies the average condition if moreover [, 1+ [v'| go(x,v;dv") < 400 for all
(z,v) € R* and

VU (z) - / 1(v — 0" )qo(z,v;dv") = VU () - v, dzy(dv)-a.e.. (A)

/GRd 2

Note that may be rewritten in terms of the intensity \o(z,v) = [ go(x,v,dv’) and the
normalized kernel kg = qo/ Ao as

( / Vo, v: dv’)) VU(z) = (1 - ﬁ) v VU (z). (2.10)

iR =R,

Let

be a measurable function such that

W(s) —(—s)=s, VseR.

The basic choice for ¢ is 1(s) = (s), but as remarked in [3] there are other possibilites, like

Y(s) = aln(e®/* + 1) for a > 0. For any proposal kernel g, let us define a corrected kernel
by:

1
q(z,v,dv") = <§VU(1’) (v — v’)) qo(z,v;dv’). (2.11)
Our work is based on the following remark.

Lemma 2.3. Assume that qo(x,v; dv’) is reversible with respect to v, in the sense of condi-
tion @ Let q be the corrected non-normalized kernel defined by . The corresponding
operator F given in satisfies the condition (that in turn implies invariance of 7)
if and only if the average condition holds true.

Proof. Let a(z,v,v") = 1 (VU - v —v'). For any ¢,

/.ng(x,v)dﬂ(dxdv) = /go(x,v’)w(a(x,v,v’))qo(x,v;dv')w(dxdv)

—/gp(:L’,v)w(a(x,v,v'))qo(x,v;dv’)ﬂ(d:cdv).



In the first integral, use the reversibility assumption and interchange the variables v and v’
to get:

/ Fol,v)dn(dedv) = / ol v)b(alz, o, 0))ao(e, v; Aoy (dzdv)
- / o, v)b(al, v,0'))gol, v dof ) (dardv)
_ / l / (Wlale, o', v)) — lale, v,v')) dolz, v; dv') | oz, v)m(dadv)
_ / l / a(z, v, )qo(x, v: dv) | o, v)(dado).

As a consequence, the condition (2.4]) is met if and only if the term between brackets is
almost everywhere equal to v - VU (x), which is exactly the averaging condition ({A). O

Remark 2.4. When ¢(s) = (s)4, for this choice of corrected kernel ¢, at each jump, the
scalar product of the velocity with —VU increases almost surely. In that sense, there is
“minimal noise” in the tangential part VU. The condition can be relaxed by setting:

o, v; o) = {w (%VU(:E) (o= v’)) + g(x)} g0, v: ) (2.12)

for any non-negative function g on R?. One checks easily that the averaging condition (Al
is unchanged. The process then perform jumps more often, but they are less constrained
to be aligned with —VU. In fact, if gy is reversible for «, then the kernel ¢(x,v;dv") :=
g(2)qo(x, v; dv’) leaves invariant 7 ® v for all law 7 on R?, and thus ¢ can be incorporated
in the dissipative part D of the generator. For this reason, in the rest of the paper we only
consider the case g = 0.

Remark 2.5. In the proof of Lemma [2.3] the integration with respect to the variable z plays
no role, so that in fact if gy satisfies the conditions (R) and (A) then for all ¢ € C3°(R??),

Fo(x,v)y(dv) = — /Rd o(x,v) (v-VU(x))~(dv) dz-a.e.. (2.13)

Rd

2.3 Particular known cases

We now show how special forms of ¢y lead to various known sampling algorithms.

Theorem 2.6 (Zig Zag process). Let v be the uniform measure on the finite set {—1,1}%.
Forv € {—1,1}4, let qo(z,v;dv") = > .0 Ow(dV'), where w ~ v means that v and w are
neighbours on the discrete cube, that is, they differ by one coordinate.

Then qo is reversible with respect to v and satisfies the average condition (A); the corre-
sponding process is the zig-zag process.

Proof. The reversibility is clear. To check the average condition, remark that if w and v differ
only by the i coordinate, then (v — w)/2 = v;e; where e; is the i*® basis vector. Therefore

VU($)'/ 1(v—v)q0xvdv ZVU ~vie; = VU (x) - v

'cRd 2



With ¥(s) = (s)4, the corrected kernel is given by

M:“

e O om0
1%
vzz+v2ve

q(z,v,dv') = %(VU(x) (v =) qol,v;dv)

=1
which is exactly the zig-zag jump kernel. ]

Theorem 2.7 (Bouncy particle). Let v be the uniform measure on a sphere. For v on the
sphere, let q be the degenerate kernel q(x,v;dv’) = p(z).(dv') where R(x) is the symmetry
with respect to the orthogonal of VU, that is,

R(x)v =v — Q]I{VU;éO}q\)VZ—(U()])VU( ).

Then q is reversible with respect to v and satisfies the average condition (A); the corresponding

process 1s the bouncy particle sampler.

Proof. Once more, the reversibility is clear. The interesting thing to notice here is that
1
§VU({E) (v —R(z)v) =VU(x) v

Therefore

1

VU(JU)-/ —(v —v")qo(z,v;dv") = VU(x) - v
v’ €R4 2

The corrected kernel with 1 (s) = (s)4 is given by ¢(z,v,dv’) = (VU(z) - v), dp(a)»(dv’), and

we recover the bouncy particle sampler. O

3 The Gaussian case

3.1 The process

In this section we consider the particular case where the normalized proposal kernel ky(x, v; dv’)
and the velocity distribution v are Gaussian. In fact, up to a change of variables, we assume
without loss of generality that v is the standard Gaussian distribution with mean 0 and
variance Id.

Given the particular role of the direction VU, it is natural to use the following orthogonal
decomposition of the (tangent) space at x. Denote

T(x) = VU(z)/|VU(2)|

if VU(x) # 0 and T(z) = 0 otherwise. For any w € R? we write w = wr + wo where
wr = (w-T(x))T(z) is the projection of wr on Vect(T'(x)) and we is orthogonal to T'(z).
With this notation, let ko(z,v;-) be the distribution of the Gaussian random variable

ko(z,v;-) = Law(V"),



where V' = V] 4+ V/; given by its decomposition:

Vi = pr(x)vr + /1 — pi(x)Gr (3.1)
Vi, = po(x)vo + 4/ 1 — p(x)Go

where pr(z), po(x) are in [—1,1], and G = Gr + Gp is a d-dimensional standard unit
Gaussian. Therefore:

e the sign of pr encodes whether or not we reflect the tangential component (to bounce
or not to bounce);

e |pr| encodes the strength of the memory for the tangential component of the velocity:
|pr| = 1 means either no change (if +1) or perfect bouncing (if —1), pr(z) = 0 means a
full resampling without memory (which is called forward event-chain algorithm in [I5]);

e similarly |po| and the sign of po encodes respectively the balance between full memory
and full resampling and whether to bounce for the orthogonal component of the velocity.

It is then easy to remark:

Lemma 3.1. Let qo(z,v;dv') = Ao(z, v)ko(z,v; dv") where ko is defined above by (3.1). For
any x,v € R?, the average condition (equivalently (2.10))) holds if
2
M(z,v) = ————;
L gy

and this latter condition is necessary when v - VU (x) # 0. Moreover, if Ny does not depend
on v, then qq is reversible with respect to v (condition (R)))).

Proof. To check the second form ([2.10)) of the average condition, we compute for z,v € R?

VU@ ([ thola i) ) = U G@) - (prloper + pole)un
= pr(z)VU(x) - v.
Then, if v - VU (x) # 0, (2.10)) holds iff 1 — 2/X¢(x,v) = pr(x).
Now, if Ay does not depend on v, the reversibility of ¢ is a consequence of the reversibility

of ky. Remark that the (density of the) kernel ky admits a decomposition ky(z,v;v") =
kX (2, vp; v})kS (2,005 vh), and similarly v(v) = v(vr)y(vo), with

1 vp — p(@)vr>  |vr|?
kL (z, v o) y(vp) = exp (_ T _
0 ( T T)’y( T) 9 /T — p%«(l‘) 2(1 — p%(l‘)) 9
= ko (x,vp;0r)y(vp)
and similarly for the orthogonal part, which concludes the proof of the reversibility. ]
Remark 3.2 (Return of the bouncy sampler). The degenerate, deterministic case pr = —1,

po = 1 gives \g = 1 and we get back the bouncy sampler.
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From now on we assume that there is no orthogonal part, i.e. po(z) = 1, and that
Mo(z,v) = No(z) = 2/(1 — pr(x)) for all z,v € R? and 1(s) = (s)4 for all s € R. Introducing
the notation

e(z) = % € [0, +00] (3.2)

we can express (dropping the z dependence notation in the following for simplicity)

1 —¢e? \/7 2 1+ &2
pT 1+€27 pT 1+827 0 52

Let us recall that we consider PDMP process on R? x R? with generator £ = T + F where
T =v-V, and

Flp)(z,v) = / (o) — (v)) gl v, d') = / (o) = () (VaU - (v — o)), qol, v, o).

2
The consequences of the previous discussion are gathered in the following result. Recall that
T(x)=VU(x)/|VU(x)| if VU(x) # 0 and T'(z) = 0 otherwise.

Lemma 3.3 (Velocity-jump sampler). Let ¢ > 0 denotes a strictly positive function on RY.
Consider the PDMP generator L =T + F with qy given by

1+ ¢?
[ e@levdr) = “LEB (),
where 5
€
Vi—v— = (0 T+G)T (3.3)

G being a standard one-dimensional Gaussian. Then qy satisfies the average condition
and s reversible for the unit Gaussian in velocity variables. As a consequence the process
with generator L leaves invariant the target distribution 7.

In particular, e = +oo is the full bouncy particle, ¢ = 1 the full resampling, ¢ < 1 a
partial memory, and £ — 0 corresponds to small changes at an increasing jump rate.
We can then give more details on the formula defining the corrected kernel.

Theorem 3.4 (Corrected jump rate). The corrected kernel associated with the velocity jumps
process of Lemma[3.5 is given by

U 2
/(p(v')q(m,v, dv') = |v€—‘E {(p (m, V=g +€€2 (ev- T+ G) T) (ev-T+ G)J :
As a consequence, the corrected jump rate X is given by

Az, v) = %E [(v-T(x)e(x) +G),] = w@(e(x)v -T(z))

e(z)

where

O(u) :=E[(u+G),] = uP(G > —u) +
Proof. By definition,
/gp(v’)q(m, v,dv’) = %)\O(x)IE [gp (2, V') (VU - (v — V’))+] )

Replacing V' by its expression given by (3.3 concludes. ]
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3.2 Convergence toward the Hamiltonian dynamics

From now on, we will denote L. the generator of the velocity jump process with kernel ¢ = ¢.
given by Theorem for some positive function € on R? i.e.

Lop(z,v) =0 Vep(z,v)+ / (p(x,v") — @(z,v)) q-(z,v;dv') . (3.4)

v’ €R4

It can then be expanded using Taylor as

+o0o n
o |VU| n n—1 -2 n+1
L.(p) _v-v$¢+;TDU¢(T,...,T)e — =) E [(ev-T+G)T'] . (3.5)
Forn > 1,
E[(u+ G =E[GE] + (n+ DuE [GY] + O (),
with

E(Gy) =1/V2r, E(G%)=1/2, E(G)=+/2/r.

As a consequence, as € vanishes, we get back the Hamiltonian dynamics
Lo(p)=v-Vyp—VU-Vypo+0O(e),
and at first order in ¢, we obtain a (degenerate) Langevin diffusion

41VU
L(0) = v-Vag—VU-Vyo+ e N 1 1)D . Vg + D2p(T,T)] + O()
V2T

4|VU|
V2T

which can be interpreted as the Langevin process that: i) is degenerate along the force
direction, ii) is reversible (up to velocity reversal) with respect to the target distribution m,
and iii) has a typical relaxation time of order 1/(|V,U]|¢).

= v-Vyop—-VU-Vyp+e¢

|:€|U2|T -V, <€_|U2|T : vaO):| + 0(52) )

We will now give conditions under which the convergence of the velocity jump process to-
wards an Hamiltonian dynamics can be proven rigorously. It is remarkable that the limit can
be identified as soon as the martingale problem for the deterministic Hamiltonian dynamics
is well-posed. If VU is Lipschitz, this is a consequence of the standard Cauchy-Lipschitz the-
ory; the minimal conditions on VU being still an open problem. We define first martingale
problems in R

Definition 3.5. A cadlag random process (Zt)t20 in R with initial distribution u is solution
to the martingale problem associated with (1, L, C>°(RY)), where L is a Markov generator, if
for any ¢ € C(RY) the process

twwm—élwam

1s a martingale with respect to the natural filtration of Z. We say that uniqueness holds
if all solutions have the same probability distribution on the usual Polish space of cadlag
trajectories.

12



Theorem 3.6. Let (c,),en be a sequence of strictly positive measurable functions on R?
that vanishes uniformly on all compact sets as n — +oo. Denote L. the associated PDMP

generator and denote

Loy .V, -VU-V,,

and consider p € P(R?*) an initial distribution. Assume that

e [For each n, the velocity jump process associated to L., is defined for all time (the
sequence of jump times converges to +00).

e VU is continuous and the martingale problem associated with (u, Lo, C>°(R?*?)) is well-
posed on R?*.

Then, as n — 400, the velocity jump process associated to L., converges in distribution
i the space of cadlag trajectories endowed with the Skorohod topology towards the unique
martingale solution of the Hamiltonian dynamics Ly.

Proof. 1t follows from a general result, Theorem postponed to an Appendix section.
Indeed, according to Theorem , it is sufficient to check that for any ¢ € C2°(R?*?) and any
compact K C R??

lim sup|L., ¢ — Lop| = 0.

n—+oo g

Omitting the dependency in z in the notations in the following and denoting u,, = ¢,v-T+G,

we see that E [(u,)?] converges to 1/2 uniformly on all compact sets and that E [(u,)? ] is

uniformly bounded in n on all compact sets. Thus

VU|u 2eu
oo - Lap)al = [ [T (o (0= 257 - plo)) + U Vigto)|
€ 1+4+¢
2E [(u,)?
which vanishes uniformly on all compact sets of R? as n — +o00. m

Remark 3.7. More generally, considering a limit generator Ly + D, for some dissipative Dy,
the proof of Theorem [3.6|is straightforwardly adapted to get the convergence of the processes
associated to generators L., + D., with D, ¢ — Dy for all ¢ € C®(R??). For instance,
that way we can design velocity jump processes that converge toward the Langevin diffusion
or the HMC process.

3.3 Drift limit and factorization

As discussed in Section , if the forces are decomposed as VU(z) = S &(z) for some
vector fields &;, then we can consider the operators given by

Faptwo) = [ (olot) = pla0) i, n ),

13



with

/@( Nl v, o) = 1Sl g [gp(v—115;2(51-1;-Ti+(;)7;)(giv-Ti+G)+}

Ei %

where G is a one-dimensional standard Gaussian variable, x +— ¢;(z) is a positive function and
Ti(z) = &(x)/|&(x)] if &(z) # 0 and T;(x) = 0 otherwise. In other words, the process with
generator T + F; is exactly the velocity jump process introduced in Section except that
VU is replaced everywhere by &;. In particular, the previous results are straightforwardly
extended: fromm Lemmam the generators Fi satisfy (2.8 . (and more precisely (2.13] - with
VU replaced by &;), so that £ = T + ZZ 1.7:, satisfies [ Lodr = 0 for all p € C°(R*).
Similarly, from the computations of Section

Filp) ==& Vyp +Ol&i),
and thus we still get the convergence toward the Hamiltonian dynamics, since

L(p)=v-Vupo—=VU-V,po+ (’)( max ;) .

1<i<N

Let us give two examples of such a factorization.

3.3.1 Gibbs velocity jump processes
For i € [1,d], set &(x) = 8,,U(x)e;, where e; is the i vector of the canonical basis and

d

d
L=T+> Fi=> (00 +7F)
i=1

=1

where F; is defined as above, with some ¢;. The corresponding process can be seen as a
(kinetic) Gibbs sampler: indeed, each generator v;0,, + F; leaves invariant the conditional
law (x;,v;) — m(dxdv). When ¢;(x) = 400 for all i, we recover the zig-zag process, which is
thus a Gibbs version of the bouncy sampler (remark that, when € = 400, the norm of the
velocity is unchanged at jump times, so that although 7 = v ® v is indeed invariant for £
with a a Gaussian distribution ~, it won’t be ergodic).

For a general choice of ¢;, this factorization ensures the following property: in the case
where the target law is a tensor product of one-dimensional laws, i.e. if U(z) = Y0, Ui())
for some one-dimensional potentials U;, then the coordinates of the corresponding kinetic
Gibbs process are independent one-dimensional processes.

Note that

4|812U| 2
EE(SO) = v-Vep— VU -Vyp+ Z;Ei \/% [_Uiavﬁp + avi } + O( 13531\75 )

The fact that, in that case, the order one term is a non-degenerate Langevin diffusion is

reminiscent of the fact the Zig-Zag process is irreducible in cases where the bouncy sampler
is not, see [9].

14



3.3.2 Multi-time-stepping

Suppose that VU = & +&; where & is large and numerically cheap to compute by comparison
with &, smaller but numerically more intensive. To fix ideas, suppose that [|§;|l. < L; for
i = 1,2 with known constants L; > Ly. For i = 1,2, take ¢;(z) = ¢ for some gy > 0. Then,
in order to sample a trajectory of the process corresponding to the splitting VU = & + &,
as detailed in Section , & will be computed at a rate L;/eq. Hence, the splitting reduces the
number of computations of . This extends the strategy of [I8] where £; = 0 and 3 = +00
(bounce/drift process).

3.4 Non-irreducibility

The bouncy particle sampler and the Hamiltonian dynamics are well-known to be both non-
irreducible in general. There are in fact non-irreducible counterexamples for all the processes
with generator L. = T +F., € > 0 in the case with no additional noise (D = 0). For instance,
for a symmetric Gaussian target (or more generally any target with radial potential, i.e. that
is invariant by isometries preserving the origin) in dimension larger than one, VU (X;) being
collinear to Xy, note that X;, V; € span(Xy, Vp) for all ¢ > 0. Moreover, assuming that X, and
Vo are not collinear, even within this two-dimensional plane, the process is not irreducible.
Indeed, in the following, still for a symmetric Gaussian target, suppose that d = 2 and
(z0,v9) € R*xR? with span(zg, vg) = R% Remark that X; AV, := X} V?— X2V;! is unchanged
by the free transport and by the jumps, hence is constant along time. In particular, starting
from a deterministic condition (zg,vo) the law of the process will never converge to the
Gaussian target measure. More precisely, we expect the law of the process to converge to
the law of a standard Gaussian variable (X, V) on R? conditioned to X AV = z A vy (since
the standard Gaussian on R* is invariant for the process, so is this conditional law). Even if
we are only concerned with the law of X, this induces a bias (see the numerical section).

4 Hypocoercivity

The question of long-time convergence and ergodicity for velocity jump samplers have been
addressed in various cases in [5, 8, 1] with a Meyn-Tweedie approach and in [2] with the L?
hypocoercivity method of Dolbeault-Mouhot-Schmeiser [10]. Our approach will be similar
to the latter. Since the process is not irreducible in general, a dissipative part is added for
the velocities. In all this section, the target measure 7 is given by with v the standard
(mean 0, variance Id) Gaussian distribution on R¢ and we consider a kinetic process with
generator £ =T + F + D as in Section [2.1]and F is the operator defined in Lemma [3.3] for
some non-negative function € on R

We would like to emphasize that we will only conduct a formal study, disregarding in
particular the question of domains and extensions of the operators involved. The technical
arguments to make the proofs valid would be exactly those of [2], and thus we omit them for
the sake of clarity and in order to focus on the (formal) computations.

Assumption 4.1. D = n(x)Dy where n : R* — R, is such that
Vo € RY, 0<n<nlz)<n(1+|VU(2)]),
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for some 7 =1 >0, and Dy is a self-adjoint operator on L*(7y) such that Dy(v) = —v and
with a spectral gap of 1, in the sense that, for all nice g € L*(7),

(Dog oy < —llg— / gy |0,

Moreover, U € C?(RY) and there exists Cy > 0 such that
V2U($) t —01[ (Cl)

(in the sense of positive symmetric matrices) for all x € R? and

1
lim inf <§]VU\2—AU> > 0. (4.1)

|z|—o0
Finally, T =v -V, and F belongs to the class of operators defined in Lemma[3.53,

Remark 4.2. the operators Dy given by (2.5), (2.6) and (2.7)) are all self-adjoint in L?(v)
with a spectral gap of 1 and with Dy(v) = —wv.

The condition (4.1]) classically implies that the measure v satisfies a Poincaré inequality
with some constant cp > 0: for all f € H'(v),

1
If = Vf||%2(y) < ;HfoH%?(y) : (cp)

It also implies that there exist Cy > 0 such that

Vo € RY, AU(z) < Cy + |VU(2)]?/2. (Cs)
In the following, ||-|| and (-) stands respectively for the norm and scalar product in L*().
Denote respectively
mo = d
and

the second and fourth moment of v and (P;);>o the Markov semi-group with generator L.

Theorem 4.3. Under Assumption for all f € L*(m) and all t > 0,

4

(P =m) Il < ge ™I =mfl,

with

(”% (“ﬁ) (L+4C, +1663) (7/Vd +5/1+ 2/ +4/d)2)

Ch 2cp

N
S|
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Remark 4.4. The main point here is that x does not depend on . Also note that, as a
function of 7, the convergence rate scales for large n as n/ max(1,7?), which is well-known
for the Langevin dynamics with a constant 7 and suggests that the constant remains finite in
the overdamped regime under proper rescaling (albeit with a sub-optimal constant of order
¢} instead of ¢p). For cp < 1 and d > 1 we obtain

1

3 1/ 2
-~ g(2cP+C1)(1+402)§(77/\/E+5> .

Alternatively, if U is p-convex for some p > 0 independent from the dimension (so that
C1 = 0 and ¢p = p), choosing a constant 1 = v/d, we get k = O(Cy/+/d). For instance, for a
standard d-dimensional Gaussian target, Co = d.

Denote M* the dual of an operator M in L?(7), S = (L + £*)/2 and A = (L — L*)/2
the symmetric and skew symmetric parts of £ and

0, f(z,v) = / F(, Yy (@)

The Dolbeault-Mouhot-Schmeiser method [10] relies on the modified norm

H() = I/ + 6 (5. 5)

with
B = —(ml + (AIL)" AIL,) " (AIL)"

where §,m > 0 are some parameters to be chosen later on. From [2, Proposition 26-(d)]
(applied to the operator —AIL,/v/m) , ||B|| < 1/4/m so that H is equivalent to the L*(m)
norm for § < /m/2. The aim is thus to prove that H decays exponentially fast along the
semi-group (P;);=0, which proves the hypocoercive decay in L*(7) (in the sense of [23], that
is: exponential decay up to a constant factor C' > 1). Formally, the general result is the
following;:

Theorem 4.5. Assume that
SII, =0 I, AIl, = 0

and that there exist ¢,, R(m) = R > 0 and c,(m) = ¢, € (0,1] such that, for all nice
f e L3(m) with mf =0, it holds:

(microscopic coercivity) (Sf, f) < —c|(I =1L f? (4.2)
(macroscopic coercivity) (BAILf, f) < —ci| T f|? :
(auiliary bound)  (BLA-TL)S,f) < RILANI-T)A.  (44)

Then, for all f € L*(7) and all t >0,

4
IR =m)fIP < ge7™ I =m)fIF,

where

vmo 2, )

K = Cg infmin( 6 6 3Rc,

m>0
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Remark 4.6. Typically, the macroscopic coercivity amounts to a spectral gap of the operator
(AIL,)" AIIL, restricted to functions of space variables. In that case (which indeed occurs for

our PDMP), one has
c

Cy =
m+c’

wher c¢ is the spectral gap of (AIlL,)" AIl,. Then one can choose m = ¢ to get

R AV
”_mln(12’6+6R2 ‘

Proof. We only recall the main steps and refer to [10, 2] for details. Denoting f;, = P,f —
[ fdm, from 9, f, = Lf; we get that

OH(f) = (fo. Lf) +0(Bfe, Lfe) +0(BLSf, [i) -
The microscopic coercivity condition intervenes in the first term
(f,.Lf) = (f.Sf) < —el(T-T0L)f]*.
Under the condition II,AIL, = 0, the second term is bounded as
(Bf,Lf) < (I -TL)f|*,

see |2, Lemma 5]. From the macroscopic coercivity and auxiliary bounds conditions (4.3))
and (4.4)), the third term gives

(BLS, f) = (BLILS, f) +(BLA —IL)f, f) < —cl[TLfII* + RII(I — L) fIITLf]]
where we used that STI, = 0. Denoting o = ||TL, f¢||*/|| f¢]|* € [0, 1], we have thus obtained

OH(f2) < (0 —c)(1—a) — cxda+ R/ a1 — a)

[rals
R? 1
< i —a)— = _
< <(5 (1 + 2%) cv) (1—a) 2095(504

In particular, if 6 < ¢,/(2 + R?/c,), we get that

oH(f:) 1 1 1
< —=c(l —a) — =cpda < —=c,0
e S et s 3
for all a € [0, 1], where we used that ¢, < 1 and ¢ < ¢,. If moreover § < /m/4 we get that
I £II> < 4H(f) < 3| f]|*> and

1 2
O(f) < el fllP < —oedH(f).
The Gronwall Lemma concludes: for all § < min(y/m/4,¢,/(2 + R*/c,)),

4
[fill* < 4H(fi) < 4e"PH(fo) < ge P )7
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We now have to check that the conditions of Theorem are met under Assumption [4.1}
This is usually done by computing explicitly S and A for particular processes. In fact we will
only need the following information, which is obtained from the condition (2.13)), satisfied by
all usual kinetic samplers:

Lemma 4.7. Under Assumption
SIM,=0, A, = TI,, ILAI, =0. (4.5)

Proof. Since F and D only act on the v variable and II, f only depends on x for all f,
DII, = FII, = 0. Moreover, from condition (2.13)), for all f,g € C>°(R??),

(FrIL,f,g) = Fg(z,v), f(z, v)r(dzd)

R2d

= [ [ ta@wntaw) [ Foaontam
= — /de(v -U(x))g(x, ), f(x,v)n(dzdv) .

In other words, F*IL, f(z,v) = —v - VU(2)IL, f(x,v). Besides, D* = D by assumption and,
integrating by parts, 7*f(x,v) = =T f(z,v) + v - VU (x)f(z,v). As a consequence,

2SI, = (T+T +F+F +D+D), = 0

and
2A1IL, = (T-T"+F—-F"+D-D"II, = 271y .

Finally, for all f € C>°(R?%),

IL7TIL f(z,v) = /

R4

wy(dw) - V, » f(z,w)y(dw) = 0.

]

In particular, the operator B being defined from the operator AlIl, = TT1IL,, it is the same
in our case and in 2] (up to the choice of the parameter m, which is m = mg in [2]). From
[2, Lemma 9], (AIL,)" AL, f = myV:V, I, f and thus

Bf = —Tu, where u = (ml+meViV,) "I f . (4.6)
Remark that w is a function of z alone.

Lemma 4.8. Under Assumption[{.1], the microscopic and macroscopic coercivity conditions
(@.2) and (4.3)) respectively hold with ¢, = 1 and c, = macp/(m + macp).

Proof. To get the microscopic coercivity estimate, we remark that 7 + F is the generator of
a Markov semigroup that fixes 7, so that

0> [1T+Fm = 5 [HTEFAT PR
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and thus
S£.5) < OFf) = [na) [ @0)Dof(op (o))
< = [ [ (F) - Mfle, o) 2o < —glf - LA
For the macroscopic condition, remark that

BAIL, f = =@ ((AlL,)" AlL,) f

with ®(2) = z/(m + z), which is a non-decreasing function from R, to [0,1]. Moreover,
(AIL,)" AT, is self-adjoint and for all f € L?(7) such that 7f =0 (so that vIIL,f = 0),

(ATL)" ATLf, f) = mo (ViVLILETL ) = mol[VLILFI? = mocp|[IL f[*.

From the spectral mapping theorem [7, Theorem 2.5.1, Corollary 2.5.4|, ® ((AIL,)" AIL,) is

self-adjoint with a spectral gap bounded by ®(mscp), which concludes.
O

Although the previous results have been established only using the general condition ([2.13)),
the proof of the auxiliary bound is based on the particular form of L.

Lemma 4.9. Under Assumption

(BL(L—1L)f, f) < RIILf[[[f —ILf,

with

R2 = — 5 (ﬁ\/m2—|—5\/m4+4)2 .

Mo Cp

1 <1 +01> 1+ 4Cy + 16¢%

me  2m

Proof. First, we bound
(BLA—1L)f, f) = (L=IL)f,LB"f) < |(I = IL)fIIL"B"f]|.

Let u be defined by (4.6). Using the process definition in Lemma , we first remark that
since i) T 4 F conserves the target distribution 7 and ii) gy is reversible, one has:

(T+ ]:)* QD(ZL', U) =—U- vx@ + / (QO(ZL‘, ’U,) - (,O(ZE, U)) (VU ’ (’Ul - U))+ QO(%?% dv,)'
Using that Dy(v) = —v and that (VU - T)(V,u-T) = VU - V,u,

LBf = —T?u—Vuu- D)+ %qu : / (VU - (v =), (v = v)go(, v;dv)

—’11}2/2 dw

V2r

= —v-Viuv+nVu— (VU-qu)/(ev-T+w)2_e

1+ ¢e?
= —v-V2uv+nVuu — (VU - V,u)H (v, z)
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(Recall that €, hence H, can depend on z). We bound

H(v) 1+52/(€U-T+w)_e \/_2_7r < 4| + 4.

As a consequence,
|IL*B* f| < )*|V2u| + 7] |Vauly/1+ VU2 + (4]1}]2 +4) [VU||Vul,
and
1L B fIl < vmal|Vaull + ([Gy/mz + 4y/ma+4) [V 1+ [VUPVoul]
Finally, the following elliptic regularity estimates are proven in [2, Corollary 35 and

Proposition 33|:

1 4

92007 < (g + g ) I
2

1 Ci \ 1+4Cs + 16¢7
VTPVl € (o + g ) = EIIL A
2

2mmeo P

. . 144C2+16¢2
which concludes using ——>%—= > 1.

As a conclusion:

Proof of Theorem[{.3 By (4.5) and Lemmas and [4.9) Theorem applies with any
choice of m > 0. We take m = mgcp, so that ¢, = 1/2 in Lemma , R? given in Lemma

1S

1 C
R = — (cP + 71) (14 4Cy + 16¢%) (Tjv/ma + 5y/ma + 4)°
2%P

while one has from Theorem 4.5

[ vMecp n
Rmm( 12 61+ R

Recall my = d and my4 = d(d + 2). Let us show that the minimum is always given by the
second term. Using that C}, Cy > 0, we simply bound

2
61+ R) _ oRp _ (141660 (/v +5)
= — = 2 — .

n U cph

Optimizing with respect to 77 we remark that (7/v/d + 5)2/7 > 20/+/d. Moreover, we always
have (1 + 16¢3)/c3, > 1/\/cp, and thus 6(1 + R?)/n > 120/+/dcp. As a conclusion, k =
n/(6 + 6R?).

- O
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5 Simulation of velocity-jump processes

We assume that:
i) VU(x) can be computed — our primary input;

ii) some prior estimates on VU are given, typically its uniform norm or global Lipshitz
constant.

For the sake of simplicity we only consider the case 1(s) = (s)4, although the extension to
other cases is straightforward.

In order to simulate exactly a velocity jump-process we need some a priori information
on the jump rate evolution.

Definition 5.1. Let A(z,v) be the total jump rate of a velocity jump process. A function
A R? x R? x Rt — RY is called a prior rate upper bound if

Mz +tv,v) < Mz, v, 1) Va,v € R t € RT,

The simulation of the process is based on increasing the number of jumps at the price of
adding uneffective (also called ghost) jumps. The jump times and velocities at those jump
times, which determine the whole trajectory, are defined by induction. The simulation of the
jumps then follows the algorithmic rules:

(i) At time ¢, compute ¢t + S the next jump time so that

S
/ MNX,, Vi, 8)ds = E,
0

where E'is independent unit exponentially distributed. The expression of the prior rate
bound A shall be sufficiently simple to compute S cheaply and exactly (up to round-off).

(ii) Note that X,g- = X; + SV; and Viyy5)— = V;. With probability

AMXe 4+ SV, V)

)\(Xt7 ‘/157 S)

sample a new velocity V; g according to the probability kernel k(X + SV;, V;; dv'); else
do not change velocity.

In the rest of this section, we present how a suitable prior rate upper bound can be
established and how to sample according to k£ in the case of the Gaussian velocity jump
samplers introduced in Theorem [3.4]
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5.1 Bounds on the corrected rate
Consider A defined in Theorem . The bound E[(a + bG) .| < (a); + b/v/27 yields

VU ()]

Az,v) < (v-VU(x))+ + Tre(r)

Natural choices for e(z) are e(x) = £9|VU(x)| (as this give a uniform bound on the second
part of the jump rate), e(z) = gy and () = o/(1 + |VU(x)|) (for which, according to the
discussion in Section [3.2] the degenerate Langevin term that appears as the first order error
with respect to the Hamiltonian dynamics as € — 0 is then uniformly bounded in z). In any
of those cases, a prior rate upper bound can be obtained from bounds on v - VU (z 4 tv) and
|VU(x + t)|. Such bounds are easily obtained if VU is uniformly bounded by some known
constant L, or if the the Hessian H of U is globally bounded in the Euclidean matrix norm,
i.e. M :=sup,cpa ||[H(x)||2 < oo, in which case

v VU(z +vt) <v-VU(z) + M|v|*t, VU (x +t)| < |[VU(z)| + Mlv|t.
Each of the three choices of £ above yields a bound of the form
Mz + tv,v) < M, v, t) := M|2(t — to(z,v)) 4 + a(z,v) + bz, v)t"

for some k € {1,2} and a,b,t; > 0. Remark that, from the properties of the exponential law,
then

S :=inf {5 > O,/ MXy, Vi, 5)ds > E}
0

has the same law as S; A Sy A S3 where, denoting A\; = M|v|?(t — to)4, Ay = a and A3 = btF,

S; = inf {s > O,/ \i( Xy, Vi, 8)ds > EZ} ,
0

for i = 1,2, 3, where E1, E5, 5 are independent with unit exponential distribution. Here,

| 2B, E, (k + 1) By 71
S1=1o+ M2 S Pt S3 ( b

5.2 Sampling according to the corrected kernel
5.2.1 General strategy

Consider the process defined in Theorem [3.4, Then, omitting the dependency on z and v
the position and velocity before jump, the velocity after jump is v — 2e(ev-T + G)T/(1 4 €?)
where GG is a one-dimensional random variable with density

1

fm(y) = W(m +y)4 exp (—y°/2),

where m = ev-T. We sample G using rejection sampling, with various proposal distribution,
depending on the value of the parameter m. In order to fix notations, we briefly recall the
procedure. We look for a function g, satisfying the two requirements:
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1. g, is a probability density from which we know how to sample;

2. there exists C},, > 0 such that for all z, f,,(z) < C),gm(2) and the ratio f,,(x)/(Crgm(x))
is computable.

The rejection sampling then consists in drawing Y according to ¢,,, and accepting it with
probability f,,(Y)/(Cgm(Y)), and repeating until a proposal is accepted. It is well-known
that this leads to a sample distributed according to f,,, and that the number of proposals
needed is geometrically distributed with mean C,,.

5.2.2 Proposal distributions

We now list various choices for the proposal distribution with the corresponding computa-
tions; these choices are compared in terms of the expected number of trials and the CPU
time in our implementation below.

Gamma proposal For m < 0, one can choose a I'(2, —m) proposal, shifted by (—m):

gm(y) = (y +m)(—=m)? exp (—(—m)(y + m)),

which is the distribution of (—m)+(E 1+ Es)/(—m), where E; and Es are standard exponential
random variables. This choice yields

fm(y) 1

gm(y) B \/ﬂm2@(m)
e ()

exp (—y*/2 —m(y +m))

which is less than C,, = exp(—m?/2)/(v/2mrm?*©(m)). A proposed value y is accepted with
probability exp(—(y + m)?/2), and the expected number of trials C,, — 1 for m — —oc.

Exponential proposal Still for m < 0, we can use an exponentially distributed proposal,
shifted by (—m):
Im(y) = Aexp (=A(y +m)) Ly
The choice A = —m leads to simple bounds:
;:83 = (—m)@i )m(m +y)sexp (—y*/2 —m(y +m))
is maximized for y = (—m) + 1, so fi,(y) < Cyg(y) where

exp (—1/2 —m?/2).

Cp =

(y
1
(=m)O(m)v2r
The acceptance probability in y is

f()

Gy = (Cm)(m ) esp (<37/2 = my = m 4 1/2 4 m[2)

= (=m)(m +y) exp(1/2) exp (—(y + m)*/2).
The constant C,, ~ exp(—1/2)(—m) is unbounded for m — —oo. However it behaves better
than the Gamma proposal for small values of |m|.
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Shifted Rayleigh proposal Consider once more the case m < 0. In the density f,,
(m +y)4+ is then bounded above by yl,~_,,, leading to the bound

fuly) < mﬂmy exp (=47/2) = Cgm(y),
where
Crn = %, Im(y) = Lys_pmyexp (m?/2 — y°/2)

It is easily checked that g, is the distribution of v/m? + 2F for E' an exponentially distributed
random variable.

From the expansion P(G > z) ~ exp(—2%/2)(1/z — 1/2°)/v/271 as © — oo, we get the
asymptotic behaviour

Cn=m>+ o (m?
m——0oQ

implying that this choice is bad when |m| is large. On the contrary, C,, converges to the
optimal value 1 when m goes to 0_.

Mixture between Rayleigh and Gaussian distribution We now turn to the case
m > 0 and bound (m + y)4 from above by m + yl,~o.

1
m(y) < ————=(m +ylys0) exp (—y*/2) == Crigm
fm(y) @(m)\/ﬂ( ylyso) exp (—y*/2) m(Y)
where C,, = (m + 1/v/27)/O(m) and g, is a probability density. One easily checks that g,
is the density of the mixture

Y =G ]lUgm/(mH/\/ﬁ) + V2E ]1U>m/(m+1/\/ﬂ)

where (G, E and U are independent and respectively distributed according to the standard

Gaussian law, the standard exponential distribution and the uniform law over [0,1]; it is

therefore easy to sample. The proposal is accepted with probability (m +Y)./(m+Yly>).
The bound

m 1
O(m) =2 E((m + G)lgo) = o + —=
2 27
shows that C,, is always less than 2 and converges to 1 when m vanishes. For m — oo,

©(m) ~m and C,, — 1.

Gaussian proposal If m > 0, the mode of f,, is @ = (Vm?+4 —m)/2. Let g, be the
density of the Gaussian random variable M'(a, 1). Then

fl@) _ 1 2 2
M = W(m+y)+exp (—y 2+ (y—a) /2)
_ %@n + )+ exp (—ay +a?/2).
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On the left, we plot the value of C,,, the expected number of samples before acceptance, as a function of m, for the five
proposal distributions discussed above. On the right we plot the empirical time (in nanoseconds) used by our implementation
of the various methods. Note that the Gaussian proposal is in practice, for our implementation, a little slower than its
competitors. From both point of views, the minimum of the curves stays uniformly bounded.

Figure 1: Comparison of proposal distributions

This is maximized for y +m = 1/«, leading to the bound

fm(z) 1 2
<Cp= exp (—a“/2).
nia) = O = By P /)
The algorithm then consists in sampling from g, and accepting with probability
f(z)

D = o+ ), exp (o + o)
If m goes to infinity, a ~ 1/m, so C,, ~ m/O(m) — 1. If m goes to zero, o goes to 1,
and C,, to exp(—l/Z)ﬁ =V2mexp(—1/2) ~ 1.52.

5.2.3 Choice of the proposal

We compare in Figure [I] the various choices for the proposal distributions, both theoretically
and empirically. The best method depending on m will of course depend on implementation
details; the important point is that by choosing an appropriate proposal we are able to keep
the expected number of samples before acceptance C,, bounded. For our implementation we
are led to the following choices.

m Best proposal
m <25 Gamma
—25<m< -1 Exponential
—1<Sms<0 Rayleigh
0<m Mixed Rayleigh/Gaussian

6 Numerical experiments

We provide in this section a numerical illustration for the very simple case of the two di-
mensional unit Gaussian distribution. We choose the precision parameter to be constant
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e(x) = €, and the simulated process is the velocity-jump process described in Lemma
without any additional noise on velocity.

Motivation Although this example may seem a priori naive, it may be argued that it is
motivated by the practical problem of sampling according to distributions with “multiscale”
densities in Euclidean space. Indeed, near a local minimum, the potential (log-density)
is approximately quadratic, which justifies the choice of the potential. Moreover, the few
fastest time scales of the process — corresponding to stiffest directions of the local minimum
— typically cannot be identified, and may be considered decoupled from: i) other degrees
of freedom, and ii) additional noise on velocity which is usually restricted to the slowest
time-scale. Those fastest degrees of freedom are the ones we arguably emulate here.

Simulation parameters Simulations are carried out with the following parameters:

e An initial condition (zg,vy) € R
e A number of force evaluations n > 1.

e A quadratic potential of the form:
V(z) =23/2+ \r5/2

with asymmetry parameter A > 1. A = 1 corresponds to the potential with (vectorial)
isometry symmetry.

e A constant dynamical precision parameter e(z) = ¢ (see Lemma [3.3)).

Irreducibility issues Without additional noise (which provides not only ergodicity but
also exponentially fast mixing, see Section , the simulated velocity-jump process may not
be irredicible with respect to the normal distribution (see Section . In the present section,
we will observe the following two cases.

e The invariant distribution is the unit normal distribution, hence it is invariant by origin
preserving isometries. In that case, the process is not irreductible, and it is easy to
check that ¢ — X; AV} is constant through time (x A v = 2109 — 907 in an orthonormal
basis so that A v = 0 if and only if x and v are collinear). The process seems to be
irreducible with respect to the unit normal (X, V') conditioned by X AV = 5 A vy and
X,V € Vect(zg,vy) where (xg,vg) are the initial conditions of the process.

e The invariant distribution is an asymmetric normal distribution, and the process seems
to be irreducible in dimension 2 in that case.

Rigorous analysis of irreducibility issues without additional noise is left for future work.

Results — short trajectories In Fig[2] and [l we plot short/medium time trajectories for
A = 1 (the unit, symmetric quadratic potential |z|*) and initial condition is zy = (1,0),
vo = (1,1). Total physical time is (roughly) constant, so that the number of force evaluations
increases with the precision parameter €. We observe that when ¢ — 0, trajectories indeed
converge to the expected Hamiltonian dynamics of a two dimensional harmonic oscillator
(integrated with a Verlet scheme here).
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Figure 2: Examples of trajectories with the same (approximate) time length. The velocity-
jump process is compared to the Hamiltonian limit computed with a Verlet scheme. Various

€ are compared.
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Figure 3: Same as 2] but for a longer trajectory
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Figure 4: Examples of long trajectories for the (non-irreducible) unit Gaussian for, from left
to right, e € {.01, 1, 100}.

Results — long non-ergodic trajectories In Fig/4we plot long time trajectories for A = 1
(the unit, symmetric quadratic potential |z|*), initial condition zy = (0,0.5), vop = (0.5,0),
and total number of force evaluations n = 10°. The expected non-ergodicity is observed.

Results — mixing In Figl5| we fix the initial condition zo = (0,0.5), vg = (0.5, 0), and the
number of force evaluations n = 10°. We consider the position observable given by the time
average of the square distance to the origin

F Y
— X, |7 dt.
7|

For this observable, we compare the mixing efficiency for various e € {107%,1,10*} and
A € {1,1.05,5} using various independent samples obtained by simulating the velocity-jump
process. Let us recall that € = 0 corresponds to the Hamiltonian dynamics, while € = 400 is
exactly the bouncy sampler. The figure consists of three (up, left right) groups of box plots
of those samples, the horizontal axis being Ine. Several remark and results.

e As expected, for A = 1 (and in this case only), the process is not irreducible and the
sample is biased. A quick calculation shows that if (X,V) € R? is unit Gaussian then

E(XPX AV =c¢) = 1+ cKi(c)/Ko(c)

where K denotes the modified Bessel special function of the second kind. With our
choice of initial conditions, ¢ = 1/4 and the