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TRIVIAL MULTIPLE ZETA VALUES IN TATE ALGEBRAS

O. GEZMİŞ & F. PELLARIN

Abstract. We study trivial multiple zeta values in Tate algebras. These are particular
examples of the multiple zeta values in Tate algebras introduced by the second author. If
the number of variables involved is ’not large’ in a way that is made precise in the paper,
we can endow the set of trivial multiple zeta values with a structure of module over a
non-commutative polynomial ring with coefficients in the rational fraction field over Fq.
We determine the structure of this module in terms of generators and we show how in
many cases, this is sufficient for the detection of some linear relations between Thakur’s
multiple zeta values.
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1. Introduction

Let p be a prime number, we set q = pe with e ∈ N∗ := N \ {0} = Z>0. We consider the
local field K∞ = Fq((1

θ )) with θ an indeterminate. We denote by

| · | : K∞ → R≥0

a non-trivial multiplicative valuation on K∞ (the image in R>0 is of the form cZ for c > 1).
The Fq-subalgebra A := Fq[θ] of K∞ is discrete and cocompact. In particular, if r > 0 and
(n1, . . . , nr) ∈ (N∗)r, the series

(1) ζA(n1, . . . , nr) =
∑

d1>···>dr≥0
ai∈A+,|ai|=|θdi |,
∀i=1,...,r

1

an1
1 · · · a

nr
r

converges in K∞, where A+ denotes the subset of A of monic polynomials in θ. We denote
by ζA(n1, . . . , nr) its sum in K∞. These elements are often called multiple zeta values
of Thakur as they have been first considered by Thakur in [26]. They are the object of
increasingly intensive study by several authors (the present paper only cites a part of the
relevant articles in this topic). One of the main questions that push the research around
these series is to give a theoretic interpretation for the structure of the subalgebra Z(K)
of the K-algebra K∞ generated by ζA(0) := 1 and all the elements ζA(n1, . . . , nr), where
K = Fq(θ). The K-algebra Z(K) exhibits similarities with the Q-sub-algebra Z(Q) of
R generated by 1 ∈ R and Euler-Zagier’s multiple zeta values ζ(n1, . . . , nr) ∈ R>0 (with
n1 ≥ 2, n2, . . . , nr ≥ 1).

For instance, Thakur proved in [28] that the Fp-sub-algebra of K∞ generated by 1 ∈ K∞
and all the elements in (1) is equal to the Fp-vector space generated by these same elements.
Furthermore, Chang proved in [6] that the K-algebra generated by 1 and the Thakur’s
multiple zeta values in (1) is graded by the weights (see §2 for the definition of weight).
The analogous property for Z(Q) is a conjecture (Goncharov’s conjecture). The periods
of mixed Tate motives over Z are known to be polynomials with rational coefficients in
(2π
√
−1)−1 and ζ(w) where w corresponds to a Lyndon word (this is a striking consequence

of Brown’s [7]).
Similarly, Thakur formulated a very interesting hypothesis on a minimal set of generators

of the K-algebra of his multiple zeta values, see [29, Conjecture 8.2]. These series also occur
as periods of Anderson’s A-motives which are iterated extensions of tensor powers of ’Carlitz
motives’ and may therefore be called ’mixed Carlitz-Tate motives’, see [2]. In more recent
literature various Anderson’s A-modules have been constructed to give Thakur’s multiple
zeta values an interpretation as entries of ’logarithms’ of certain special points (see for
example Anderson and Thakur, Chang and Mishiba, and even more recently, by Green and
Ngo Dac in [2, 10, 11, 16] and the references therein). Some of these works and others that
we do not mention have been crucial for example in important advances on transcendental
properties, as well as on P-adic variants (with P a place of K) that culminated with the
proof of an analogue of a conjecture of Furusho, see [11].
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The study of Euler-Zagier multiple zeta values has gone deeper in the core of the struc-
ture of the Q-algebra Z(Q) in some sense as there are several conjectures available to help
predicting part of its algebraic structure. The existence of ’double shuffle relations’ illus-
trates this well. In [17] Ihara, Kaneko and Zagier highlight what we can call a ’folkloric
conjecture’ asserting that these relations, extended in a suitable way allowing divergent
sums and integrals in the definitions, generate all the non-trivial algebraic relations between
the multiple zeta values ζ(n1, . . . , nr) ∈ R. This conjecture has in fact been addressed or
mentioned by several authors, more or less independently. We can mention Goncharov,
Kontsevich, Racinet, with the risk of missing others. Fortunately, the article [17] refers to
enough many works to virtually cover them all.

There is no such an analogue statement for Thakur’s multiple zeta values ζA(n1, . . . , nr) ∈
K∞; in fact, there is no analogue of integral shuffle relations available, to built a theory
around double shuffle relations (but see Todd’s conjecture in [30], see also [29, Conjecture
8.3]). The aim of this paper is to introduce some kind of partial substitute of the ’double
shuffle relations’. The construction we propose differs in many points from the classical
setting and involves certain module structures over the non-commutative polynomial ring
with coefficients in the rational fraction field over Fq. Here are the essential ingredients,
collected in such a way that what follows can be seen as a plan of the paper (note however,
that this is not a complete presentation of its content).

First ingredient. In [21] the second author introduced a notion of deformation of multiple
zeta values (of Thakur) in Tate algebras, which are entire functions of several variables ti,
i ∈ N∗. The definition is reviewed in §3. Here is an example in the case of one variable tj
with j > 0, to help the reader to situate the notations and the objects that are used in the
paper:

ζA

(
{j} ∅ · · · ∅
1 q − 1 · · · qk−1(q − 1)

)
=

∑
a1,...,ak∈A

monic
|a1|>···>|ak|

a1(tj)

a1a
q−1
2 · · · aq

k−1(q−1)
k

∈ K̂[tj ]‖·‖.

Here, a(tj) ∈ Fq[tj ] is the image of a by the unique injective Fq-algebra morphism A →
Fq[tj ] that sends θ to tj . On the right of the above displayed formula, K̂[tj ]‖·‖ denotes

the standard Tate algebra in the variable tj , with coefficients in K∞, completion of K[tj ]
for the Gauss norm ‖ · ‖. Note that this multiple zeta value is determined by a set of

data (’composition array’)
(
{j} ∅ ··· ∅
1 q−1 ··· qk−1(q−1)

)
in which the first line is a k-tuple of finite

subsets of the positive integers and the second line is a k-tuple of positive integers, like for
Thakur’s multiple zeta values that occur precisely when the first line is made of copies of
the empty set, so that we have, comparing the notations of (1) and ours:

ζA

(
∅ · · · ∅
n1 · · · nr

)
= ζA(n1, . . . , nr).

In ibid. it was proved that the Fp-algebra and the Fp-vector space they generate, are equal.
Let Z be this algebra. The corresponding product structure �ζ on the free Fp-vector space
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C generated by these multiple zeta values in Tate algebras is called the harmonic product.
Thanks to Chang’s proof of the analogue of Goncharov’s conjecture Theorem 3.2 (original
reference in [6]), the algebra Z is graded by a monoid S introduced in Definition 2.1. The

non-neutral elements of S are couples (n,Σ) (often displayed ‘vertically’
(

Σ
n

)
) with n ∈ N∗

and Σ : N∗ → N with finite support. We call them the degrees. We say that Σ is a finite
subset if Σ(x) ∈ {0, 1} for all x ∈ N∗. In all the following, we will therefore identify, by
abuse of notation, finite subsets of N∗ with their characteristic maps (See §2.1 for more
details). In the case of Σ = ∅ the constant zero map, the elements of Z which have degree
(n, ∅) are generated by Thakur’s multiple zeta values. This determines a unitary subalgebra
Z∅ of Z. Depending on the variables involved (i.e. depending on the choice of Σ), we have,
more generally, graded Z∅-modules ZΣ (see (13)) (1).

Second ingredient. In parallel, we introduce in §4 a variant of the multiple polylogarithms
considered by Chang in [6], functions of the variables Xi, i ∈ N∗. Here is an example of
such series, in the variable Xj with j fixed:

λA

(
{j} ∅ · · · ∅
1 q − 1 · · · qk−1(q − 1)

)
=

∑
a1,...,ak∈A

monic
|a1|>···>|ak|

Xqdegθ(a1)

j

a1a
q−1
2 · · · aq

k−1(q−1)
k

∈ K̂[Xj ]
lin

‖·‖,

where (·)lin denotes the Fq-subspace of K̂[Xj ]‖·‖ generated by the Fq-linear formal series.

They generate an Fp-algebra L which is also equal to the underlying Fp-vector space,
so that we have on the S-graded Fp-vector space C, a multiplication product �λ. But
L(K), the K-algebra generated by our multiple polylogarithms, is not graded if we simply
transfer the S-grading of Z(K). We can still construct, similarly, graded Z∅(K)-modules
LΣ(K) and one of our results is the following (see Theorem 5.2).

Theorem A. If Σ is a finite subset of N∗ of cardinality < q, then there is an isomorphism
of graded Z∅(K)-modules FΣ : ZΣ(K)→ LΣ(K).

If the reader knows the reference [5], he/she might not be very surprised by this result.
Similar constructions are performed there (the star action of a Tate algebra), with the
target space being inside certain Banach algebras BΣ, notably with applications to class
number formulas and Anderson’s log-algebraic theorems (see also [5]). However, an impor-
tant difference with this reference is that the algebra L is tailored to also allow evaluation
at Xi = 1, i ∈ N∗, operation which is not well defined in the algebra BΣ, essentially because

1 is not in the topological adherence of Carlitz’s circle C := (−θ)
1
q−1Fq[[1

θ ]] ⊂ C∞ if q 6= 2.
The proof uses a formula by Perkins (16) based on Lagrange’s interpolation, that can be
generalised to the case |Σ| ≥ q.

To give an example of how Theorem A works and to allow the reader to have a first
impression of the interplay of the main objects of the paper, we choose Σ = {j} a singleton

1More precisely, graded modules over the graded algebra Z∅.
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(2). Then, we have the element

ζA

(
{j}
1

)
=
∏
P

(
1− P (tj)

P

)−1

∈ K̂[tj ]‖·‖

(completion for the Gauss valuation ‖ · ‖ extending | · |, trivial on Fq[tj ]), the product being

indexed by the irreducible monic elements of A. We have ζA
({j}

1

)
∈ Z{j} (it has degree({j}

1

)
) and

F{j}
(
ζA

(
{j}
1

))
= λA

(
{j}
1

)
=
∑
a∈A+

a−1Xqdegθ(a)

j ∈ L{j}

again of degree
({j}

1

)
(the sum runs over the set A+ of the monic elements of A), see (29).

Also, with the explicit definition of FΣ given in §5, one sees easily that, for example,

F{j}
(
ζA

(
{j} ∅ · · · ∅
1 q − 1 · · · qk−1(q − 1)

))
= λA

(
{j} ∅ · · · ∅
1 q − 1 · · · qk−1(q − 1)

)
, k ≥ 1.

However, it turns out that F{j}(ζA
({j}
qk

)
) 6= λA

({j}
qk

)
if k > 0. We also observe that Theorem

A does not extend to the case |Σ| ≥ q. See Remark §1.0.1 for more details.

Third ingredient. In the K-algebra Z(K) we entail the subalgebra Ztriv(K) of trivial ele-
ments, see the definition in §6.4, which, at a very first approximation, are the elements of
Z(K) which have the property that, multiplied by certain products involving the function
of Anderson and Thakur

(2) ω(t) := (−θ)
1
q−1

∏
i≥0

(
1− t

θqi

)−1

,

yield rational functions in the variables tj , j ∈ N∗ (this will not be our operative definition).
As already mentioned, the elements of Z(K) and therefore also of Ztriv(K) are entire
functions of several variables. The intersection of Ztriv(K) with ZΣ(K) gives rise to a
graded Z∅(K)-module Ztriv

Σ (K). We also have finite dimensional Fp-vector spaces Ztriv
n,Σ

defined by selecting those Fp-linear combinations of our multiple zeta values of weight n
and type Σ that are trivial in the above sense. The elements of Ztriv

n,Σ allow to construct
non-trivial K-linear dependence relations in the space L. The next result involves only one
variable. See Theorem 7.1 for a more general and precise statement).

Theorem B. To any element f ∈ Ztriv
n,{j} such that f(θq

i
) 6= 0 for some i > 0 we can

associate a non-trivial K-linear dependence relation in L(K).

Theorem B is obtained thanks to a complete investigation of the structure of the Z(K)-

module Ztriv
Σ (K) in the case |Σ| < q. Note that Ztriv

∅ (K) = Z∅(K). The main structural
result is the following (see Theorem 6.10 and §6.5). We consider the non-commutative
polynomial algebra K[τ ] with the commutation rule τ c = cqτ , c ∈ K.

2We also use the notation s for Σ = {j} in the case of a singleton if we do not want to stress too much
on the choice of j.
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Theorem C. Let Σ be subset of N∗ of cardinality < q.There is a structure of left K[τ ]-
module over Ztriv

Σ (K) compatible with the S-grading. We have an isomorphism of Z∅(K)-

modules Ztriv
Σ (K) ∼= ⊗i∈ΣZtriv

{i} (K) and for any i ∈ Σ, ζA
({i}

1

)
freely generates Ztriv

{i} (K) with

its left K[τ ]-module structure and the right Z∅(K)-module structure given by the harmonic
product.

To give again examples, we point out that it is possible to show that for all k ≥ 0,

ζA
({j}
qk

)
∈ Ztriv

{j} (K). Now, for how the structure of K[τ ]-module of Theorem C is defined,

we have for k ≥ 1 (Lemma 6.12) the following example:

τ kζA

(
{j}
1

)
= (tj − θ) · · · (tj − θq

k−1
)ζA

(
{j}
qk

)
=

= (−1)k(θq
k − θ) · · · (θqk − θqk−1

)ζA

(
{j} ∅ · · · ∅
1 q − 1 · · · qk−1(q − 1)

)
.

Still under the hypothesis |Σ| < q, the image of Ztriv
Σ (K) by FΣ equals Z∅(K)[λA

({j}
1

)
:

j ∈ Σ]lin, where the exponent (·)lin means that we are considering all the formal series that
are Fq-linear in each variable Xi with i ∈ Σ and the latter algebra inherits a structure of
K[τ ]-module thanks to Corollary 6.9 and Lemma 6.7. Composing FΣ with the evaluation
Xi = 1 for i ∈ Σ we have thus a morphism of K[τ ]-modules, compatible with the grading
structures:

Ztriv
Σ (K)

GΣ−−→ Z∅(K),

where τf = f q for f ∈ Z∅(K). This morphism is studied in §6.5. It is not likely to be
surjective, however, we are led to the next (see Conjecture 6.15):

Conjecture D. GΣ is injective.

The above is, in essence, a transcendence conjecture. If true, it implies that non-trivial
K[τ ]-relations among elements of Ztriv

Σ (K) always transfer to non-trivial K-linear relations
among Thakur’s multiple zeta values. Examples are provided in §7. We rediscover well
known linear dependence relations (such as some by Lara Rodŕıguez and Thakur in [18] or
Todd in [30]) but we are also able to construct new families of relations, examples of which
are described in the text (see §7.1.3). We are led to the conclusion that the K[τ ]-module
structure of Ztriv

Σ (K) comes here into play as a substitute of double shuffle relations. Note
that Conjecture D, applied in conjonction with Theorem B, allows to construct several
non-trivial linear dependence relations in Zn(K). Do we get all of them?

The paper contains several other conjectures that can be seen by the reader as challenges
for further researches. They do not influence our investigations except Conjecture D above.

1.0.1. Remark. The map FΣ is not well defined and does not give rise to an isomorphism
between ZΣ and LΣ when Σ is a finite subset of N∗ such that |Σ| ≥ q. The obstruction does
not come from Perkins’ formula in [25, Proposition 2.17] that we stated for |Σ| < q, but
also holds for |Σ| ≤ 2(q−1). In fact, it is possible to extend this formula to the case of all Σ
finite subset of N∗ (unpublished). The nature of the generalised formula allows to construct
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FΣ for all Σ finite set but only as a function ZΣ → K[[Xi : i ∈ Σ]]lin and there are elements

f ∈ ZΣ such that FΣ(f) 6∈ ̂K[Xi : i ∈ Σ]
lin

‖·‖ (therefore a fortiori the image is not entirely

contained in LΣ), see §6.2.1. Not only, but the resulting map ZΣ → K[[Xi : i ∈ Σ]]lin is no
longer injective if |Σ| ≥ q. Also, the module Ztriv

Σ (K) can be defined for any finite subset
Σ ⊂ N∗ regardless of its cardinality, and the map FΣ can be defined, also for |Σ| ≥ q, as a
map Ztriv

Σ (K) → LΣ(K). However, it is easy to show that this restricted map is still not
injective. For example, if |Σ| = q the element

ζA

(
Σ

1

)
=
∑
a∈A

monic

∏
j∈Σ a(tj)

a

is non-zero and belongs to the kernel of FΣ. More work is required to analyse the case
of general Σ. Note that many statements of the paper do not extend without relevant
modification in their formulations outside the assumption |Σ| < q.

Acknowledgements. The authors are thankful to Nathan Green, Hidekazu Furusho and
Tuan Ngo Dac for fruitful remarks and suggestions.

1.1. General notation. The paper will adopt the following standard notations that we
recall here to ease the reading.

• N = Z≥0, N∗ = Z>0.
• q = pe, p a prime number and e > 0.
• Fp ⊂ Fq, the finite fields with p and q elements respectively.
• A = Fq[θ], where θ is an indeterminate over Fq.
• K = Fq(θ).
• K∞ = Fq((1

θ )).

• C∞ = K̂ac
∞ , completion of an algebraic closure of K∞, with multiplicative valuation

| · |.
• expC , logC respectively the Carlitz exponential and the Carlitz logarithm.

• bi(t) = (t− θ) · · · (t− θqi−1
) ∈ A[t].

• li = (θ − θq) · · · (θ − θqi) ∈ A.

• Di = (θq
i − θqi−1

) · · · (θqi − θ) ∈ A.

Other notations are introduced and used, but the above are the most common.

2. Multiple sums after Thakur

The first task is to introduce a monoid of weights for our multiple sums. In §2.2 we define
multiple sums à la Thakur and prove standard facts about them in a wider generality than
needed in the rest of the paper. Theorem 2.3 describes the harmonic product of multiple
sums.
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2.1. Monoid of degrees. A finite weighted subset Σ of N∗ is a map Σ : N∗ → N such
that Σ(x) = 0 for all but finitely many x ∈ N∗. We denote by S the set of all finite
weighted subsets. It is countable and it naturally carries the structure of a semi-ring with
the multiplication · defined by the addition in the target set and the addition + given by
the maximum in the target set. The neutral element for both the multiplication and the
addition in S is the map ∅ which sends every element x ∈ N∗ to 0. The cardinality |Σ| of
a finite weighted subset Σ as above is defined to be the integer

|Σ| :=
∑
n∈N∗

Σ(n)

(note that the sum is finite). Also, if x ∈ N∗ and Σ ∈ S, we say that x ∈ Σ if Σ(x) 6= 0.
A finite weighted subset Σ of N∗ is a subset if Σ(x) ∈ {0, 1} for all x ∈ N∗. In this case,

we identify Σ with the subset of N∗ which it is the characteristic map and this will not
lead to confusion. Explicitly, if Σ is a finite subset of N∗, we can describe it just by making
the explicit list of its elements Σ = {i1, . . . , is}. For example, we denote with ∅ ∈ S both
the empty set and the map sending N∗ to 0 identically. Note that in this case we are led
to the usual notion of cardinality.

Note that for subsets, the addition corresponds to the union ∪. If Σ,Σ′ ∈ S are such
that Σ + Σ′ = Σ · Σ′, then we say that they are disjoint and we write

Σ t Σ′ := Σ + Σ′ = Σ · Σ′.

The support Spt(Σ) of Σ ∈ S is the subset of all the elements x ∈ N∗ such that Σ(x) 6= 0.
If Σ′ ∈ S and Spt(Σ′) = Σ, we say that Σ′ is a thickening of Σ. There is a partial order
on S which is induced by ≤ on N. We write Σ ≤ Σ′ if Σ(x) ≤ Σ′(x) for all x ∈ N∗. On
subsets of N∗, this coincides with the inclusion ⊂.

Definition 2.1. The monoid of degrees is the set

S := S× N∗ ∪
{(
∅
0

)}
with the structure of monoid induced by the semigroups (S, ·) and (N∗,+). The binary
operation of S is denoted multiplicatively, with the symbol ·. The neutral element for · is(∅

0

)
and is more simply denoted by 0.

Note that we have adopted a ’vertical rendering’ for the elements of S. The monoid
S allows to define a grading structure on the Fp-algebra of multiple zeta values in Tate
algebras as defined in §3. Note that (N,max,+) is a unitary semiring with 0 the neutral
element for both the binary operations so that S itself comes equipped with a structure of
unitary semiring but we will not use the additive operation in this paper. The elements of
S⊕r with r > 0 are also called admissible composition arrays and we adopt the convention
that 0 is the unique admissible composition array of depth 0 and S⊕0 = {0}; see §2.1.1
below.
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2.1.1. Composition arrays. This subsection only contains definitions, notations and termi-
nology useful for the sequel. We consider n ∈ Z and Σ ∈ S. A composition array of

(
Σ
n

)
is

a matrix of the form

(3) C :=

(
Σ1 · · · Σr

n1 · · · nr

)
= (C1, . . . , Cr),

with Σ1, . . . ,Σr ∈ S and n1, . . . , nr ∈ Z such that Σ1 · · · · · Σr = Σ and n =
∑

i ni. We
can more simply speak about composition arrays without mentioning Σ and n. We call r
the depth of C, n =

∑
i ni its weight and Σ =

∏
i Σi ∈ S its type. If ni > 0 for all i, or if

C = 0 =
(∅

0

)
, we say that C is admissible. In other words, an admissible composition array

C of X ∈ S of depth r > 0 is an r-tuple (C1, . . . , Cr) of (S \ {0})⊕r such that

C1 · · · · · Cr = X ,

and, 0 =
(∅

0

)
is the unique admissible composition array of depth zero. It has weight 0 and

type ∅. If C is such that Σ is a finite subset of N∗ with the property that Σ = tiΣi (disjoint

union), we say that C is basic. Suppose that C is a basic composition array of
(

Σ
n

)
. If Σ′ is

a thickening of Σ then we can write Σ′ = Σ′1 · · ·Σ′r = Σ′1 + · · · + Σ′r with Σ′i thickening of
Σi for all i. The composition array

C′ =
(

Σ′1 · · · Σ′r
n1 · · · nr

)
is then called the thickening of C along Σ′.

2.2. Multiple sums. We introduce the formalism of our multiple zeta sums, elaborated on
the model of Thakur’s multiple zeta values. Then, we proceed with the first few elementary
properties of our sums. We now follow the formalism of [22, §8] but we essentially make
use of the proofs contained in [21]. Let B be a Banach C∞-algebra with norm ‖ · ‖. We
consider:

(i) Injective maps δi : A→ B for i ∈ N∗ such that for all i the set δi(A) is bounded for
‖ · ‖.

(ii) An injective map γ : A → B×, where B× is the group of invertible elements, such
that ‖γ(ab)‖ = ‖γ(a)‖‖γ(b)‖ for all a, b ∈ A and ‖γ(a)‖ → ∞ as |a| → ∞.

The map i 7→ δi for i ∈ N∗ extends in a unique way to a map

S
δ−→ Maps(A,B)

by the rule

Σ 7→

(
A 3 a 7→

∏
i∈N∗

δi(a)Σ(i) ∈ B

)
.

We denote by δΣ the image of Σ by δ. The image Tδ of δ has a structure of semi-ring with
unit the map 1 : a 7→ 1, for all a ∈ A. Let C ∈ S⊕r be an admissible composition array as
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in (3). We set:

(4) ζγ,δA (C) = ζγ,δA

(
Σ1 · · · Σr

n1 · · · nr

)
=

∑
a1,...,ar∈A+

|a1|>|a2|>···>|ar|

δΣ1(a1) · · · δΣr(ar)

γ(a1)n1 · · · γ(ar)nr
∈ B.

Note indeed that the conditions (i) and (ii) imply the convergence of the series above.

This is the multiple zeta series associated to C and the datum (γ, δ). We denote by Zγ,δn,Σ
the Fp-subvector space of B generated by the series ζγ,δA (C) with C admissible composition

array of
(

Σ
n

)
and we set ζγ,δA

(∅
0

)
:= 1. We also denote by Zγ,δ the Fp-vector space generated

by all the sets Zγ,δw,Σ. Let C be as in (3) and admissible, and let us consider d ≥ 0. We set:

Sγ,δd (C) =
∑

a1,...,ar∈A+

|θ|d=|a1|>|a2|>···>|ar|

δΣ1(a1) · · · δΣr(ar)

γ(a1)n1 · · · γ(ar)nr
,(5)

Sγ,δ<d (C) =
∑

a1,...,ar∈A+

|θ|d>|a1|>|a2|>···>|ar|

δΣ1(a1) · · · δΣr(ar)

γ(a1)n1 · · · γ(ar)nr
=
∑

0≤j<d
Sγ,δj (C).(6)

Additionally we set Sδ0
(∅

0

)
:= 1, Sδk

(∅
0

)
:= 0 for k > 0, Sδ<0

(∅
0

)
:= 0 and Sδ<k

(∅
0

)
:= 1 for

k > 0. Note that

(7) ζγ,δA (C) =
∑
d≥0

Sγ,δd (C) = lim
d→∞

Sγ,δ<d (C).

Proposition 2.2. Let C1 and C2 be two admissible composition arrays of
(
U1

n1

)
and

(
U2

n2

)
.

The following properties hold.

(1) There exists a finite set I and elements fi ∈ Fp, i ∈ I, such that Sγ,δd (C1)Sγ,δd (C2) =∑
i∈I fiS

γ,δ
d (Di) for all d ≥ 0, where for i ∈ I, Di are admissible composition arrays

of
(
U1·U2

n1+n2

)
, independent of d.

(2) There exists a finite set J and elements gi ∈ Fp, i ∈ J , such that Sγ,δ<d (C1)Sγ,δ<d (C2) =∑
i∈J giS

γ,δ
<d (Ei) for all d ≥ 0, where for i ∈ J , Ei are admissible composition arrays

of
(
U1·U2

n1+n2

)
, independent of d.

(3) There exists a finite set L and elements hi ∈ Fp, i ∈ L, such that for all d ≥ 0

we have Sγ,δd (C1)Sγ,δ<d (C2) =
∑

i∈L hiS
γ,δ
d (Fi) where Fi are admissible composition

arrays of
(
U1·U2

n1+n2

)
, independent of d.

Moreover, all the coefficients fi, gi, hi do not depend on γ, δ.

Proof. This follows easily from [22, Theorem 8.2] (see also [21, Theorem 2.5], where a
particular case is proved and note that the latter reference contains all the tools to prove
our result). The methods are also very similar to those involved in Thakur’s [28] and [29,
Theorem 5.1]. �
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For w ∈ N and Σ ∈ S let Cw,Σ be the free Fp-vector space generated by indeterminates
denoted by [C] where C is an admissible composition array as in (3). We thus have the
Fp-vector space C := ⊕w,ΣCw,Σ and by using (7) and Proposition 2.2 we can endow C
with a natural structure of Fp-algebra with product �ζ and we have noticed that it does
not depend on γ, δ. This algebra can be realised as the quotient of the free Fp-algebra
generated by the indeterminates [C], by the ideal generated by the quadratic polynomials
underlying the relations produced by Proposition 2.2. We deduce that Zγ,δ has a structure
of Fp-algebra and:

Theorem 2.3. For any γ, δ the assignment defined by [C] 7→ ζγ,δA (C) defines an Fp-algebra
morphism

(C,+,�ζ)
ζγ,δA−−→ Zγ,δ

which induces Fp-linear maps Cw,Σ → Zγ,δw,Σ.

We call the product structures induced on C and Zγ,δ the harmonic product. In the
present work, we only study the case in which γ(a) = a ∈ K ⊂ B (note that in [22] more
general maps γ are considered). In our settings, as presented so far, we have stressed the
dependence on two classes of maps: γ, δ. From now on, we set γ(a) = a for all a (i.e. the
image of a ∈ A ⊂ C∞ in B) for the C∞-algebra structure of B and we simplify our notation

by writing ζδA(C) for ζId,δ
A (C) and Zδ for ZId,δ etc.

3. Multiple zeta values in Tate algebras

We recall the foundations of the theory of multiple zeta values in Tate algebras of [21]
and we collect some basic properties. The main result is Corollary 3.2 which states that
the K-algebra of multiple zeta values in Tate algebras is graded by the monoid S.

If R is a commutative ring with unit, we denote by R[t] the commutative R-algebra of
polynomials with coefficients in R in the indeterminates ti with i ∈ N∗. If Σ ∈ S, we
denote by R[tΣ] the sub-algebra of polynomials in the indeterminates ti with i ∈ Spt(Σ).
Now we restrict our attention to the case of R an Fq-algebra. More precisely, we consider
the case R = Fq[t]. A multiplicative semi-character χ : A→ Fq[t] is a map defined by

χ(a) =
∏
i∈N∗

χti(a)ji ,

for integers ji ∈ N such that ji = 0 for all but finitely many i ∈ N∗. Note that any such map
is totally multiplicative. We denote by Tsc the set of all the multiplicative semi-characters.
There is a natural bijection

Σ = Σχ ↔ χΣ = χ

between weighted subsets of N∗ and multiplicative semi-characters inducing a structure of
semi-ring on Tsc so that the multiplicative unit is 1, the trivial semi-character which maps
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every a ∈ A to 1 ∈ Fq[t]. The bijection is induced by

Σ 7→ χΣ =

(
a 7→

∏
i∈N∗

χti(a)Σ(i)

)
.

This, together with the choice γ(a) = a for all a, leads to the definition of the Fp-algebra
of multiple zeta values Z. Explicitly, the multiple zeta value associated to an admissible C
as in (3) and the choice (γ, δ) = (id, χ) is the element of the standard Tate algebra

TΣ = ̂C∞[tSpt(Σ)]‖·‖ = ̂C∞[ti : i ∈ Spt(Σ)]‖·‖

(the completion of the polynomial algebra C∞[tSpt(Σ)] for the Gauss valuation ‖ · ‖):

(8) ζA(C) = ζA

(
Σ1 · · · Σr

n1 · · · nr

)
=
∑
d≥0

∑
d>d1>···>dr≥0
|ai|=|θ|di∀i=1,...,r

χΣ1(a1) · · ·χΣr(ar)

an1
1 · · · a

nr
r

∈ TΣ.

3.1. Basic properties. A simple Galois invariance argument allows to show that any
admissible multiple zeta value as in (8) belongs to Fp[tΣ][[1

θ ]]. It has been further proved (see

[20, Proposition 4]) that the above series converges in fact to an entire function CΣ
∞ → C∞.

We can thus write ζA(C) ∈ EΣ where EΣ is the C∞-subalgebra of TΣ whose elements are
the entire functions in the variables ti with i ∈ Spt(Σ).

Let n be in N∗ and Σ ∈ S. We consider the Fp-vector subspace Zn,Σ of the C∞-algebra

EN∗ :=
⋃

Σ∈S
EΣ

generated by the multiple zeta values (8) with admissible composition array (3) of weight
n and type Σ. For such an admissible multiple zeta value, we say that r is the depth,

∑
i ni

is the weight, and Σ is the type. We also set ζA
(∅

0

)
:= 1 (type ∅, weight 0) and Z0,∅ := Fp.

We consider the Fp-subvector space of EN∗ :

Z =
∑
n≥0
Σ∈S

Zn,Σ.

By Theorem 2.3, Z is an Fp-algebra and we have the Fp-algebra morphism ζA : C → Z.
Let C∅ be the subalgebra of C generated by [C] ∈ C where C are admissible composition
arrays of trivial type. Then

ζA(C∅) = Z∅ :=
∑
n≥0

Zn,∅

is the Fp-algebra of Thakur’s multiple zeta values. More explicitly, let n be in N∗. Then,

every admissible composition array of
(∅
n

)
is of the form(

∅ · · · ∅
n1 · · · nr

)
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and the associated multiple zeta value is given in (1) (see [26, Definition 5.10.1] (3)).
If B is a subalgebra of the K-algebra K[tΣ], then we also consider the B-submodules

Zn,Σ(B) of EN∗ generated by all the B-linear combinations of the ζA(C)’s with C admissible
of type Σ and weight n, and along with this, the B-subalgebra Z(B) of EN∗ . We have the
next result with B = K[t].

Proposition 3.1. Let us fix a composition array C as in (3), not necessarily admissible.
Then ζA(C) converges to an element of Z(K[t]). Moreover, we have the following properties.

(1) For every i ∈ N∗ and k ∈ N the evaluation map C∞[ti] → C∞ defined by ti 7→ θq
k

induces a K-algebra endomorphism Z(K[t])→ Z(K[t]).
(2) The Fp[t]-linear automorphism µ of C∞[t] defined by c 7→ cp for c ∈ C∞ induces an

Fp[t]-linear endomorphism of Z(K[t]).

Proof. Observe that for all n ≤ 0 and Σ ∈ S, Sd
(

Σ
n

)
= 0 for all but finitely many d ∈ N.

This is elementary and easy to check. If C is a composition array as in (3) and if n1 ≤ 0,

there exists M ≥ 0 such that for all d ≥M , Sd
(

Σ1

n1

)
= 0. Then

ζA(C) = S<k(C), ∀k ≥M

and ζA(C) ∈ K[t] ⊂ Z(K[t]). We now consider a non-admissible composition array C as in
(3) with n1, . . . , nj−1 > 0 and nj ≤ 0 so that (C1, . . . , Cj−1) is admissible, and we study the

sequence (S<k(C))k≥0. There exists M such that for all d ≥M , Sd
(

Σj
nj

)
= 0. Then,

ζA(C) =
∑

M>d1>···>dr≥0

Sd1

(
Σ1

n1

)
· · ·Sdr

(
Σr

nr

)
+

+
∑

d1≥M>d2>···>dr≥0

Sd1

(
Σ1

n1

)
· · ·Sdr

(
Σr

nr

)
+ · · ·

+
∑

d1>···>dj−1≥M>dj>···>dr≥0

Sd1

(
Σ1

n1

)
· · ·Sdr

(
Σr

nr

)
.

If 1 ≤ k ≤ j − 1 then we have

∑
d1>···>dk≥M>dk+1>···>dr≥0

Sd1

(
Σ1

n1

)
· · ·Sdr

(
Σr

nr

)
=

= S<M

(
Σk+1 · · · Σr

nk+1 · · · nr

) ∑
d1>···>dk≥M

Sd1(C1) · · ·Sdk(Ck).

3We adopt in this case a specific notation which is closer to the notation introduced by Thakur.
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We note that∑
d1>···>dk≥M

Sd1(C1) · · ·Sdk(Ck) = ζA(C1, . . . , Ck)−

−
∑

d1>···>dk−1≥M>dk

Sd1(C1) · · ·Sdk(Ck)− · · · −
∑

M>d1>d2>···>dk

Sd1(C1) · · ·Sdk(Ck).

Inductively on k, we get ∑
d1>···>dk≥M

Sd1(C1) · · ·Sdk(Ck) ∈ Z(K[t]).

Therefore ζA(C) ∈ Z(K[t]) and this proves the first property described in the proposition.
The properties (1) and (2) are easy and left to the reader. �

3.1.1. Grading structures. In [6], Chang proves the following result (analogue of a conjec-
ture of Goncharov):

Theorem 3.2 (Chang). The K-algebra Z∅(K) is graded by the weights.

This result relying on a transcendence proof can be applied to deduce several statements
about our multiple zeta values in Tate algebras. One of them is the next:

Corollary 3.3. The K[t]-algebra Z(K[t]) is graded by weights and types, that is, by the
monoid S.

Proof. First of all we focus on a property of entire functions in EN∗ . Let U be a non-empty
finite subset of N∗ and i an element of U . Let us write U ′ = U \ {i}. Let f be in EU . Then
f can be seen as an entire function

C∞ → EU ′ .
In other words, we can expand f in a series

f(ti) =
∑
k≥0

fkt
k
i ,

where fk is an element of EU ′ for all k ≥ 0, with the property that for all valuations ‖·‖v of
C∞[tU ′ ] (trivial over Fq[t], which extend in a unique way to EU ′), ‖fk‖vRk → 0 as k tends
to ∞. We claim that if τN (f)ti=θ = 0 for infinitely many N ∈ N, then f = 0. Indeed, note
that

τN (f)ti=θ = f
(
ti = θ

1

qN , tl 7→ t
1

qN

l : l ∈ U ′
)qN

, N ≥ 0.

Hence, τN (f)ti=θ = 0 if and only if f
ti=θ

1
qN

= 0 in EU ′ and the claim follows from the fact

that the set {θ
1

qN : N ≥ 0} is infinite.
To prove our result it suffices to show that if Zj ∈ Znj ,Σj (K[tU ]) \ {0} (j = 1, . . . ,m)

are such that the set {
(

Σj
nj

)
: j = 1, . . . ,m} has m elements, then the Zj ’s are linearly

independent over K[tU ], where U ∈ S is a subset such that Spt(Σj) ⊂ U for all j. We
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prove this property by induction over |U | ∈ N. If |U | = 0, then this is just Theorem 3.2.
Now let us suppose that |U | > 0, let i be in U as before, let us write U ′ = U \ {i}. For all
j = 1, . . . ,m there exists βj ∈ N such that

χΣj = χ
βj
ti
χΣ′j

,

where Σ′j ≤ Σj . Assume by contradiction that there exist c1, . . . , cm ∈ K[tU ] such that

f =
∑

j cjZj = 0. Then τN (f)ti=θ = 0 for all N ≥ 0. Now, for all but finitely many N , we

have τN (cj)ti=θ 6= 0, qNnj − βj > 0 and

τN (cjZj)ti=θ ∈ ZqNnj−βj ,Σ′j (K[tU ′ ]) \ {0}.

If j1, j2 are distinct elements of {1, . . . ,m} such that
(
βj1
n1

)
=
(
βj2
n2

)
, then Σ′j1 6= Σ′j2 by our

hypothesis. If
(
βj1
n1

)
6=
(
βj2
n2

)
, the sets {qNn1 − β1, q

Nn2 − β2} are not singletons for all but
finitely many N . Hence for all but finitely many N the set{(

Σ′j
qNnj − βj

)
: j = 1, . . . ,m

}
⊂ N∗ ×S,

well defined, has exactly m elements and by the induction hypothesis we can find N such
that the non-zero elements τN (Zj)ti=θ ∈ ZqNnj−βj ,Σ′j (K[tU ′ ])\{0} are linearly independent

over K[tU ′ ] which yields a contradiction with the non vanishing of the evaluations of τN (cj).
�

We end this section with several remarks and questions.

3.1.2. Remark: a question on topological groups. Theorem 3.2 implies that Z∅(K) is graded
by the monoid N while Corollary 4.4 implies, more generally, that Z∅(K[t]) is graded by the
monoid S. In his book [15, §8], Goss describes the construction of a complete topological
group S∞ (determined by the choice of a uniformiser of K∞) together with embeddings
N→ S∞ so that the image is discrete, hence allowing to extend the map N∗ → K∞ defined
by n 7→ ζA(n) to a partial analogue of Riemann’s zeta function, the zeta function of Goss,
ζA : S∞ → C∞. Similar constructions lie above families of multiple zeta values of Thakur
of Z∅ that we will not discuss in the present paper. We do not know how to construct a

complete topological group Ŝ together with embeddings S → Ŝ with discrete images in
such a way that the zeta values ζA(C) with C ∈ S or more generally, families of multiple
zeta values ζA(C), can be extended analogously.

3.1.3. Remark: a problem of homogeneity. Note that the map µ of Proposition 3.1 induces
Fp[tΣ]-linear maps

Zn,Σ(K[tΣ])→ Zpn,Σ(K[tΣ]).

If C is not admissible ζA(C) needs not to be homogeneous for the grading

Z(K[t]) =
⊕

(w,Σ)∈N∗×S

Zw,Σ(K[t]).
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Therefore, the evaluation map ti 7→ θq
k

(for i ∈ N∗ and k ∈ N) does not respect the grading
by weights.

3.1.4. Remark: the role of the Carlitz period. The so-called Euler-Carlitz relations imply
that if n ∈ N∗ is such that q − 1 | n, then ζA(n) ∈ π̃nK× with

π̃ := θλθ
∏
i>0

(
1− θ

θqi

)−1

∈ λθK∞ ⊂ C∞

(for a choice λθ = (−θ)
1
q−1 of root of −θ). Then, π̃n ∈ Zn,∅(K) for all n ≥ 0 such that

q − 1 | n. Note however that in general, we do not expect the relation π̃n ∈ Zn,∅.

4. Multiple polylogarithms

Let C be an admissible composition array of
(

Σ
n

)
as in (3). We define:

λA(C) :=
∑

d1>···>dr≥0

Sd1(n1) · · ·Sdr(nr)
∏
i∈N∗

X
∑r
j=1 Σj(i)q

dj

i ,

where

Sd(n) := Sd

(
∅
n

)
=

∑
a∈A

monic
|a|=|θ|d

1

an
.

It is easy to see that λA(C) converges in the Tate algebra K̂[XΣ]‖·‖.

For n ∈ N∗ and Σ ∈ S, let Ln,Σ be the Fp-vector space generated by λA(C) where C is a

composition array of
(

Σ
n

)
, with the convention L0,∅ = FpλA

(∅
0

)
= Fp. Note that Ln,∅ = Zn,∅.

The series λA(C) can be interpreted as the case of the datum (γ, δ) in §2.2 determined by

(9) δΣ(a) =
∏
i∈N∗

X
Σ(i)qdegθ(a)

i

and γ the identity map. By the harmonic product formulas of Proposition 2.2 in the case
of trivial type, the multiple polylogarithms carry a variant of the harmonic product as well.
In particular, there exists an Fp-linear map

λA : C → L =
∑

(n,Σ)∈S

Ln,Σ

and a structure of Fp-algebra over C with product �λ such that λA induces an Fp-algebra
morphism; to see this we use Proposition 2.2 with Σ = ∅.

The products �λ and �ζ (the latter introduced in §3.1) agree on Z∅ = L∅ =
∑

n Ln,Σ
but are different otherwise. For instance, it is easy to see that, if C =

({i}
1

)
, D =

({j}
1

)
with

i 6= j and q > 2 then:

[C]�ζ [D] =

[(
{i, j}

2

)]
, [C]�λ [D] =

[(
{i, j}

2

)]
+

[(
{i} {j}
1 1

)]
+

[(
{j} {i}
1 1

)]
.
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Proposition 4.1. For Σ,Σ′ ∈ S and n, n′ ∈ N∗ we have Ln,ΣLn′,Σ′ ⊂ Ln+n′,Σ+Σ′.

Proof. It follows easily from the existence of the harmonic product of the powers sums
Sd(n) as first noticed by Thakur in [28] and the next result which is easy to check.

Lemma 4.2. If C1, . . . , Cr are composition arrays of
( ∅
n1

)
, . . . ,

( ∅
nr

)
and if (Σ1, . . . ,Σr) ∈

S⊕r, then the sum ∑
d1>···>dr

Sd1(C1) · · ·Sdr(Cr)
∏
i∈N∗

X
∑r
j=1 Σj(i)q

di

i

belongs to Ln,Σ, where n =
∑

i ni and Σ = Σ1 · · ·Σr.

�

An important feature is that since L embeds in a filtered union of Tate algebras, the
evaluation map ev defined by sending Xi to 1 for all i ∈ N∗ is a well defined Fp-algebra

map L ev−→ K∞. More precisely:

Lemma 4.3. The map ev defines an Fp-algebra map L → Z∅ and surjective Fp-linear
maps Ln,Σ → Zn,∅.

Proof. This follows immediately from the definition of multiple zeta values of Thakur as
series in multiple power sums Sd(n1, . . . , nr) with n1, . . . , nr ∈ N∗ (we simplify the notations
when the type is trivial). �

We can define the K-algebra L(K) in a way completely similar to that of Z(K). We
propose a conjecture:

Conjecture 4.4. For any n ∈ N∗ and Σ ∈ S, the Fp-linear maps ζA and λA define
isomorphisms of vector spaces

Zn,Σ
ζA←− Cn,Σ

λA−−→ Ln,Σ.

Looking at the case of trivial type Σ = ∅ the conjecture above reduces to a similar con-
jecture by Thakur [29, §6.3], stipulating that the only Fp-linear relations among Thakur’s
multiple zeta values are the trivial ones. The map λA does not seem to extend to an Fp-
algebra homomorphism. However, this does not rule out that the Fp-algebras (C,+,�ζ)
and (C,+,�λ) are possibly isomorphic.

The K-algebra L(K) is not graded by S. For example, the K-linear relations (40) are
not homogeneous. In the next subsection, we analyse what structures are respected by the
product �λ.

4.1. Grading structures on L(K). If C ∈ S⊕r is a composition array, we denote by C[
the element of S⊕s the s-tuple (for some s ≤ r) resulting from the first line of C (in S⊕r)

by removing the occurrences of ∅. If C is of trivial type, we set C[ = (∅). The aim of this
subsection is to prove the next result.
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Theorem 4.5. Let us consider admissible composition arrays C1, . . . , Ck and let us sup-
pose that the functions λA(C1), . . . , λA(Ck) are K-linearly dependent. Then there exist two
distinct integers i, j ∈ {1, . . . , k} such that Ci and Cj have the same weight and

C[i = (U1, . . . , Ur), C[j = (V1, . . . , Vr) ∈ S⊕r

for some r. Moreover, there exist integers κ1, . . . , κr ∈ Z such that Ui = qκiVi for i =
1, . . . , r.

In particular, if the types of C1, . . . , Ck are subsets of N∗, then κ1 = · · · = κr = 0 and
C[i = C[j . To prove this result we need some definitions and intermediary results.

Definition 4.6. A cluster of depth r > 0 is a subset of NN∗ of the form [α1, . . . , αr] :=
{α1q

d1 + · · · + αrq
dr}, where α1, . . . , αr are maps N∗ → N with finite support but not

constant equal to zero (almost everywhere zero but non-zero) and the r-tuples (d1, . . . , dr) ∈
Nr are such that d1 > · · · > dr. We define a partial ordering ≺ on clusters by saying that

α := [α1, . . . , αr] ≺ β
if there exists a sequence (d1,m, . . . , dr,m)m≥0 which is good in the sense that dr,m →∞ as

m→∞ and di,m−di+1,m →∞ as m→∞, for all i < r, such that α1q
d1,m+· · ·+αrqdr,m ∈ β

for all m ≥ 0. We define a relation of equivalence ∼ between clusters by saying that
α = [α1, . . . , αr] and β = [β1, . . . , βl] are equivalent, written as α ∼ β, if r = l and for all
i = 1, . . . , r there exists κi ∈ Z such that αi = qκiβi.

Lemma 4.7. If α = [α1, . . . , αr] and β = [β1, . . . , βl] are two clusters of rank r, l and
α ≺ β, then r ≤ l and we can find an increasing sequence 0 = h0 < · · · < hr = l and
integers κi,j ∈ Z such that

(10) αi = βhi−1+1q
κi,hi−1+1 + · · ·+ βhiq

κi,hi , ∀i = 1, . . . , r.

Proof. We consider a sequence (d1,m, . . . , dr,m)m≥0 which is good as in Definition 4.6, such
that

r∑
i=1

αiq
di,m =

l∑
j=1

βjq
ej,m , ∀m ≥ 0,

where the sequence (e1,m, . . . , el,m)m≥0 satisfies e1,m > · · · > el,m for all m. Dividing by

qdr,m we obtain

αr +
r−1∑
i=1

αiq
di,m−dr,m =

l∑
j=1

βjq
ej,m−dr,m , m ≥ 0.

the sum
∑r−1

i=1 αiq
dm,i−dm,r tends to zero in Zp and setting fj,m := ej,m − dr,m for all j,m

we can write, in Zp:

αr = lim
m→∞

l∑
j=1

βjq
fj,m .

We deduce that {fl,m,m ≥ 0} is bounded. Any infinite subsequence of a good sequence
(d1,m, . . . , dr,m)m≥0 is good so that, upon extraction, we can suppose that fl,m = κr,l for all
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m. If the sequence (fl−1,m)m≥0 is unbounded it contains an infinite subsequence growing
to ∞ and we deduce that αr = βlq

κr,l , which is an identity of the type (10). Otherwise it
is bounded and again upon restriction to an infinite subsequence, we can suppose that it
is constant. Since the sequence (d1,m, . . . , dr,m)m≥0 is good there exists hr−1 > 0 such that
(fhr−1+1,m)m≥0 is bounded and (fhr−1,m)m≥0 is unbounded. This implies, by the same
arguments as above, that αr satisfies an identity like (10). At this point, arguing with
clusters of depth r − 1 and l − 1 and using induction, we conclude that r ≤ l and that
identities like (10) hold for all i hence completing the proof of the lemma. �

We immediately deduce the next result.

Corollary 4.8. The relation ≺ is transitive. Moreover, If α and β are clusters such that
α ≺ β and β ≺ α, then α ∼ β.

Proof of Theorem 4.5. For a formal power series f ∈ C∞[[XΣ]] we define the support Spt(f)
to be the subset of NΣ whose elements are the i = (ij : j ∈ Σ) such that the monomial∏
j∈ΣX

ij
j occurs in the series defining f with non-zero coefficient. Let us consider a non-

trivial linear dependence relation

k∑
i=1

ckλA(Ci) = 0, c1, . . . , ck ∈ K×,

where we can assume that all the coefficients ci are non-zero. Applying the map ev we see

that
∑k

i=1 ciζA(ni) = 0 where ni is the weight of Ci for all i. By Chang’s Theorem 3.2,
we can therefore assume that C1, . . . , Ck all have the same weight. Also, there is no loss of
generality to suppose that no one has trivial type. We note that for all i ∈ {1, . . . , k},

Spt(λA(Ci)) ⊂
⋃
j 6=i

Spt(λA(Cj)).

For all i, Spt(λA(Ci)) contains the cluster αi = [αi,1, . . . , αi,ri ] where αi,1, . . . , αi,ri are the

entries of the first row of C[i . We deduce that for all i,

αi ⊂
⋃
j 6=i

αj .

By the box principle, there is a map g : {1, . . . , k} → {1, . . . , k} such that for all i, g(i) 6= i,
with αi ≺ αg(i) for all i. Applying Corollary 4.8 there exist i 6= j such that αi ≺ αj and
αj ≺ αi which implies αi ∼ αj . This implies the theorem. �

4.1.1. λ-degrees and the Hadamard product. We come back to the Fp-vector space C and
consider the K-vector space C(K) it generates by extension of the scalars. We have the
algebras (C,+,�ζ) and (C(K),+,�ζ) that are both graded by the monoid S, where the

degree of C is
(

Σ
n

)
with Σ the type of C and n its weight. We recall that the product �λ

over the above vector spaces is not compatible with this grading. In order to present the
following, we are now going to speak about ζ-degree and ζ-type for our usual degree and
type of a composition array.
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We describe another grading structure over C and C(K), again by using the monoid S.
Let C be an admissible composition array as in (3). Then we can write:

C =

(
∅ · · · ∅ Σ1 ∅ · · · ∅ · · · · · · Σk ∅ · · · ∅
n0,0 · · · n0,r0 n1,0 n1,1 · · · n1,r1 · · · · · · nk,0 nk,1 · · · nk,rk

)
.

The way this matrix is written highlights the presence of the neutral element ∅ of S
intertwined with elements of S \ {∅} in the first row. We define the λ-type of C as the
element

Σqr1
1 · · ·Σqrk

k ∈ S.

Here, Σn stands for Σ · · ·Σ with n factors. Note that the relations (40) are K-linear
dependence relations among elements of L(K) of the form λA(C) with C of the same λ-

type sq
k

for k ≥ 1, although different ζ-types, as previously noticed. The λ-type naturally
induces a λ-degree by just using the usual weight of a composition array. We may conjecture
the following property that will be studied in another work.

Conjecture 4.9. The λ-degree defines a grading of the algebra L(K) by the monoid S.

The interest in introducing the λ-type relies in the existence of another operation on
L(K), throughout the Hadamard product of formal series. Let F be any field. The diagonal
of a formal series

f ∈ F [[X1, . . . , Xn, Y1, . . . , Yn]]

is defined in the following way. Write

f =
∑

i1,...,in,j1,...,jn

fi1,...,in,j1,...,jnX
i1
1 · · ·X

in
n Y

j1
1 · · ·Y

jn
n , fi1,...,in,j1,...,jn ∈ F.

We introduce the operator

∆1/2(f) :=
∑
i1,...,in

fi1,...,in,i1,...,inX
i1
1 · · ·X

in
n ∈ F [[X1, . . . , Xn]].

This is the diagonal operator considered in [13]. Let f, g be formal series of F [[X1, . . . , Xn]]
with F . Their Hadamard product is the formal series

f �H g := ∆1/2

(
f(X1, . . . , Xn)g(Y1, . . . , Yn)

)
∈ F [[X1, . . . , Xn]].

We now suppose F = C∞. Let Lλn,Σ(K) be the K-vector space generated by the functions

λA(C) with C of λ-degree
(

Σ
n

)
∈ S. We have:

Lemma 4.10. The Hadamard product defines a bilinear map

Lλm,Σ(K)× Lλn,Σ(K)
�H−−→ Lλm+n,Σ(K).

Proof. This follows directly from Lemma 4.2 and Part 1 of Proposition 2.2. �

For example, we have λA
(
s
1

)
∈ Lλ1,s = L1,s and λA

(
s
1

)
�H λA

(
s
1

)
= λA

(
s
2

)
.

4.1.2. Remark. The formalism of the algebras Z and L can be unified. Indeed one can
construct, in the same manner, multiple polylogarithms having in the coefficients of the
monomials (9), twisted power sums as in (5).
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4.1.3. Remark. Assume that the composition array C has depth r. We note that to give an
interpretation of ζA(C) as entries of logarithms of special points, the first author [14] used
a different type of multiple polylogarithms defined as functions on a certain subset of TrΣ
which can be seen as a higher depth generalization of the polylogarithms defined in [5]. In

the present paper, we instead focus on elements of the form λA(C) ∈ K̂[XΣ]‖·‖, a variant

of Chang’s multiple polylogarithms in [6].

4.1.4. Remark. We end this section about multiple polylogarithms by pointing out that
one can also consider partial higher divided derivatives on the algebra L. In certain cases,
one can observe properties in a certain sense dual to part of the statement of Proposition

3.1 (twisting and evaluating at ti = θq
ki being assimilated to an integral operator on Z

versus partial higher divided derivatives). Since these properties will not be used in this
paper, we will omit the details.

5. Isomorphisms between the spaces Zn,Σ and Ln,Σ
Let Σ be a set in S. We recall that EΣ denotes the C∞-algebra of entire functions

CΣ
∞ → C∞. We now construct a C∞-linear map

FΣ : EΣ → C∞[[XΣ]]lin.

If t is a variable, we set b0(t) := 1 and for any i ≥ 1 we define

bi(t) := (t− θ) . . . (t− θqi−1
) ∈ A[t].

We also set for further use, for i > 0,

b−i(t) :=
i∏

m=1

(t− θq−m)−1 ∈ Kperf(t) ∩ T,

where Kperf denotes the perfect closure of K in C∞. We write Bi(Σ) =
∏
j∈Σ bij (tj) with

i ∈ ZΣ, i = (ij : j ∈ Σ). Noting that bi(t) | bj(t) if j ≥ i we have the well defined inverse
limit and the canonical C∞-algebra map

C∞[tΣ]→ lim←−
i

C∞[tΣ]

Bi(Σ)C∞[tΣ]
,

with i = (ij : j ∈ Σ). We also set θq
i

:= (θq
ij

: j ∈ Σ). The evaluation map C∞[tΣ] 3 f 7→
f(θq

i
) ∈ C∞ extends in a unique way to the C∞-algebra lim←−iC∞[tΣ]/Bi(Σ)C∞[tΣ].

Lemma 5.1. For every f ∈ EΣ there exists a unique element

(11) Φ(f) =
∑
i

fiBi(Σ) ∈ lim←−
i

C∞[tΣ]

Bi(Σ)C∞[tΣ]
,

with fi ∈ C∞ for all i ∈ NΣ, such that Φ(f)(θq
i
) = f(θq

i
) for all i ∈ NΣ.
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Proof. It suffices to set

fi :=
∑
j≤i

f(θq
j

)

Djl
qj

i−j

,

where with j = (jk : k ∈ Σ) we write Dj =
∏
k∈ΣDjk and the other multi-index notations

are defined similarly, including j ≤ i which means that i− j ∈ NΣ. �

We set

(12) FΣ(f) :=
∑
i

fiX
qi

Σ ∈ C∞[[XΣ]]lin,

where Xqi

Σ =
∏
j∈ΣX

qij

j .
The Fp-vector space

(13) ZΣ :=
∑
n≥0

Zn,Σ ⊂ Z(K[tΣ]) ⊂ EΣ

also has a structure of graded Z∅-module, that is, a module over Thakur’s multiple zeta
values where the multiplication respects the grading induced by weights and types. A
similar construction holds for the spaces LN,Σ and gives rise to the graded Z∅-module LΣ;
to see this, use the remark after the statement of Theorem 4.5. The aim of this section is
to prove:

Theorem 5.2. If Σ ∈ S is a set such that |Σ| < q then the map FΣ induces an isomorphism
of graded Z∅-modules

ZΣ
FΣ−−→ LΣ.

Throughout this section, we fix a subset Σ of N∗ with |Σ| < q. We recall that by
convention, empty sums are considered to be zero and empty products are equal to one.
For disjoint subsets U1, . . . , Ur ⊂ Σ such that tiUi = Σ, we consider a basic admissible
composition array C of

(
Σ
n

)
. We can write:

(14) C =

(
U1 · · · Ur ∅ · · · ∅
n1 · · · nr n′1 · · · n′r′

)
.

We note that some of the Ui’s are allowed to be empty. We say that C is of signature
sign(C) = N > 0 if ∑

i∈{1,...,r}
Ui 6=∅

ni = N.

We define

S†d(C) =
∑

d=d1>···>dr′≥0

Sd1(n1) · · ·Sdr′ (n
′
r′)

r∏
i=1

Bdi(Ui) ∈ K[tΣ], d ≥ 0
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where Bd(U) =
∏
j∈U bd(tj). Since |Σ| < q, the series

ζ†A(C) :=
∑
d≥0

S†d(C)

converges for the Gauss norm to an entire function of EΣ in the variables tΣ (this property
is no longer guaranteed if |Σ| ≥ q). The proof of Theorem 5.2 is based on the following.

Theorem 5.3. Assuming |Σ| < q, we can decompose

(15) ζA(C) = ζ†A(C) +
∑
i∈I

αiζA(Ci)

where I is a finite set, the coefficients αi are in Fp and where (Ci)i∈I is a family of admissible

composition arrays of
(

Σ
n

)
such that sign(Ci) < N .

Let Z†w,Σ be the subvector space (over Fp) of EΣ generated by the elements ζ†A(C).
Theorem 5.3 directly implies, by means of the property describing the signature:

Corollary 5.4. Assume that |Σ| < q. Then for all w > 0 we have Z†w,Σ = Zw,Σ.

In other words, with Φ being defined as in (11), we have Φ(ZΣ) ⊂ EΣ, namely, for any
f ∈ ZΣ the series defining Φ(f) converges to f for any valuation of C∞[tΣ] extending to

a valuation of EΣ and for all w, Z†w,Σ = Φ(Zw,Σ) in agreement with Corollary 5.4. In

particular, we can define the graded Z-module Z†Σ = ⊕wZ†w,Σ and we have the equality

Z†Σ = ZΣ. The proof of Theorem 5.3 will be given in §5.1 and 5.2.

5.1. A formula for power sums. We start with a formula by Perkins (see [25, Proposi-
tion 2.17]): For any subset U ⊂ N such that |U | < q, we have

(16)
∑
|a|<|θ|d

(∏
i∈U

χti(a)
) ldEd(z − a)

z − a
=
∏
i∈U

d−1∑
j=0

bj(ti)Ej(z),

where Ed(z) = D−1
d

∏
|a|<|θ|d(z − a) is the d-th Carlitz polynomial satisfying:

(17) Ca(X) =

deg(a)∑
i=0

Ei(a)Xqi , a ∈ A,

where Ca(X) is the multiplication of X by a ∈ A for the Carlitz’s A-module structure.
The formula (16) holds in K[tU , z]. Note that Ed is Fq-linear and Ed(a) = 0 if |a| < |θ|d

by (17) so that we can pull the factor Ed(z−a) out of the sum in the left-hand side of (16)
as a factor in the left.

Additionally, with Dn the partial divided derivative of order n in the variable z, we have

(18) Dn(Ed) = D−1
i l−q

i

d−i, n = qi ≤ d, ∃i ≥ 0,
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and Dn(Ed) = 0 otherwise (Di denotes the i-th coefficient of the τ -expansion of expC ∈
K[[τ ]]). In particular, D1(Ed) = 1

ld
. We therefore get

1

ldEd
=
D1(Ed)

Ed
=

∑
|a|<|θ|d

1

z − a
.

Hence, we can rewrite (16) as follows, where σU (a) =
∏
i∈U χti(a):

(19)
∑
|a|<|θ|d

σU (a)

z − a
=

 ∑
|a|<|θ|d

1

z − a

∏
i∈U

d−1∑
j=0

bj(ti)Ej(z).

We also set

H(d)
m (t) := D−1

m

d−1∑
j=m

bj(t)l
−qm
j−m ∈ K[t].

Then we have the expansion

(20)

d−1∑
j=0

bj(t)Ej(z) =

d−1∑
m=0

H(d)
m (t)zq

m
.

Since |U | < q, we have

∏
i∈U

d−1∑
j=0

bj(ti)Ej(z)

 =
∑

m=(mi)i∈NU
mi≤qd−1,∀i∈U

H(d)
m (U)z

∑
i∈U q

mi ,

with H
(d)
m (U) :=

∏
i∈U H

(d)
mi (ti). We use these formulas to rewrite the product

Πd(U) :=

 ∑
|a|<|θ|d

1

z − a

∏
i∈U

Ti − d−1∑
j=0

bj(ti)Ej(z)

 ,

where the Ti’s are elements of K[tΣ]. We get, expanding:

Πd(U) =

=
( ∑
|a|<|θ|d

1

z − a

)∏
i∈U

Ti +
∑

V1tV2=U
V2 6=∅

(−1)|V2|
( ∏
j1∈V1

Tj1

)( ∏
j2∈V2

d−1∑
j=0

bj(tj2)Ej(z)
)

=
(∏
i∈U

Ti

)( ∑
|a|<|θ|d

1

z − a

)
+

∑
V1tV2=U
V2 6=∅

(−1)|V2|
( ∏
j1∈V1

Tj1

) ∑
|a|<|θ|d

σV2(a)

z − a
.(21)

We have labelled the identity between Πd(U) with (21). The last step is done using (19).
Let N be a non-negative integer. We apply (−1)NDN to both the left- and the right-hand
sides of the above identity. In order to render our expressions in a more compact way we
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introduce a few additional notation. For any natural number N > 0 and a non-empty
finite set V ⊆ N∗ we define the set MV (N):

MV (N) :=

m = (mj)j∈V ∈ NV : N −
∑
j∈V

qmj ≥ 0

 .

Furthermore, we set M∅(N) = ∅. We also write qm at the place of
∑

j∈V q
mj . The left-hand

side of (21) becomes, after application of (−1)NDN by using

(−1)NDN
(

1

z − a

)
=

1

(z − a)1+N
,

(∏
i∈U

Ti −
d−1∑
j=0

bj(ti)Ej(z)
) ∑
|a|<|θ|d

1

(z − a)N+1
+

∑
V (U

(−1)|V |
∑

m∈MV (N)

H(d)
m (V )

∑
|a|<|θ|d

1

(z − a)N−q
m+1

,

where we recall that H
(d)
m (V ) =

∏
j∈V H

(d)
mj (tj) (and we extend the notation setting it to 0

when m is not an element of MV (q(d−1)|V |)).
The right-hand side of (21) becomes

∑
|a|<|θ|d

1

(z − a)N+1

∏
i∈U

Ti +
∑

V1tV2=U
V2 6=∅

(−1)|V2|
( ∏
j1∈V1

Tj1

)
σV2(a)

 .

We replace Ti = tdi for all i ∈ U and z = θd. Note that for any i ∈ U , we have

tdi −
d−1∑
j=0

bj(ti)Ej(θ
d) = bd(ti).

One way to prove this is to observe that Cθd(ω(ti)) = tdiω(ti) =
∑d

i=0Ei(θ
d)bi(ti)ω(ti) and

τd(ω(ti)) = bd(ti)ω(ti). On the other hand, we have the identity∏
i∈U

Ti +
∑

V1tV2=U
V2 6=∅

(−1)|V2|
( ∏
j1∈V1

Tj1

)
σV2(a) = σU (θd − a).

Therefore the identity (21) becomes, after application of (−1)NDN :

(22) Sd

(
U

N + 1

)
= Sd(N + 1)Bd(U)+∑

V (U
(−1)|V |

∑
m∈MV (N)

Sd(N − qm + 1)H(d)
m (V ), d ≥ 0, |U | < q.
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5.1.1. Examples. (a) If we set N = 0 in (22) the inner sum is empty and therefore

(23) Sd

(
U

1

)
= S†d

(
U

1

)
,

yielding that ζA
(
U
1

)
= ζ†A

(
U
1

)
. This is well known since the formulas

(24) Sd

(
Σ

1

)
=

∏
i∈Σ bd(ti)

ld
, |Σ| < q

and Sd(1) = 1
ld

are themselves well known (see also [4, Rem. 5.13]). However, the advantage

of our approach is that we did not need to make any use of them. This is the crucial initial
remark.
(b) Suppose now |U | ≤ N < q. We get the formula

(25) Sd

(
U

N + 1

)
= S†d

(
U

N + 1

)
+
∑
V (U

Sd(N − |V |+ 1)
∏
j∈V

H
(d)
1 (tj).

(c) Finally suppose U = {i} := s and N = qk. Then the formula yields:

(26) Sd

(
s

qk

)
= bdSd(1)q

k
+
∑
m<k

Sd(q
k−m − 1)q

m
H(d)
m (ti).

If k = 0 we get Sd
(
s
1

)
= bd(ti)Sd(1) (the sum over m is empty by convention).

5.2. The polynomials H
(d)
m . In order to complete the proof of Theorem 5.3 we need

to show that the coefficients H
(d)
m involved in (25) can be expressed as combinations of

twisted power sums; this is what we do in this subsection. To ease the notation, we

set H
(d)
m := H

(d)
m (ti) and use the variable t instead of ti any time we are focusing on

one variable only. We recall that H
(d)
m (V ) is the coefficient of zq

m
in the polynomial∏

i∈V
∑d−1

j=0 bj(ti)Ej(z). We also recall the assumption that |V | < q. In this subsection we
prove formulas which allow to interpret it as Fp-combinations of partial sums of multiple
zeta values in ZV . We rewrite the |V |-variable case of (19) as:

(27)
∏
i∈V

d−1∑
j=0

bj(ti)Ej(z) =

∑
|a|<|θ|d

σV (a)
z−a∑

|a|<|θ|d
1

z−a
∈ Fq(θ)(z)[tV ].

We want to expand the right-hand side in ascending powers of z. We set Fd :=
∑
|a|<|θ|d

σV (a)
z−a .

In Fq(θ)[tV ][[z]] we have

Fd =
∑
k≥0

zk(q−1)S<d

(
V

k(q − 1) + |V |

)
.

Similarly, setting Gd =
∑
|a|<|θ|d

1
z−a , we compute

Gd =
1

z
+
∑
k≥1

zk(q−1)−1S<d(k(q − 1)).
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Expanding Fd
Gd

we therefore find:

(28)
Fd
Gd

=
∑
k≥0

zk(q−1)+|V |κ
(d)
k(q−1)+|V |

where κ
(d)
k(q−1)+|V | can be expressed in the following way:

κ
(d)
k(q−1)+|V | = S<d

(
V

k(q − 1) + |V |

)
+ µk,1S<d

(
V

(k − 1)(q − 1) + |V |

)
+ · · ·+ µk,kS<d

(
V

1

)
,

where µk,m, independent of d, are polynomials with coefficients in Fp which are homoge-
meous of weight m evaluated in the terms S<d(h(q−1)) (assumed to be of weight h). Here
are some examples in the case V = s a singleton:

κ
(d)
1 = S<d

(
s

1

)
κ(d)
q = S<d

(
s

q

)
+ (−S<d(q − 1))︸ ︷︷ ︸

=:µ1,1

S<d

(
s

1

)

κ
(d)
2q−1 = S<d

(
s

2q − 1

)
+ (−S<d(q − 1))︸ ︷︷ ︸

=:µ2,1

S<d

(
s

q

)
+ (−S<d(2(q − 1)))︸ ︷︷ ︸

=:µ2,2

S<d

(
s

1

)
.

Coming back to (27) we see that κ
(d)
k(q−1)+|V | = 0 if k(q−1)+ |V | is not of the form qm (note

that this yields a collection of non-trivial identities). By using part (2) of Proposition 2.2
we get:

Lemma 5.5. Assuming that |V | < q, for all m ∈ NV we can expand:

H(d)
m (V ) =

∑
j∈J

νjS<d(Cj), d ≥ 0

where J is a finite set, (νj)j∈J is a family of elements of Fp independent of d and (Cj)j∈J
are admissible composition arrays of

(
V
qm

)
also independent of d.

See Lemma 6.11 for a much more refined version of the above statement.
We come back to the identity (22). Combining with Lemma 5.5 and applying Part (3)

of Proposition 2.2, we obtain:

Lemma 5.6. If |U | < q, for N ≥ 0, there exist a finite set J and, for j ∈ J , elements

εj ∈ Fp and composition arrays Ej of
(
U

N+1

)
of signature < N + 1 such that for all d ≥ 0

Sd

(
U

N + 1

)
= S†d

(
U

N + 1

)
+
∑
j∈J

εjSd(Ej).
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Proof of Theorem 5.3. By using Lemma 5.6 and repeated application of Proposition 2.2
we see that

Sd(C) =
∑

d=d1>···>dr

S†d1

(
U1

n1

)
· · ·S†dr

(
Ur
nr

)
S<dr(n

′
1, . . . , n

′
r′) +

∑
k

δkSd(Hk),

with the coefficients δk ∈ Fp independent of d and the composition arrays Hk of
(
U
n

)
also

independent of d and of smaller signature. �

Proof of Theorem 5.2. If the sequence fiBi(Σ) converges to the zero function uniformly

on every bounded subset of CΣ
∞, then FΣ(f) ∈ Tlin

Σ , the subset of the Tate algebra TΣ in
the variables XΣ of the series which are Fq-linear in each variable. This is precisely what
happens if

f = ζ†A(C),
where C is an admissible composition array of

(
Σ
n

)
with |Σ| < q. Furthermore,

FΣ(ζ†A(C)) = λA(C).
This defines an isomorphism of Z∅-modules. �

For example, the formula (23) immediately implies:

(29) Fs

(
ζA

(
s

1

))
= λA

(
s

1

)
.

5.2.1. Remark. The map FΣ defined in (12) and restricted on polynomials agrees with
the formalism of the Carlitz action as in [5, §3.4]. More precisely, if f ∈ C∞[tΣ], then
FΣ(f) = f ∗ XΣ with the ∗-action defined in ibid. (3.2). However, in contrast with the
above reference, we do not work in the completion of C∞[XΣ] with respect to the norm
‖ · ‖C defined there; this is another path of investigation that will be developed elsewhere,
which however forbids evaluation at Xi = 1, which we examine here, where we rather work
in the completion with respect to the Gauss norm ‖ · ‖.

6. Analytic properties of multiple zeta values in Tate algebras

At the time being, we do not know if the functions FΣ extend to a unique map defined
over Z. Our next task in this paper is to give alternative definitions to the maps FΣ

so that they can be extended to a larger space of functions allowing to investigate their
analytic properties. We will therefore introduce the maps EΣ, that turn out to coincide
with the FΣ’s. Firstly, in §6.1, we recall a formula for twisted power sums that the second
author obtained in collaboration with Perkins. Then in §6.2 we introduce the algebra EΣ

of entire functions in the variables ti with i ∈ Σ and consider a (non-exhaustive) filtration

E[0]
Σ ⊂ E[1]

Σ ⊂ · · · . Finally in §6.3 we introduce the map EΣ which turns out to agree with
FΣ but can be defined analytically. Indeed what we have is that, at once, EΣ is defined

over E[0]
Σ , and also, ZΣ ⊂ E[0]

Σ if |Σ| < q. In §6.4 we introduce our trivial multiple zeta
values in Tate algebras and we prove Theorem C of the introduction.
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6.1. A formula for twisted power sums. Using the results of [24], we are able to relate
the twisted power sums to a family of polynomials introduced by the second author and
Perkins which we recall now. Let Σ be a finite subset of N∗ such that |Σ| = m(q − 1) + 1,
with m > 0. In [24, Thm. 1] it is proved that if d ≥ m, then

S<d

(
Σ

1

)
= l−1

d−1

∏
i∈Σ

bd−m(ti)HΣ(Y )
Y=θqd−m

.

We recall that in this formula, HΣ ∈ A[Y ][tΣ] is of degree

µ :=
qm − 1

q − 1
−m

in Y and of degree m − 1 in ti for all i ∈ Σ. Using [12, Thm. 3.3.6] we can prove the
following refinement of [24, Thm. 1] which removes the condition d ≥ m.

Lemma 6.1. If Σ is a subset of N∗ such that |Σ| = m(q − 1) + 1 with m > 0 then there

exists HΣ ∈ A[Y ][tΣ] of degree µ = qm−1
q−1 −m in Y and degree m−1 in each of the variables

ti, i ∈ Σ, such that

(30) S<d

(
Σ

1

)
= l−1

d−1

∏
i∈Σ

bd−m(ti)HΣ(Y )
Y=θqd−m

, d ≥ 0,

and HΣ is uniquely determined by these properties.

Proof. For the convenience of the reader we give all the details. The statement of the
lemma is true if d ≥ m by [24, Thm. 1]. Hence we know that there exists HΣ unique,
with the above properties, such that the above identity holds for d ≥ m and we need to
extend the identities to all d. We recall that in his Ph. D. Thesis [12], Demeslay proved,
by using a log-algebraic-type result, the following property (his result is more general but
we are going to describe only the aspect that is important to us): there exists a unique
Q ∈ Kperf(tΣ)[x] such that for all d ≥ 0,

(31) Sd

(
Σ

1

)
= l−1

d τd(Q)x=θ

∏
i∈Σ

bd(ti),

where x is a new indeterminate. This identity holds in fact for any Σ, regardless of the
congruence condition imposed previously.

Let d be a non-negative integer. Note that for any d,m ≥ 0, bd−m(x) = bd(x)τd(b−m(x)).
Then,

Sd

(
Σ

1

)
= S<d+1

(
Σ

1

)
− S<d

(
Σ

1

)
=

= l−1
d

∏
i∈Σ

bd(ti)

(∏
i∈Σ

τd(b−m(ti))

)[∏
i∈Σ

(ti − θq
d−m

)HΣ(θq
d−m+1

)− (θ − θqd)HΣ(θq
d−m

)

]
,

the second identity being valid if d ≥ m. Note that b−m(t) ∈ Fq(1/θq
−m
, t) and we can write∏

i∈Σ τ
d(b−m(ti)) = τd(f(θq

−m
, tΣ)) ∈ Fq(θq

−m
, tΣ), for all d ≥ 0, for some f ∈ Fq(θ, tΣ).
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Similarly, we can write(∏
i∈Σ

(ti − θq
d−m

)

)
HΣ(θq

d−m+1
)− (θ − θqd)HΣ(θq

d−m
) = τd(gΣ(x, tΣ))x=θ,

with gΣ ∈ Fq[θq
−m

][x, tΣ], and where τ is extended Fq[x, tΣ]-linearly. By uniqueness, for all
d ∈ Z,

τd(Q)x=θ =
∏
i∈Σ

(ti − θq
d−m

)HΣ(θq
d−m+1

)− (θ − θqd)HΣ(θq
d−m

)

and therefore, Q = fgΣ. Replacing in (31), summing and telescoping, we complete the
proof of the lemma. �

6.1.1. Remark: link with log-algebraic theorems. Lemma 6.1 is, in a certain sense, stronger
than certain instances of Anderson’s log-algebraicity theorem [1, Theorem 3]. To illustrate
this, we will use the formalism of Stark units as in the work of Anglès, Ngo Dac, Tavares
Ribeiro and the second author [3, 5].

Let δ be the degree in θ of the polynomial HΣ and denote by τ the Fq[tΣ][Y ]-linear
extension of the map c 7→ cq, c ∈ A, to A[tΣ][Y ]. We recall that Ek(a) = 0 for all a ∈ A
such that k > degθ(a), where Ek is the k-th Carlitz’s polynomial. In particular, writing

Ek =
∑k

j=0D
−1
j l−q

j

k−jτ
j , we have Ek(HΣ) = 0 for all k > δ. We compute:

Ak :=
∑
i+j=k

D−1
i Bi(Σ)τ i

(
Sj

(
Σ

1

))
.

By using (30) we note that

Ak =
∑
i+j=k

D−1
i l−q

i

j Bi(Σ)τ i(Bj−m+1)τ i(HΣ)
Y=θqk−m+1

= Bk−m+1(Σ)Ek(HΣ)
Y=θqk−m+1 .

We see that Ak ∈ A[tΣ] for all k ≥ 0. For k ≥ m this is obvious. For 0 ≤ k ≤ m − 1, Ak
belongs to Aperf [tΣ] ∩K∞[tΣ] where Aperf = ∪i≥0A

1/pi . This intersection is easily seen to
be equal to A[tΣ]. Additionally, note that Ak = 0 for all k > δ.

Now consider the formal series

ζ♦A (1; Σ) :=
∑
i≥0

ziSi

(
Σ

1

)
∈ K[tΣ][[z]].

The exponential function associated with the (non-uniformisable) Drinfeld module of rank
one φ♦ defined by

φ♦θ := θ + zB1(Σ)τ

where z is a central variable, is

expφ♦ =
∑
i≥0

ziD−1
i Bi(Σ)τ i.
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We get

expφ♦(ζ♦A (1; Σ)) =
∑
k≥0

zk
∑
i+j=k

D−1
i Bi(Σ)τ i

(
Sj

(
Σ

1

))
=
∑
k≥0

zkAk.

Hence expφ♦(ζ♦A (1; Σ)) ∈ A[tΣ][z] is a polynomial of degree ≤ δ in z and this is known to
imply a particular statement of log-algebraicity (see [4]).

6.2. The spaces E[N ]
Σ . Let Σ be a finite subset of N∗ of cardinality s. Recall that if

k = (kj : j ∈ Σ) ∈ NΣ, we set θq
k

= (θq
kj

: j ∈ Σ). If N ∈ Z, we also set k + N =

(kj + N : j ∈ Σ). We also write Dk in place of
∏
j∈ΣDkj . For N ∈ N we denote by E[N ]

Σ
the subvector space of the C∞-vector space EΣ generated by the functions f such that
f(θq

k
)

Dk+N
→ 0 as |k| → ∞. We have E[N ]

Σ ⊂ E[N ′]
Σ if N ≤ N ′. We denote by τΣ the Fq[tΣ]-linear

map

τΣ := B1(Σ)τ =
∏
j∈Σ

(tj − θ)τ.

We have:

Lemma 6.2. The following properties hold:

(1) For N ≥ 0, τΣ(E[N ]
Σ ) ⊂ E[N ]

Σ .

(2) If U ⊂ Σ, Σ′ = Σ \ U and r ∈ NU , then for any f ∈ E[N ]
Σ , ftU=θq

r ∈ E[N ]
Σ′ .

(3) We have τ−N (E[0]
Σ ) ⊂ E[N ]

Σ .

Proof. Let f be an element of E[N ]
Σ . Note that if k + N has a vanishing entry, then

τΣ(f)(θq
k+N

) = 0. Observing that Di = (θq
i − θ)Dq

i−1 for i > 0, we see that for all k ∈ NΣ

such that k +N has no vanishing entry,

τΣ(f)(θq
k+N

)

Dk+N
=

∏
j∈Σ(θq

kj+N

− θ)∏
j∈Σ(θq

kj+N − θ)

(
f(θq

k−1
)

Dk−1+N

)q
→ 0

as |k| → ∞. The second property is obvious. For the third we observe that if f ∈ E[0]
Σ then

τ−N (f)(θq
k−N

)

D
1/qN

k

=

(
f(θq

k
)

Dk

) 1

qN

→ 0

as |k| → ∞. Hence, τ−N (f)(θq
j
)

Dj+N
→ 0. �

The interest of the spaces E[N ]
Σ is inscribed in the next result.

Proposition 6.3. Let f be an element of ZΣ. The following properties hold.

(1) There exists N ≥ 0 such that f ∈ E[N ]
Σ .

(2) There exists m ∈ N such that τm(f) ∈ E[0]
Σ .
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(3) If C is an admissible composition array of type Σ′ such that the second row is

(1, . . . , 1), then τm−1(f) ∈ E[0]
Σ with f = ζA(C) and m such that m(q − 1) ≥ |Σ′|.

(4) If |Σ| < q, ZΣ ⊂ E[0]
Σ .

Proof. The property (4) immediately follows from (3). We prove (3). We first focus on
certain estimates involving twisted power sums. By [24, Theorem 7] we see that

Sd

(
Σ′

1

)
= l−1

d Bd−m+1(Σ′)H(Y )
Y=θqd−m+1 ,

where H is a polynomial in A[tΣ′ ][Y ] of degree ≤ m− 1 in each variable ti with i ∈ Σ′ and

degree ≤ qm−1
q−1 − m in Y (this polynomial can be computed by taking the coefficient of∏

i∈Σ\Σ′ t
d
i with Σ ) Σ′ such that |Σ| = m(q − 1) + 1).

We have:

Lemma 6.4. Let U be a subset of Σ′ and k ∈ ZU with the property that k := mini k ≥ 1−m.
Then we have:

(1) If there exists i ∈ U such that ki ∈ [0, d−m], Sd
(

Σ′

1

)
tU=θq

k = 0.

(2) Otherwise let U+ = {i ∈ U : ki ≥ d −m + 1} and U− := {i ∈ U : ki ∈ [1 −m, 0[},
so that U = U+ t U−. Then:∥∥∥∥Sd(Σ′

1

)
tU=θq

k

∥∥∥∥ ≤ |θ|H1 ,

where

H1 := −qd−m+1

(
m− |Σ

′ \ U+|
q − 1

)
+ d

∑
j∈U+

qkj + κ1

where κ1 ∈ Q does not depend on k and d.

Proof. Since the first property of the lemma is clear, we assume that for all i, ki ∈ [1 −

m, 0[t[d−m+ 1,∞[. We have |l−1
d | = |θ|

−q q
d−1
q−1 and∥∥Bd−m+1(Σ′)

tU=θq
k

∥∥ =

=
∥∥Bd−m+1(Σ′ \ U+)

∥∥ · |θ|(d−m+1)
∑
j∈U+

qkj
= |θ|

qd−m+1−1
q−1

|Σ′\U+||θ|(d−m+1)
∑
j∈U+

qkj
.

Moreover, ∥∥H
Y=θqd−m+1 ,tU=θq

k

∥∥ ≤ |θ|( qm−1
q−1

−m)qd−m+1

|θ|(m−1)
∑
j∈U+

qkj+κ̂1

where κ̂1 ∈ Q is independent of k and d. We note that

|l−1
d |
∥∥H

Y=θqd−m+1 ,tU=θq
k

∥∥ ≤ |θ|−(m+ 1
q−1

)qd−m+1+(m−1)
∑
j∈U+

qkj+κ̃1 ,

for another rational number κ̃1 independent of k and d. The lemma follows. �
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Lemma 6.5. We consider Σ ) Σ′ ⊃ U subsets of N∗ with |Σ| = m(q − 1) + 1 and m > 0.
Then, uniformly in d ≥ m, we have∥∥∥∥∥∥∥

τm−1
(
Sd
(

Σ′

1

))
tU=θq

k

Dk

∥∥∥∥∥∥∥→ 0

as |k| → ∞.

Proof. Let k be an element of ([−1,∞[∩Z)U . By Lemma 6.4 if there exists i ∈ U such that

ki ∈ [0, d−m] then we have Sd
(

Σ′

1

)
tU=θq

k = 0. Otherwise, from Lemma 6.4 we deduce that

(32)

∥∥∥∥∥∥
Sd
(

Σ′

1

)
tU=θq

k

D
1/qm−1

k+m−1

∥∥∥∥∥∥ ≤ |θ|H2 ,

where

H2 := −qd−m+1

(
m− |Σ

′ \ U+|
q − 1

)
︸ ︷︷ ︸

>0

+
∑
j∈U+

(d− kj −m+ 1)qkj

︸ ︷︷ ︸
≤0

−
∑
j∈U−

qkj (kj +m− 1)︸ ︷︷ ︸
≥0

+κ2

where κ2 ∈ Q does not depend on k and d. We deduce that the left-hand side of (32) tends
to 0 as |k| → ∞ uniformly in d (the leading term when max k 6= d−m+ 1 corresponds to

the sum over U+, otherwise it is the term with the factor (m− |Σ
′\U+|
q−1 )). Now we observe

the following identity, valid for f ∈ EΣ, r ∈ ZU :∥∥∥∥∥τ
N (f)tU=θq

r

Dr

∥∥∥∥∥ =

∥∥∥∥∥∥
(

f

D
1/qN
r

)qN
tU=θq

r−N

∥∥∥∥∥∥ .
Hence, for k ∈ [1−m,∞[U :∥∥∥∥∥∥∥

τm−1
(
Sd
(

Σ′

1

))
tU=θq

k+m−1

Dk+m−1

∥∥∥∥∥∥∥ =

∥∥∥∥∥∥∥
 Sd

(
Σ′

1

)
D

1/qm−1

k+m−1

qN

tU=θq
r−N

∥∥∥∥∥∥∥ ,
and the lemma follows. �

We can finish the proof of Proposition 6.3. The previous lemma implies the property
(3) of Proposition 6.3. For the property (2), we note that for any admissible composition
array C of type Σ′ there exists a composition array D of type Σ with the second line equal
to (1, . . . , 1), N ≥ 0 and r ∈ NU where U = Σ \ Σ′, with max r < N , such that

ζA(C) = τN (ζA(D))tU=θq
r .

Therefore this property follows by using the second part of Lemma 6.2. Finally, the prop-
erty (1) follows from the third part of Lemma 6.2. �
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6.2.1. Remark. For general Σ not all the elements of ZΣ lie in E[0]
Σ . We give here an explicit

example, where j ∈ N∗, s = {j} and t = tj . We recall from [20, Theorem 14] that

(33) degθ

(
ζA

(
s

2

)
t=θqk

)
= (k − 1)qk − 2q(qk−1 − 1)

q − 1
, k ≥ 1.

Now consider Σ ⊂ N∗ finite, such that |Σ| = q2 and set f = ζA
(

Σ
2

)
∈ EΣ.

Lemma 6.6. If q ≥ 3 then f 6∈ E[0]
Σ .

Proof. Assuming the converse, we should have f(θq
k

)
Dk

→ 0. In particular, considering

k ∈ N and setting k = (k, . . . , k) ∈ NΣ, f(θq
k
) = ζA

(
s
2

)
t=θqk+2 of degree in θ equal to

(k + 1)qk+2 − 2q(qk+1−1)
q−1 . At once, we have Dk = Dq2

k of degree kqk+2. We deduce that,

with this choice of k,

degθ

(
f(θq

k
)

Dk

)
=
q − 3

q − 1
qk+1 +

2q

q − 1

which does not tend to −∞ as k →∞. �

The case q = 2 is different. Indeed in this case f = τ
(
ζA
(

Σ
1

))
so that one sees easily

that f(θq
k
) = 0 for all k ∈ NΣ but finitely many elements.

6.3. The maps EΣ. Let Σ be a finite subset of N∗. We have the map

EΣ
EΣ−→ C∞[[XΣ]]lin

defined by

EΣ(f) =
∑
i∈NΣ

f(θq
i
)

Di

∏
j∈Σ

λA

(
{j}
1

)qij
.

Lemma 6.7. EΣ satisfies the functional equation:

(34) EΣ(τΣ(f)) = EΣ(f)q, ∀f ∈ EΣ.
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Proof. If λ = (λj : j ∈ Σ) =
(
λA
({j}

1

)
: j ∈ Σ

)
and if we set λq

i
:=
∏
j λ

qij

j with i = (ij :

j ∈ Σ), we have the following identities:

EΣ(τΣ(f)) =
∑
i∈NΣ

[B1(Σ)τ(f)](θq
i
)

Di
λq

i

=
∑

i∈(N∗)Σ

B1(Σ)(θq
i
)f(θq

i−1
)q

Di
λq

i

=
∑

i∈(N∗)Σ

f(θq
i−1

)q

Dq
i−1

λq
i

= EΣ(f)q.

And the lemma follows. �

We note that the particular choice of λ above is superficial; we can well choose an

arbitrary element λ ∈
(
C∞[[XΣ]]lin

)Σ
and get the same kind of identity.

6.3.1. An example. In this subsection we revisit the classical identity (36) below. We return

to the function f = ζA
(
s
1

)
with s the singleton {j}. It is easy to see that f ∈ E[0]

s . In fact,

we have f(θ) = 1 and f(θq
k
) = 0 for all k > 0 as follows from simple properties of the values

of the Goss zeta function at negative integers. We have seen in (29) that Fs(f) = λA
(
s
1

)
and the above trivial zeroes together with the value f(θ) = 1 also imply Es(f) = λA

(
s
1

)
.

Now, let us apply the functional equation (34). By Part (1) of Proposition 6.3 we see that

τNs (f) ∈ E[0]
s for all N ≥ 0 and we can apply Es. We deduce:

Es(τNs (f)) = λA

(
s

1

)qN
, ∀N ≥ 0.

Now, we observe that

∑
N≥0

Es
(
D−1
N τNs (f)

)
= Es

∑
N≥0

D−1
N τNs (f)

 = expC

(
λA

(
s

1

))
.

From [19] we recall the functional identity

(35) ζA

(
s

1

)
=

π̃

(θ − t)ω(t)

with t = tj such that s = {j} and ω the function of Anderson and Thakur defined in (2).
Recall also the formula

ω(t) =
∑
N≥0

π̃q
N

DN (θqN − t)
,
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which is easily checked. Noting that:

τNs (f) =
π̃q

N

(θqN − t)bN (t)ω(t)
, N ≥ 0,

we see that, with X = Xj ,

expC

(
λA

(
s

1

))
= Es

∑
N≥0

π̃q
N

DN (θqN − t)ω(t)

 = Es(ω · ω−1) = Es(1) = X,

and we deduce the (in fact well known) identity

(36) λA

(
s

1

)
= logC(X).

Corollary 6.8. The maps EΣ and FΣ agree as C∞-linear maps EΣ → C∞[[XΣ]]lin.

Proof. This is an immediate consequence of (36). �

Corollary 6.9. If Σ ∈ S is a finite subset such that |Σ| < q the maps FΣ and EΣ agree
on ZΣ.

6.3.2. Alternative proof of Corollary 6.9. Let Σ be a subset of N∗ such that |Σ| < q. By

the fourth part of Proposition 6.3, ZΣ ⊂ E[0]
Σ . Hence EΣ, well defined over E[0]

Σ , can be
defined over ZΣ. Note that if f ∈ C∞[tΣ], then

(37) EΣ(f) = f ∗
(∏
j∈Σ

Xj

)
in agreement with the ∗-action of [5, §3.2]. Since EΣ(Bi(Σ)) = Xqi

Σ for all i by (34),
EΣ = FΣ.

6.4. Trivial multiple zeta values. We set:

Ztriv
n,Σ := {f ∈ Zn,Σ : f(θq

i
) = 0, for all but finitely many i ∈ NΣ}.

This is an Fp-vector space. We also set Ztriv
Σ = ⊕nZtriv

n,Σ , which is a Z∅-submodule of ZΣ,

and we define Ztriv
n,Σ (K) and Ztriv

Σ (K) in a similar way, so that the latter is a Z∅(K)-module.
The aim of this subsection is to prove the next result.

Theorem 6.10. Assume that Σ is a subset of N∗ such that |Σ| < q. Then Ztriv
Σ (K), as a

Z∅(K)-module, is generated by the elements ξk(tj), j ∈ Σ, with

ξk(tj) = ζA

(
{j} ∅ · · · ∅
1 q − 1 · · · (q − 1)qk−1

)
, k ≥ 0, j ∈ Σ.

In particular,

Ztriv
n,Σ (K) =

⊕
n≥

∑
i∈Σ q

ki

Zn−∑i∈Σ q
ki ,∅(K)

∏
i∈Σ

ξki(ti) =
⊗
i∈Σ

Ztriv
{i} (K),
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where the product ⊗ is of Z∅(K)-modules. Moreover, for all n, we have Fq[tΣ]-linear maps

τΣ : Ztriv
n,Σ (K)→ Ztriv

qn,Σ(K).

Before proving the theorem, we need two lemmas. The first one makes the statement of
Lemma 5.5 completely explicit, with t = tj and s = {j}.

Lemma 6.11. Let Σ be a subset of N∗ with |Σ| < q. The following formula holds:

D−1
k τkΣ

(
S<d−k

(
Σ

1

))
= (−1)kS<d

(
Σ ∅ · · · ∅
1 q − 1 · · · (q − 1)qk−1

)
, d ≥ k ≥ 0.

In particular, for Σ = s = {j} and t = tj,

H(d)
m (t) = (−1)mS<d

(
s ∅ · · · ∅
1 q − 1 · · · (q − 1)qm−1

)
, d,m ≥ 0.

Proof. We recall that in [23, Proposition 4.8] it is proved that, in the non-commutative
polynomial ring K[τ ] (with τc = cqτ , c ∈ K),

ldEd =

(
1− τ

lq−1
d−1

)
· · ·

(
1− τ

lq−1
1

)
(1− τ) ,

where Ed is the unique element of K[τ ] such that Ed(z) = Ed(z) (evaluation at z of poly-
nomial in z and of operator in K[τ ]), where we recall that Ed(z) is Carlitz’s polynomial
D−1
d

∏
a(z − a) (see ibid. Proposition 4.7). Hence, by (24), the coefficient of τm in

(38)
d−1∑
j=0

Bj(Σ)Ej =
d−1∑
j=0

Bj(Σ)

lj

(
1− τ

lq−1
j−1

)
· · ·

(
1− τ

lq−1
1

)
(1− τ)

is (−1)m
∑d−1

j=0
Bj(Σ)
lj

S<j(q − 1, . . . , (q − 1)qm−1) and the latter sum is equal to the sum

(−1)mS<d(
Σ ∅ ··· ∅
1 q−1 ··· (q−1)qm−1 ). Now, viewing (18), the coefficient of τm in

∑d−1
j=0 Bj(Σ)Ej

is

D−1
k

d−1∑
j=k

Bj(Σ)

lq
k

j−k

=
Bk(Σ)

Dk
τk
(
S<d−k

(
Σ

1

))
from which the first part of the lemma follows. For the second part we note that if

Σ = s = {j} and t = tj , then H
(d)
m (t) is the coefficient of τm in

∑d−1
j=0 bj(t)Ej . �

We deduce:

Lemma 6.12. The following identities hold:

ξk(t) =
(−1)k

Dk
τks

(
ζA

(
s

1

))
, k ≥ 0.
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Proof of Theorem 6.10. By Lemma 6.12, gk(t) := (−1)kξk(t) has the property that gk(θ
qi) =

1 if i = k and gk(θ
qi) = 0 otherwise. Let f be an element of Ztriv

Σ (K). We have that

fk := f(θq
k
) ∈ Z∅(K) for all but finitely many k ∈ NΣ. Hence, with k = (kj : j ∈ Σ),

F := f −
∑
k

(−1)|k|fk
∏
j∈Σ

ξkj (tj) ∈ ZΣ(K)

has the property that EΣ(F ) = 0. Since EΣ = FΣ is injective over E[0]
Σ (due to the fact

that |Σ| < q), we have proved the first property of the theorem. The second property now
follows immediately as an application of Lemma 6.12. �

We deduce:

Corollary 6.13. Let f be an element of Ztriv
n,Σ with |Σ| < q, let i be an element of NΣ.

Then either f(θq
i
) = 0 or i = (ij : j ∈ Σ), n ≥

∑
j q

ij and f(θq
i
) ∈ Z

n−
∑
j q
ij ,∅.

6.5. K[τ ]-structures. All along this subsection we choose Σ ⊂ N∗ finite with |Σ| < q.
We introduce an indeterminate τ and we consider the skew polynomial ring K[τ ] with

the commutation rule τ c = cqτ , c ∈ K. By Theorem 6.10, the K-vector space Ztriv
Σ (K)

carries a structure of left K[τ ]-module by τf := τΣ(f) for f ∈ Ztriv
Σ (K). This structure is

compatible with the grading structure by the monoid S because τΣ : Ztriv
n,Σ (K)→ Ztriv

qn,Σ(K),
injectively. Note that for this grading structure, multiplication by an element of K leaves
the degrees invariants, while the right multiplication by τ multiplies the weights by q.
Similarly, the K-vector space Z∅(K) = ⊕nZn,∅(K) carries a structure of left K[τ ]-module
by τf := f q again compatible with the grading, this time by N in a way similar to that
described above.

Lemma 6.14. The composition of the map FΣ : ZΣ(K)→ LΣ(K) followed by the evalua-
tion at Xi = 1 for all i ∈ Σ, induces a morphism GΣ of K[τ ]-modules

Ztriv
Σ (K)

GΣ−−→ Z∅(K)

which is compatible with the grading by N on the pre-image and on the target.

Proof. We have a well definedK-linear map Zn,Σ(K)
FΣ−−→ Ln,Σ(K) which is an isomorphism

of K-vector spaces (Corollary 6.8). The evaluation map which sends an element of C∞[XΣ]
to the value atXi = 1 for i ∈ Σ induces a map Ln,Σ(K)→ Zn,∅(K) (in general not injective)
so we have a K-linear map GΣ : Zn,Σ(K)→ Zn,∅(K). Now, FΣ agrees with EΣ and can be

therefore extended to a K∞[τ ]-linear map E[0]
Σ → TΣ by Lemma 6.7. The lemma follows

easily from these properties and Theorem 6.10. �

We do not know if the K[τ ]-linearity of GΣ extends to ZΣ(K). On the other hand, it
seems that the following hypothesis is plausible:

Conjecture 6.15. The above map GΣ is injective.
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Let δn,Σ be the dimension overK of Ztriv
n,Σ (K). It is easy to see that δn,∅ = dimK(Zn,∅(K))

and that if Σ′ ⊂ Σ is such that Σ \ Σ′ = {j} (singleton), then δn,Σ =
∑

qk≤n δn−qk,Σ′ . We

recall, from [30], the next rational function field analogue of Zagier’s dimension conjecture:

Conjecture 6.16 (Todd). We have:

δn,∅ =

2n−1 if 1 ≤ n ≤ q − 1,
2q−1 − 1 if n = q,∑q
i=1 δn−i,∅ if n > q.

If we assume Conjecture 6.16, we get conjectural formulas for the dimensions δn,Σ with
|Σ| < q and for all n and Σ′ ⊂ Σ (with |Σ| < q), δn,Σ′ ≥ δn,Σ.

We consider the K-vector space CΣ(K) = ⊕nCn,Σ(K) which is freely generated by the

elements [C] with C admissible composition array of
(

Σ
n

)
, with n ∈ N∗. The properties of the

harmonic product imply that CΣ(K), together with the product �ζ , carries a structure of
right C∅(K)-module which is compatible with the grading structures. There is a K-linear
map GΣ : Cn,Σ(K) → Cn,∅(K) such that GΣ ◦ ζA = ζA ◦GΣ, determined by the proof of
Theorem 5.2. We consider the subvector space of the K-vector space Cn,Σ(K):

Ctriv
n,Σ(K) := ζ−1

A (Ztriv
n,Σ (K))

(4). We also consider

Ctriv
Σ (K) :=

⊕
n

Ctriv
n,Σ(K)

which also carries, by the harmonic multiplication �ζ , a structure of right N-gradedC∅(K)-
module so that GΣ becomes a morphism of graded C∅(K)-modules. Observe that there
are structures of K[τ ]-modules over Ctriv

Σ (K) and C∅(K) which are compatible with the
gradings and also with GΣ which is therefore equivariant. On C∅(K), we simply set

τ
[
n1 · · · nr

]
=
[
n1 · · · nr

]
�ζ · · · �ζ︸ ︷︷ ︸
q times

[
n1 · · · nr

]
=
[
qn1 · · · qnr

]
.

We have reached the following diagram of morphisms of K[τ ]-modules compatible with the
grading structures, where the lines are short exact sequences and all the squares commute
(note that the center and the right vertical arrows are surjective by definition):

0 Ker(ζA) ∩Ctriv
Σ (K) Ctriv

Σ (K) Ztriv
Σ (K) 0

0 Ker(ζA) ∩ Im(GΣ) Im(GΣ) Im(GΣ) 0.

ζA

GΣ GΣ GΣ

ζA

A simple application of the snake lemma implies:

4We could also consider an Fp-vector space Ctriv
n,Σ defined similarly, but using only elements of Ztriv

n,Σ , but

we will be mainly concerned by the above space.
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Lemma 6.17. We have that GΣ is injective if and only if Ker(GΣ) ⊂ Ker(ζA). Moreover,
if GΣ is injective then the left vertical arrow is surjective.

In particular, Conjecture 6.15 implies that, in the K[τ ]-module GΣ(Ztriv
Σ (K)), all the

K-linear relations, generated by homogeneous ones (for the grading by N), come from
homogeneous K[τ ]-linear relations in Ztriv

Σ (K). Of course the limit of our approach is that
the image GΣ(Ztriv

n,Σ (K)) is in general smaller than the target Zn,∅(K) (it also depends on

the choice of Σ, but the larger Σ is, the smaller the image is). However, in all explicit
cases we analysed experimentally, this construction is sufficient to detect all the K-linear
dependence relations among Thakur’s multiple zeta values for small weight. In §7.2 we
give some experimental evidences of these phenomena.

6.5.1. Remark. Another way to view the above constructions is to consider M the K[τ ]-
module Ztriv

Σ (K) and N the K[τ ]-module GΣ(Ztriv
Σ (K)) ⊂ Z∅(K). If Conjecture 6.15 holds,

then M and N are isomorphic, and there exists an isomorphism which is compatible with
the graduations by N. Hence, if FM• and FN• are free resolutions of M and N , they are
isomorphic up to K[τ ]-linear homotopy. One can therefore hope to recover several K-
linear relations between Thakur’s multiple zeta values by considering K[τ ]-linear relations
between elements of Ztriv

Σ (K). This is what seems to happen in small weights and |Σ| < q;
see §7.2.

6.5.2. Remark. Assume that |Σ| < q. There is a structure of Z∅(K)[tΣ, τ ]-module over
Ztriv

Σ (K) compatible with the grading. If the multiplication of this module structure is
denoted by ∗, for i ∈ Σ, we set, with f ∈ Ztriv

Σ (K)

ti ∗ f := F−1
Σ (EΣ(tif)).

This is well defined thanks to Corollary 6.8, the identity logC(Cθ(X)) = θ logC(X), and
the fact that EΣ(Ztriv

Σ (K)) is equal to Z∅(K)[logC(Xi) : i ∈ Σ]lin (the map FΣ, as defined,
cannot be evaluated at the entire function tif). In particular, we have EΣ(tif) = EΣ(ti ∗ f)
for all f ∈ Ztriv

Σ (K) and we can give Z∅(K)[logC(Xi) : i ∈ Σ]lin a structure of torsion
Z∅(K)[tΣ, τ ]-module which is isomorphic to the Z∅(K)[tΣ, τ ]-module Ztriv

Σ (K) via EΣ. Of
course, from this structure we recover the K[τ ]-module structures previously described.

7. Applications to linear relations

In this section we discuss some consequences of our results on the isomorphism EΣ = FΣ

over the K[τ ]-modules ZΣ(K), in the case |Σ| < q. The first result is a simple consequence
of Theorem 6.10 and asserts that we can associate to trivial multiple zeta values certain
relations between multiple polylogarithms. Remember the λ-degrees from §4.1.1.

Theorem 7.1. Let f be an element of Ztriv
n,Σ with |Σ| < q, such that there exists i = (ij :

j ∈ Σ) ∈ NΣ with the property that f(θq
i
) 6= 0. Then there exists a non-trivial K-linear

dependence relation in Lλn,Σ(K).
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Proof. By Theorem 5.2, FΣ(f) ∈ Lw,Σ = Lλw,Σ. We now look at

EΣ(f) =
∑
i

f(θq
i
)

Di
λq

i
,

where

λq
i

=
∏
j∈Σ

λA

(
{j}
1

)qij
,

which agrees with FΣ(f) by Corollary 6.9. By Corollary 6.13, the elements f(θq
i
) are either

zero, or in Z
n−

∑
j q
ij ,∅ when n ≥

∑
j q

ij . The properties of the harmonic product of power

sums imply that for all i such that f(θq
i
) 6= 0,

f(θq
i
)λq

i ∈ Lλn,Σ.

Additionally, since the monomials
∏
j X

qij

j are K-linearly independent, with i ∈ NΣ, so

are the elements f(θq
i
)λq

i
. Hence, in the equality FΣ(f) = EΣ(f), the right-hand side can

be written as a non-trivial K-linear relation in Lλn,Σ(K) with at least a coefficient which
is not in Fp, because the polynomials Di are non-constant. As for the left-hand side, this

is an Fp-linear relation in Lλn,Σ so that the difference between these linear relations is a

non-trivial K-linear dependence relation in Lλn,Σ(K). �

To give an example of application of this result, we consider f = ζA( s ∅
1 q−1 ). We know

that f ∈ Ztriv
q,s . Note that, with s = {j} and t = tj , we have f(θq

k
) = 0 for all k 6= 1 and

f(θq) = −1 (see the proof of Theorem 6.10). Hence Es(f) = −D−1
1 λA

(
s
1

)q
. On another

hand one easily sees that Fs(f) = λA( s ∅
1 q−1 ) so that the identity Fs(f) = Es(f) implies the

identity

λA

(
s

1

)q
= (θ − θq)λA

(
s ∅
1 q − 1

)
which is equivalent to (39) for k = 1 and which implies, by substitution X = 1 (with
X = Xj) Thakur’s identity

ζA(q) = (θ − θq)ζA(1, q − 1).

7.1. Some families of linear relations. In this subsection we give examples of how our
methods allow to construct infinite families of linear relations of multiple zeta values of
Thakur. We illustrate two examples. In the first one we recover a result of Lara Rodŕıguez
and Thakur (Theorem 7.2). In the second one, we give a new family of relations (Theorem
7.4).
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7.1.1. A family of relations of weight qk by Lara Rodŕıguez and Thakur. The next result
has been originally obtained by Lara Rodŕıguez and Thakur in [18]. The formula below
in the case k = 1 was first discovered by Thakur in [27, Theorem 5 (case m = 1)]. The
formula in the case k = 2 can be found in Todd’s paper [30, Theorem 4.7].

Theorem 7.2 (Lara Rodŕıguez-Thakur). We have, for all k ≥ 0:

ζA(qk)

Dk
= (−1)kζA(1, q − 1, . . . , qk−1(q − 1)).

Proof. Using Lemma 6.11 and summing over d we reach the formula (for |Σ| < q):

(39)
1

Dk
τkΣ

(
ζA

(
Σ

1

))
= (−1)kζA

(
Σ ∅ · · · ∅
1 q − 1 · · · qk−1(q − 1)

)
, k ≥ 0.

In the case Σ = s, applying Es = Fs we deduce the identity

(40)
1

Dk
λA

(
s

1

)qk
= (−1)kλA

(
s ∅ · · · ∅
1 q − 1 · · · qk−1(q − 1)

)
.

Note that this is a linear dependence relation between elements of L that have different

ζ-types (but same λ-types). The left-hand side has ζ-type sq
k

= s · · · s ∈ S, while the
right-hand side has ζ-type s. The result follows after evaluation X = 1. �

7.1.2. A family of relations of weight qk+n − 1 by Chen. Note that if we replace t = θ in
(39), case Σ = s, after having applied the operator τk, then we recover Chen’s [9, Theorem
5.1]. More explicitly, we note that, for n, r ≥ 0, after application of τn to both sides of the
identity (39) with r = k and Σ = s:

(t− θqn) · · · (t− θqn+r−1
)ζA

(
s

qn+r

)
= (−1)rDqn

r ζA

(
s ∅ · · · ∅
qn qn(q − 1) · · · qn+r−1(q − 1)

)
.

Both sides of this identity are entire functions and we can evaluate at t = θ. We get:

Theorem 7.3 (Chen). For all n, r ≥ 0, the following identity holds:

(θ− θqn) · · · (θ− θqn+r−1
)ζA(qn+r − 1) = (−1)rDqn

r ζA(qn − 1, qn(q − 1), . . . , qn+r−1(q − 1)).

In other words, the identities (39) unify the formulas of Lara Rodŕıguez and Chen in
the case Σ = s. For more general Σ we deduce multiple parameter families of more general
identities, we omit the details. An advantage of our method is that we need only very little
computations to construct our linear relations.

7.1.3. A family of relations of weight qk + 1. We can produce a variety of families of
relations in the same vein as in Theorem 7.2. We illustrate another (slightly less explicit)
example: a family of relations between Thakur’s multiple zeta values each one of weight
qk + 1 where k varies in N.
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Theorem 7.4. For all k > 0 there exists a non-trivial linear relation in Zqk+1,∅(K) of the
form:

(41) ζA(1, 1, q − 1, . . . , qk−1(q − 1)) +
(−1)k+1

Dk
ζA(1, qk) + Ξk = 0

where Ξk ∈ Zqk+1,∅(K) is given by the series

Ξk =
1

Dk

k∑
j=1

(−1)k+jDqk−j

j

∑
d≥0

Sd(1)Sd(q
k−j , qk−j(q − 1), . . . , qk−1(q − 1)).

The fact that Ξk ∈ Zqk+1,∅(K) as expressed in the series above follows from Lemma 4.10
and Proposition 2.2. Indeed, we have that the j-th term in the sum over j defining Ξk is
K-proportional to the evaluation at X = 1 of the Hadamard product:

λA

(
s

1

)
�H λA

(
s ∅ · · · ∅

qk−j qk−j(q − 1) · · · qk−1(q − 1)

)
.

To prove Theorem 7.4 we need a preliminary lemma.

Lemma 7.5. Assume that |Σ′| < q. For any 1 ≤ j ≤ k and d ≥ j, we have

τkΣ′

(
Sd−j

(
Σ′

1

))
= (−1)jDqk−j

j Bk−j(Σ
′)Sd

(
Σ′ ∅ . . . ∅
qk−j qk−j(q − 1) . . . qk−1(q − 1)

)
.

Proof. There are several ways to obtain these formulas. One of them uses the principle of
the remark in §4.1.2 if we assume that |Σ′| < q− 1. Let h be an element of N∗ \Σ′ and set
Σ = Σ′ t {h}. Then, from the computation of the image by F{h} of both sides of (39) we
obtain that for integers d ≥ k ≥ 0:

τkΣ′

(
Sd−k

(
Σ′

1

))
= (−1)kDkSd

(
Σ′ ∅ . . . ∅
1 q − 1 . . . qk−1(q − 1)

)
.

This is the identity of the lemma in the case j = k. Another way to prove it, under the
assumption that |Σ′| < q, is to apply Lemma 6.11 directly on two consecutive d’s.

The general case follows easily observing that

Sd−j

(
Σ′

qk

)
= τk−j

(
Sd−j

(
Σ′

qj

))
and using the identity bk(t) = bk−j(t)τ

k−j(bj(t)). �

Proof of Theorem 7.4. From Lemma 6.11 we deduce, with |Σ| < q:

(42) S<d

(
Σ ∅ . . . ∅
n q − 1 . . . qk−1(q − 1)

)
= (−1)k

Bk(Σ)

Dk
S<d−k

(
Σ
qk

)
=

= (−1)k
Bk(Σ)

Dk

S<d(Σ
qk

)
−

k∑
j=1

Sd−j

(
Σ
qk

)



44 O. GEZMİŞ & F. PELLARIN

for all d ≥ k. Let n be a positive integer. Multiplying both sides of (42) by Sd(n) we get

(43) Sd

(
∅ Σ ∅ . . . ∅
n 1 q − 1 . . . qk−1(q − 1)

)
= (−1)k

Bk(Σ)

Dk
Sd

(
∅ Σ
n qk

)
−

− (−1)k
Bk(Σ)

Dk

k∑
j=1

Sd(n)Sd−j

(
Σ

qk

)
.

By using Lemma 7.5, one can rewrite (43) as

Sd

(
∅ Σ ∅ . . . ∅
n 1 q − 1 . . . qk−1(q − 1)

)
+ (−1)k+1Bk(Σ)

Dk
Sd

(
∅ Σ
n qk

)

+
k∑
j=1

(−1)k+jDqk−j

j Bk−j(Σ)

Dk
Sd(n)Sd

(
Σ ∅ · · · ∅
qk−j qk−j(q − 1) . . . qk−1(q − 1)

)
= 0.

(44)

Summing over d ≥ 0 yields the formula:

ζA

(
∅ Σ ∅ . . . ∅
n 1 q − 1 . . . qk−1(q − 1)

)
+ (−1)k+1Bk(Σ)

Dk
ζA

(
∅ Σ
n qk

)

+

k∑
j=1

(−1)k+jDqk−j

j Bk−j(Σ)

Dk

∑
d≥0

Sd(n)Sd

(
Σ ∅ · · · ∅
qk−j qk−j(q − 1) . . . qk−1(q − 1)

)
= 0

(45)

and we know that the series over d ≥ 0 converges to an element of Zqk+n,Σ(K). We suppose
that Σ = s and we apply Fs to both sides of (45). Evaluating at X = 1 implies

ζA(n, 1, q − 1, . . . , qk−1(q − 1)) +
(−1)k+1

Dk
ζA(n, qk)

+
k∑
j=1

(−1)k+jDqk−j

j

Dk

∑
d≥0

Sd(n)Sd(q
k−j , qk−j(q − 1), . . . , qk−1(q − 1)) = 0.

(46)

Now setting n = 1 yields (41). �

For example, using (41) with k = 1, we get

ζA(1, 1, q − 1) +
1

D1
ζA(1, q) +

∑
d≥0

Sd(1)Sd(1)S<d(q − 1) =

= ζA(1, 1, q − 1) +
1

D1
ζA(1, q) + ζA(2, q − 1) = 0.
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This is [30, (5.2)]. If we choose k = 2, some explicit calculations yield the identity

ζA(1, 1, q − 1, q2 − q)− ζA(1, q2)

D2
− 1

[2]
ζA(q + 1, q2 − q)−

( 1

[2]
− 1
)
ζA(2, q − 1, q2 − q)−

− 1

[2]
ζA(2, q2 − 1) = 0,

where [k] = θq
k − θ for k ∈ N.

7.2. Relations in small weights. Using the methods of §6.5 we can recover all the
relations in weight q, q + 1 and q + 2 described by Todd in [30, Sec. 5.2-5.3]. One of the
patterns that seems to emerge is that the interplay between the harmonic product of the
algebra Z and the Hadamard product on L via the maps EΣ = FΣ works as a substitute
of the double shuffle relations for Euler-Zagier multiple zeta values. In the following, we
are going to examine the case Σ = s = {j} ⊂ N∗ and n = q, q + 1, q + 2. We denote by t
the variable tj and by X the variable Xj , for simplicity.

7.2.1. Relations in weight q. By Theorem 6.10 a basis of Ztriv
q,s (K) (the dimension is denoted

by δq,s) is given by the image through ζA of a family([
s
1

]
�ζ F : (F ) a K-basis of Zq−1,∅(K)

)⊔([
s ∅
1 q − 1

])
⊂ Ctriv

q,s (K).

Note that the element [ sq ] also belongs to Ctriv
q,s (K) but it is submitted to the Fp-linear

relation [
s
q

]
+

[
s ∅
1 q − 1

]
−
[
s
1

]
�ζ
[
∅

q − 1

]
= 0

which is trivial. By Theorem 6.10 we have the non-trivial element

τ

[
s
1

]
+D1

[
s ∅
1 q − 1

]
∈ Ker(ζA) ∩Ctriv

q,s (K)

which can be identified with an element of K[τ ]⊕δq,s (first syzygy K[τ ]-module). Applying
GΣ, we get the element (note that we omit the first line of composition arrays of trivial
type)

τ [1] +D1[1, q − 1] ∈ Ker(ζA) ∩Cq,∅(K).

Since τ [1] = [q], this yields Thakur’s relation

(47) ζA(q) +D1ζA(1, q − 1) = 0.

It seems difficult to find non-trivial elements of K⊕δq,s determining non-trivial elements in
the above kernel. This goes in the same direction of Todd’s analogue of Zagier’s dimension
conjecture, which predicts that dimK(Zq,∅(K)) = 2q−1 − 1.
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7.2.2. Relations in weight q + 1. The K-vector space Ctriv
q+1,s(K) contains the elements[

s
1

]
�ζ F where F ∈ Cq,∅(K) and

[
s 1
1 q − 1

]
�ζ
[
∅
1

]
. The next lemma describes two non-

trivial elements in Ker(ζA)∩Ctriv
q+1,s(K) which are sent, via Gs, to elements which generate

the K-linear relations among Thakur’s multiple zeta values of weight q + 1.

Lemma 7.6. We have the following two non-zero elements of the K[τ ]-module Ker(ζA)∩
Ctriv
q+1,s(K): [

s ∅
1 q

]
−D1

[
∅ s ∅
1 1 q − 1

]
−D1

[
∅ s
1 q

]
+

[
s
1

]
�ζ D1

[
∅ ∅
1 q − 1

]
,(48) [

s
q + 1

]
+

[
s ∅
1 q

]
+ (1 +D1)

[
s ∅
2 q − 1

]
−
[
∅ s
1 q

]
+D1

[
s ∅ ∅
1 1 q − 1

]
.(49)

Proof. The element (49) is determined by the product of ζA
(
s
1

)
and the two sides of (47).

We now prove that the element (48) belongs to Ker(ζA) ∩ Ctriv
q+1,s(K); we will use the

Hadamard product of Lemma 4.10. Taking k = 1 in Theorem 7.2 we obtain:

λA

(
sq

q

)
+D1λA

(
s ∅
1 q − 1

)
= 0.

Now we compute the Hadamard product λA

(
sq

1

)
�H (· · · ) of both left- and right-hand

sides of the above identity:

(50) λA

(
sq

1

)
�H

(
λA

(
sq

q

)
+D1λA

(
s ∅
1 q − 1

))
= 0.

Equivalently, we have:
∑

d≥0 Sd(1)
(
Sd(q)+D1Sd+1(1, q−1)

)
Xqd+1

= 0.Observe on another

hand that for any d ≥ 0, we have

Sd(1)bd+1(t) =
1

ld
(t− θ)τ(bd(t)) = (t− θ)S<d+1

(
s
1

)
,

where the last equality follows from the well-known identity (see e.g. [20, Lem. 8]):

(51) τ(bd(t)) = ld

d∑
i=0

bi(t)

li
.

In particular, if we set

Z :=
∑
d≥0

Sd+1(1, q − 1)S<d+1

(
s

1

)
∈ Zq+1,s,

we have

Fs

(
(t− θ)Z

)
= λA

(
sq

1

)
�H λA

(
s ∅
1 q − 1

)
.
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Similarly, there exists a unique element W ∈ Zq+1,s such that

Fs

(
(t− θ)W

)
= λA

(
sq

1

)
�H λA

(
sq

q

)
and this element can be easily computed. Thus applying the map F−1

s (an isomorphism)
to (50) and dividing by t− θ implies

(52) ζA

(
s

q + 1

)
+ζA

(
s ∅
2 q − 1

)
−ζA

(
∅ s
1 q

)
+D1ζA

(
∅ s ∅
1 1 q − 1

)
+D1ζA

(
∅ s
1 q

)
= 0.

Taking the term-wise difference between (52) and (49) we find

(53) ζA

(
s ∅
1 q

)
+D1ζA

(
s ∅
2 q − 1

)
+D1ζA

(
s ∅ ∅
1 1 q − 1

)
−

−D1ζA

(
∅ s ∅
1 1 q − 1

)
−D1ζA

(
∅ s
1 q

)
= 0.

By explicit versions of Proposition 2.2 (see also [8, Rem. 3.2] and [21, Thm. 3.1]) we get

ζA

(
s

1

)
ζA(1, q − 1) = ζA

(
s ∅ ∅
1 1 q − 1

)
+ ζA

(
s ∅
2 q − 1

)
.

Hence,
(54)

ζA

(
s ∅
1 q

)
−D1ζA

(
∅ s ∅
1 1 q − 1

)
−D1ζA

(
∅ s
1 q

)
= −D1ζA(1, q − 1)ζA

(
s

1

)
∈ Ztriv

q+1,s(K)

which determines the element (48). �

Lemma 7.7. Assuming Conjecture 6.16 for the weight q+1, the map Gs sends the elements
of Lemma 7.6 to a basis of the K-subvector space of Ker(ζA) ∩Ctriv

q+1,∅(K).

Proof. In fact, we recover exactly Todd’s relations in [30, Sec. 5.2]. By an explicit version
of (22) and applying the map Gs to (48), we get

(55) D1ζA(2, q − 1) +D1ζA(1, 1, q − 1) + ζA(1, q) = 0.

In other words, we have reached [30, (5.2)]. On the other hand, applying Gs to (49) and
subtracting (55) from the result, we obtain

ζA(q + 1) +D1ζA(1, q) +D1ζA(1, 1, q − 1) +D1ζ(1, q − 1, 1) + ζA(q, 1) + ζA(2, q − 1) = 0

which verifies the relation [30, (5.3)]. �

7.2.3. Relations in weight q + 2. We determine five K[τ ]-linearly independent elements in
Ker(ζA) ∩Ctriv

q+2,s(K) by using the methods of §7.2.1 and 7.2.2. We do not give full details
of the computations.
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Lemma 7.8. We have the following five non-zero elements in the K[τ ]-module Ker(ζA)∩
Ctriv
q+2,s(K):[

s ∅ ∅
1 1 q

]
+D1

[
s ∅ ∅
1 2 q − 1

]
−D1

[
s ∅ ∅
2 1 q − 1

]
+

[
s
1

]
�ζ D1

[
∅ ∅ ∅
1 1 q − 1

]
,(56)

−
[
s ∅ ∅
1 q 1

]
−
[
∅ s
q 2

]
+D1

[
∅ s ∅ ∅
1 1 1 q − 1

]
+D1

[
∅ s ∅ ∅
1 1 q − 1 1

]
+D1

[
∅ s ∅
1 q 1

]
−D1

[
∅ ∅ s
1 q − 1 2

]
+D1

[
∅ s ∅
1 1 q

]
+

[
s
1

]
�ζ
[
∅ ∅
q 1

]
,(57)

2D1

[
∅ s ∅
1 2 q − 1

]
−
[
∅ s
2 q

]
+D1

[
∅ ∅ s
1 q − 1 2

]
+

[
∅ s
q 2

]
+D1

[
∅ s
1 q + 1

]
−D1

[
∅ ∅ s
1 1 q

]
−
[
s ∅
q 2

]
+

[
s
q

]
�ζ
[
∅
2

]
,(58) (

τ

[
s
1

]
+D1

[
s ∅
1 q − 1

])
�ζ
[
∅
2

]
,(59) (

τ

[
s
1

]
+D1

[
s ∅
1 q − 1

])
�ζ
[
∅ ∅
1 1

]
.(60)

An immediate consequence of Lemma 7.8 and some explicit computations is the follow-
ing:

Lemma 7.9. Assuming Conjecture 6.16 for the weight q + 2 the map Gs sends the five
elements of Lemma 7.8 to a basis of the K-subvector space of Ker(ζA) ∩Ctriv

q+2,∅(K).

In fact, the above five elements are precisely sent to Todd’s relations in [30, Sec. 5.3]
and are therefore linearly independent.
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