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#### Abstract

This paper is devoted to the derivation and analysis of accurate and efficient Perfectly Matched Layers (PML) or efficient absorbing layers for solving fractional Laplacian equations within Initial Boundary Value Problems (IBVP). Two main approaches are derived: we first propose a Fourier-based pseudospectral method, and then present a real space method based on an efficient computation of the fractional Laplacian with PML. Some numerical experiments and analytical results are proposed along the paper to illustrate the presented methods.


Keywords fractional partial differential equations; perfectly matched layers; Fourier pseudospectral approximation; time splitting scheme; finite-difference

## 1 Introduction

During the last decades, there was a growing interest in the computational physics community to get access to efficient and simple fractional equation solvers due to recent development of differential models involving the fractional Laplacian, like e.g. in quantum physics, fluid dynamics, solid mechanics, epidemiology. We refer to [17, 18, 23, 27, 29, 35, 37, 44 for some applications. This paper deals with the derivation and analysis of accurate and efficient numerical methods for fractional Laplacian equations with Perfectly Matched Layers (PML) within Initial Boundary Value Problems (IBVP). The main focus on this paper is hence the discretization of fractional equations on bounded domains or truncated infinite domains, avoiding spurious wave reflections thanks to PML or accurate absorbing layers. Two approaches are proposed. First, we develop a pseudospectral scheme, extending some of the ideas presented in [2, 4, 5, 8, to fractional Laplacian equations with PML (see hereafter some technical details and references on PML). We next introduce a relatively simple real space scheme based on an efficient evaluation of the fractional Laplacian with PML. The main two difficulties addressed below for the approximation of the fractional Laplacian equations are i) the fact that fractional Laplacians are non-local operators which make their approximation potentially computationally expensive, ii) the fact that, on bounded domains, the combination with absorbing layers/absorbing boundary conditions require some special cares. We are simultaneously interested in the derivation of methods which are efficient (in this regard, absorbing boundary conditions may not be appropriate [9]) and accurate, justifying the use of PML (see e.g. [12, 13, 14, 15, 19, 20, 32, 33,

[^0]42,43 ) and pseudospectral methods (see [2, 3, 4, 5, 8, 10, 34, 38, 40, 41). On unbounded domains, the latter allows for writing fractional Laplacians as power functions in Fourier space. Moreover, following simple ideas developed in [8] for solving PDEs with non-constant coefficients by using FFTs, it is possible to combine pseudospectral methods with PML. Let us remark that finite-difference/volume/element methods can also be implemented. The latter may however require to compute the real power of a matrix approximating the Laplace operator, at least when Dirichlet boundary conditions are imposed. The real power of a matrix is often numerically computed thanks to the approximation of a Cauchy integral having a contour enclosing the matrix spectrum [6, 25, 30, 36]. Alternatively, an efficient differential method [7, [25] is proposed. Moreover the combination with PML is easily achieved thanks to rational approximants such as Padé's approximants 31.

We consider two-dimensional time-dependent Fractional Laplace Equations (FLE) [26] of the following form

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, \boldsymbol{x})+\sum_{\alpha \in \mathfrak{R}} v_{\alpha}(t, \boldsymbol{x})(-\triangle)^{\alpha} u(t, \boldsymbol{x})=0, \quad(t, \boldsymbol{x}) \in[0, T] \times \mathbb{R}^{2},  \tag{1}\\
u(t=0, \boldsymbol{x})=u_{0}(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{R}^{2}
\end{array}\right.
$$

In the above system, $\left\{v_{\alpha}\right\}_{\alpha \in \mathbb{R}}$ are supposed to be regular real- or purely complex-valued functions and $れ$ is a finite set of strictly positive real numbers. System (1) includes e.g. fractional diffusion and Schrödinger-like equations. The proposed methods can be easily be extended in 3-d. Among the many definitions of fractional derivatives and fractional Laplacians [35], we select the Fourier spectral definition (also referred to as the Riesz derivative) of the fractional Laplacian, which reads

$$
(-\triangle)^{\alpha} u=\mathcal{F}^{-1}\left(|\boldsymbol{\xi}|^{2 \alpha} \mathcal{F}(u)(\boldsymbol{\xi})\right)
$$

where $\xi_{x}$ (respectively $\xi_{y}$ ) is the Fourier dual variable in direction $x$ (respectively $y$ ), $\boldsymbol{\xi}=\left(\xi_{x}, \xi_{y}\right)$, $|\boldsymbol{\xi}|^{2}:=\left|\xi_{x}\right|^{2}+\left|\xi_{y}\right|^{2}, \mathcal{F}(u)$ denotes the two-dimensional Fourier transform of $u$ and $\mathcal{F}^{-1}$ is the associated inverse Fourier transform. For any $u \in \mathcal{S}\left(\mathbb{R}^{2}\right)$ (i.e. the Schwartz's space of rapidly decaying $C^{\infty}$-functions [39]) and $\alpha \in(0,1)$, we have $(-\triangle)^{\alpha} u \in L^{2}\left(\mathbb{R}^{2}\right)$. An equivalent definition [26] can be stated, for $\alpha \in(0,1)$ and any $u \in \mathcal{S}\left(\mathbb{R}^{2}\right)$, as

$$
(-\triangle)^{\alpha} u(\boldsymbol{x})=C(\alpha) \text { p.v. } \int_{\mathbb{R}^{2}} \frac{u(\boldsymbol{x})-u(\boldsymbol{y})}{|\boldsymbol{x}-\boldsymbol{y}|^{2+2 \alpha}} d \boldsymbol{y}=C(\alpha) \lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}^{2} \backslash B_{\varepsilon}(\boldsymbol{x})} \frac{u(\boldsymbol{x})-u(\boldsymbol{y})}{|\boldsymbol{x}-\boldsymbol{y}|^{2+2 \alpha}} d \boldsymbol{y}
$$

where $B_{\varepsilon}(\boldsymbol{x})$ is the ball of radius $\varepsilon$ and center $\boldsymbol{x}, C(\alpha)$ is the constant defined by

$$
\begin{equation*}
C(\alpha):=\left(\int_{\mathbb{R}^{2}} \frac{1-\cos \left(\xi_{x}\right)}{|\boldsymbol{\xi}|^{2+2 \alpha}} d \boldsymbol{\xi}\right)^{-1} \tag{2}
\end{equation*}
$$

and p.v. denotes the principal value. In fact, it is proven in [26] that the fractional Laplacian can also be rewritten, for $\alpha \in(0,1)$ and any $u \in \mathcal{S}$, as

$$
\begin{aligned}
(-\triangle)^{\alpha} u(\boldsymbol{x}) & =-\frac{1}{2} C(\alpha) \text { p.v. } \int_{\mathbb{R}^{2}} \frac{u(\boldsymbol{x}+\boldsymbol{y})-2 u(\boldsymbol{x})+u(\boldsymbol{x}-\boldsymbol{y})}{|\boldsymbol{y}|^{2+2 \alpha}} d \boldsymbol{y} \\
& =C(\alpha) \lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}^{2} \backslash B_{\varepsilon}(\boldsymbol{x})} \frac{u(\boldsymbol{x})-u(\boldsymbol{y})}{|\boldsymbol{x}-\boldsymbol{y}|^{2+2 \alpha}} d \boldsymbol{y} .
\end{aligned}
$$

Although nonlocal, it could be interesting to numerical investigate this equality. In the following, the equation under consideration is approximated on an open two-dimensional bounded rectangular physical domain denoted by $\mathcal{D}_{\text {Phy }}$. Hereafter, we present the standard PML-framework for solving PDE on a bounded domain [12, 13]. In order to absorb the waves at the boundary of the computational domain, we add a layer $\mathcal{D}_{\text {PML }}$ surrounding $\mathcal{D}_{\text {Phys }}$. The overall computational domain is denoted: $\mathcal{D}=\overline{\mathcal{D}_{\text {Phy }} \cup \mathcal{D}_{\text {PML }}}$. In two dimensions, one gets $\mathcal{D}=\left[-L_{x}, L_{x}\right] \times\left[-L_{y}, L_{y}\right]$ and $\mathcal{D}_{\text {Phys }}=\left[-L_{x}^{*}, L_{x}^{*}\right] \times\left[L_{y}^{*}, L_{y}^{*}\right]$, where $L_{x, y}>$ $L_{x, y}^{*}$. Standard Perfectly Matched Layers (PMLs) methods [9] require a stretching of the real spatial coordinates using the following change of variables

$$
\begin{equation*}
\widetilde{\nu}=\nu+e^{\mathrm{i} \theta} \int_{L_{\nu}^{*}}^{\nu} \widetilde{\sigma}_{\nu}(s) d s \tag{3}
\end{equation*}
$$

with $\nu=x, y$, and where the absorbing functions are defined by

$$
\widetilde{\sigma}_{\nu}(\nu)= \begin{cases}\sigma_{\nu}\left(|\nu|-L_{\nu}\right), & L_{\nu}^{*} \leqslant|\nu|<L_{\nu} \\ 0, & |\nu|<L_{\nu}^{*}\end{cases}
$$

The function $S_{\nu}$ is such that: $S_{\nu}(\nu):=1+e^{\mathrm{i} \theta_{\nu}} \widetilde{\sigma}(\nu)$ for some angle $\theta_{\nu} \in(0, \pi / 2)$. The function $S_{\nu}$ then allows for an absorption of the waves by the way of the PML. We then define the (possibly fractional) differential operator along the $\nu$-direction as

$$
\begin{equation*}
\partial_{\nu}^{\gamma} \mapsto \frac{1}{S_{\nu}^{\gamma}(\nu)} \partial_{\nu}^{\gamma}=\frac{1}{\left(1+e^{\mathrm{i} \theta} \widetilde{\sigma}(\nu)\right)^{\gamma}} \partial_{\nu}^{\gamma} \tag{4}
\end{equation*}
$$

where $\gamma$ is a given derivation order. In the following, we use the following standard polynomial absorption profiles

$$
\begin{equation*}
\text { Type I: } \sigma_{0}\left(\nu+\delta_{\nu}\right) \text {, Type II: } \sigma_{0}\left(\nu+\delta_{\nu}\right)^{2} \tag{5}
\end{equation*}
$$

Alternative techniques can be found such as the ones developed in [16, 21,22. The goal of the paper is to focus on how to implement PML and absorbing layers into the numerical schemes for FLE but not to have a full numerical study of the optimization of the tuning parameters. In particular, we propose efficient and accurate methods for solving fractional Laplace-based equations on bounded domains. In particular, in all the examples the parameters are fixed in order to show how the methods perform, but the optimization study is not addressed. Let us now define the Laplacian operator with PML through its total symbol [4] in the Fourier space

$$
\begin{align*}
\sigma\left(-\triangle_{\mathrm{PML}}\right) & =-\sigma\left(\frac{1}{S_{x}} \partial_{x}\left(\frac{1}{S_{x}} \partial_{x}\right)+\frac{1}{S_{y}} \partial_{y}\left(\frac{1}{S_{y}} \partial_{y}\right)\right) \\
& =-\sigma\left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}+\frac{1}{S_{x}} \partial_{x}\left(\frac{1}{S_{x}}\right) \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}+\frac{1}{S_{y}} \partial_{y}\left(\frac{1}{S_{y}}\right) \partial_{y}\right)  \tag{6}\\
& =\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\mathrm{i} \frac{1}{S_{x}} \partial_{x}\left(\frac{1}{S_{x}}\right) \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}+\mathrm{i} \frac{1}{S_{y}} \partial_{y}\left(\frac{1}{S_{y}}\right) \xi_{y} .
\end{align*}
$$

By analogy, we also introduce the 2-d PML (also called Fractional PML in [8) Laplacian operator $(-\triangle)_{\text {PML }}^{\alpha}$ with variable coefficients based on the pseudodifferential operator definition 39

$$
(-\triangle)_{\mathrm{PML}}^{\alpha} u:=\mathcal{F}^{-1}\left(a^{\alpha}(\boldsymbol{x}, \boldsymbol{\xi}) \mathcal{F}(u)(\boldsymbol{\xi})\right):=\mathrm{Op}\left(a^{\alpha}\right) u
$$

with the symbol

$$
a^{\alpha}(\boldsymbol{x}, \boldsymbol{\xi})=\left(-\sigma\left(\triangle_{\mathrm{PML}}\right)\right)^{\alpha}
$$

and where $P=\operatorname{Op}(\sigma)$ designates the pseudodifferential operator with symbol $\sigma:=\sigma(P)$. However, from a practical point of view, in particular when $\alpha$ is not an integer, it is no longer possible to efficiently split the real space and Fourier variables in order to reconstruct a "simple" absorbing operator. In the latter case, a direct implementation would indeed require several non-trivial approximations including convolution products.

In this paper, we will propose two strategies to solve IBVP for fractional Laplacian equations using PML-techniques, which allow for i) efficient and accurate computations (spectral convergence when using FFTs), ii) while avoiding artificial wave reflections at the domain boundary and possible side-effects due to periodic boundary conditions.

This paper is organized as follows. A Fourier-based method for solving fractional Laplacian equations on bounded domains using PMLs is derived in Section 2 While the equation is computed using FFTs, PMLs are evaluated thanks to Padé's approximants in Subsection 2.2. Section 3 is devoted to the derivation and analysis of a finite-difference approach for solving fractional Laplacian and Schrödingertype equations. The Laplace operator is here approximated by a standard finite-difference scheme, and fractional Laplace operators are computed explicitly through the real power of discrete Laplace operator/matrix based on the solution to a differential system (Subsection 3.1). This leads to some well-adapted schemes for solving FLE in Subsection 3.2 . The computational complexity of the algorithm is analyzed in Subsection 3.3 while the implementation of the PML is detailed in Subsection 3.4. We conclude the paper in Section 4. In addition, we provide some details about our Padé's approximants approach for the PML in Appendix A. An alternative approach based on the approximation of a Cauchy integral is also discussed in Appendix B.

## 2 Pseudospectral method for fractional Laplace equations with PMLs

In this section, we derive a study of a very efficient Fourier-based method for solving IBVP with fractional Laplacian. The counterpart of Fourier methods, as we are interested in IBVP (thus bounded domains), is i) periodic effects and ii) artificial wave reflections at the domain boundary. In order to deal with both issues, we propose to introduce PML-techniques which moreover do not complexify much the overall computation of the IBVP. Regarding boundary issues, we refer e.g. to [16, 21, 24].

### 2.1 Fractional Laplacian equations with time-dependent coefficients

Let us first assume that the coefficients are only time-dependent, which allows us to perform a simple transformation on the equation and to introduce classical PMLs for the Laplacian. We consider

$$
\left\{\begin{array}{l}
\text { i } \partial_{t} u+c(t)(-\triangle)^{\alpha} u=0,(t, \boldsymbol{x}) \in[0, T] \times \mathbb{R}^{2}  \tag{7}\\
u(0, \boldsymbol{x})=u_{0}(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{R}^{2}
\end{array}\right.
$$

with $\alpha \in(0,1),(t, \boldsymbol{x})$ in $[0, T] \times \mathbb{R}^{2}$ and $c: t \mapsto c(t)$ being a smooth real time-dependent function. We formally compose the equation with $(-\triangle)^{1-\alpha}$, leading to

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t}(-\triangle)^{1-\alpha} u-c(t) \triangle u=0,(t, \boldsymbol{x}) \in[0, T] \times \mathbb{R}^{2}  \tag{8}\\
u(0, \boldsymbol{x})=u_{0}(\boldsymbol{x}), \boldsymbol{x} \in \mathbb{R}^{2}
\end{array}\right.
$$

A PML-Laplacian formulation is introduced in $[0, T] \times\left[-L_{x}, L_{x}\right] \times\left[-L_{y}, L_{y}\right]$ with periodic boundary conditions, that is

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t}(-\triangle)^{1-\alpha} u-c(t) \triangle_{\mathrm{PML}} u=0,(t, \boldsymbol{x}) \in[0, T] \times \mathcal{D}  \tag{9}\\
u(0, \boldsymbol{x})=u_{0}(\boldsymbol{x}), \boldsymbol{x} \in \mathcal{D} \\
u\left(t, L_{x}, y\right)=u\left(t,-L_{x}, y\right), t \in[0, T] \\
u\left(t, x, L_{y}\right)=u\left(t, x,-L_{y}\right), t \in[0, T]
\end{array}\right.
$$

Let us denote the set of grid-points [8] by

$$
\begin{aligned}
& \mathcal{D}_{N_{x}, N_{y}}=\left\{\left(x_{k_{1}}, y_{k_{2}}\right)\right\}_{\left(k_{1}, k_{2}\right) \in \mathcal{O}_{N_{x}, N_{y}}} \\
& \mathcal{O}_{N_{x}, N_{y}}=\left\{\left(k_{1}, k_{2}\right) \in \mathbb{N}^{2} / k_{1}=0, \cdots, N_{x}-1, k_{2}=0, \cdots, N_{y}-1\right\}
\end{aligned}
$$

and the uniform mesh size by $h_{x}:=x_{k_{1}+1}-x_{k_{1}}=2 L_{x} / N_{x}$ and $h_{y}:=y_{k_{2}+1}-y_{k_{2}}=2 L_{y} / N_{y}$ (for the entire domain $\mathcal{D}$ ). The corresponding discrete wave numbers are defined by $\xi_{\nu ; p}=p \pi / L_{\nu}$, for $p \in$ $\left\{-N_{\nu} / 2, \cdots, N_{\nu} / 2-1\right\}$ with $\nu=x, y$. Regarding the pseudospectral approximations [8, 11, 28], we use the following notation

$$
\begin{equation*}
\widehat{u}_{p, k_{2}}^{(x)}(t)=\sum_{k_{1}=0}^{N_{x}-1} u_{k_{1}, k_{2}}(t) e^{-\mathrm{i} \xi_{x ; p}\left(x_{k_{1}}+L_{x}\right)}, \quad \widetilde{u}_{k_{1}, k_{2}}^{(x)}(t)=\frac{1}{N_{x}} \sum_{p=-N_{x} / 2}^{N_{x} / 2-1} \widehat{u}_{p, k_{2}}^{(x)}(t) e^{\mathrm{i} \xi_{x ; p}\left(x_{k_{1}}+L_{x}\right)} \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
& \widehat{u}_{p, q}^{(x, y)}(t)=\sum_{k_{1}=0}^{N_{x}-1} \sum_{k_{2}=0}^{N_{y}-1} u_{k_{1}, k_{2}}(t) e^{-\mathrm{i}\left(\xi_{x ; p}\left(x_{k_{1}}+L_{x}\right)+\xi_{y ; q}\left(y_{k_{2}}+L_{y}\right)\right)}, \\
& \widetilde{u}_{k_{1}, k_{2}}^{(x, y)}(t)=\frac{1}{N_{x} N_{y}} \sum_{p=-N_{x} / 2}^{N_{x} / 2-1} \sum_{q=-N_{y} / 2}^{N_{y} / 2-1} \widehat{u}_{p, q}^{(x, y)}(t) e^{\mathrm{i}\left(\xi_{x ; p}\left(x_{k_{1}}+L_{x}\right)+\xi_{y ; q}\left(y_{k_{2}}+L_{y}\right)\right)} . \tag{11}
\end{align*}
$$

More precisely [11], $\widehat{u}_{p, q}^{(x, y)}(t)$ is an approximate discrete Fourier transform and $\widetilde{u}_{k_{1}, k_{2}}^{(x, y)}(t)$ is an approximation to $u\left(t, x_{k_{1}}, y_{k_{2}}\right)$ obtained through a discrete inverse Fourier transform with for some $c>0$

$$
\max _{\left(k_{1}, k_{2}\right) \in \mathcal{O}_{N_{x}, N_{y}}}\left|\widetilde{u}_{k_{1}, k_{2}}(t)-\mathcal{F}^{-1}(u)\left(t, x_{k_{1}}, y_{k_{2}}\right)\right| \leqslant c\left(N_{x} N_{y}\right)^{1-s}\|u\|_{H^{s}}
$$

for $s>1$ and $u(t, \cdot) \in L^{1} \cap H^{s}$ periodic on the torus $\mathbb{T}^{2}$, where $L^{1}$ (resp. $H^{s}$ ) is the standard Lebesgue (resp. Sobolev) space. Typically, the high modes which are neglected in the above approximation leads to the following aliasing error estimates: for $u(t, \cdot) \in H^{r}$, there exists $c>0$ such that

$$
\|\widetilde{\widetilde{u}}(t, \cdot)-u(t, \cdot)\|_{H^{s}} \leqslant c\left(N_{x} N_{y}\right)^{s-r}\|u(t, \cdot)\|_{H^{r}}
$$

for some $r>s>1$ (in 2-d) and $u(t, \cdot) \in L^{1} \cap H^{r}$-periodic. We next introduce the following discrete $x$-directional fractional operator $\left[\left[\left(-\triangle_{x}\right)^{\alpha}\right]\right] u_{k_{1}, k_{2}}\left(t_{n}\right)$ approximating $\left(-\triangle_{x}\right)^{\alpha} u\left(t_{n}, x_{k_{1}}, y_{k_{2}}\right)$ such that

$$
\begin{equation*}
\left[\left[\left(-\triangle_{x}\right)^{\alpha}\right]\right] u_{k_{1}, k_{2}}\left(t_{n}\right):=\frac{1}{N_{x}} \sum_{p=-N_{x} / 2}^{N_{x} / 2-1}\left|\xi_{x ; p}\right|^{2 \alpha} e^{\mathrm{i} \alpha \pi} \widehat{\widetilde{u}}_{p, k_{2}}^{(x)}\left(t_{n}\right) e^{\mathrm{i} \xi_{x ; p}\left(x_{k_{1}}+L_{x}\right)} \tag{12}
\end{equation*}
$$

and the approximation $\partial_{x}^{\alpha} u\left(t_{n}, x_{k_{1}}, y_{k_{2}}\right)$ to $\left[\left[\partial_{x}^{\alpha}\right]\right] u_{k_{1}, k_{2}}\left(t_{n}\right)$ given by

$$
\begin{equation*}
\left[\left[\partial_{x}^{\alpha}\right]\right] u_{k_{1}, k_{2}}\left(t_{n}\right):=\frac{1}{N_{x}} \sum_{p=-N_{x} / 2}^{N_{x} / 2-1}\left(\mathrm{i} \xi_{x ; p}\right)^{\alpha} e^{\mathrm{i} \alpha \pi} \widehat{\widetilde{u}}_{p, k_{2}}^{(x)}\left(t_{n}\right) e^{\mathrm{i} \xi_{x ; p}\left(x_{k_{1}}+L_{x}\right)} . \tag{13}
\end{equation*}
$$

Similar operators can be defined along the $y$-direction. Then, an approximation of the fractional Laplacian $\triangle^{\alpha} u\left(t_{n}, x_{k_{1}}, y_{k_{2}}\right)$ on the grid is

$$
\begin{align*}
{\left[\left[(-\triangle)^{\alpha}\right]\right] u_{k_{1}, k_{2}}\left(t_{n}\right):=} & \frac{1}{N_{x} N_{y}} \sum_{p=-N_{x} / 2}^{N_{x} / 2-1} \sum_{q=-N_{y} / 2}^{N_{y} / 2-1}\left(\left|\xi_{x ; p}\right|^{2}+\left|\xi_{y ; q}\right|^{2}\right)^{\alpha}  \tag{14}\\
& \left.\times e^{\mathrm{i} \alpha \pi} \begin{array}{rl}
\widehat{\widetilde{u}}(x, y) \\
p, q
\end{array} t_{n}\right) e^{\mathrm{i}\left(\xi_{x ; p}\left(x_{k_{1}}+L_{x}\right)+\xi_{y ; q}\left(y_{k_{2}}+L_{y}\right)\right)} .
\end{align*}
$$

We denote by $\boldsymbol{u}_{h}^{n}=\left\{u_{k_{1}, k_{2}}^{n}\right\}_{\left(k_{1}, k_{2}\right) \in \mathcal{O}_{N_{x}, N_{y}}}$ the approximation of $u$ on $\mathcal{D}_{N_{x}, N_{y}}$ at time $t_{n}$ and by $\boldsymbol{S}_{\nu ; h}$ (resp. $\boldsymbol{S}_{h, \nu}^{\prime}$ ) the projection of $S_{\nu}$ (resp. $S_{h, \nu}^{\prime}$ ) on the grid set $\mathcal{D}_{N_{x}, N_{y}}$. Starting from $\boldsymbol{u}_{h}^{0}$, a natural implicit scheme in time $t_{n}<t_{n+1}=t_{n}+\Delta t$ (with $\left.\Delta t>0\right)$ then reads

$$
\begin{equation*}
\left[\left[(-\triangle)^{1-\alpha}\right]\right] \boldsymbol{u}_{h}^{n+1}+\mathrm{i} c\left(t_{n+1}\right) \Delta t\left[\left[\triangle_{\mathrm{PML}}\right]\right] \boldsymbol{u}_{h}^{n+1}=\left[\left[(-\triangle)^{1-\alpha}\right]\right] \boldsymbol{u}_{h}^{n} \tag{15}
\end{equation*}
$$

where $\triangle_{\text {PML }}$ is approximated by

$$
\begin{equation*}
\left[\left[\triangle_{\mathrm{PML}}\right]\right]:=\frac{\mathbf{I}_{h}}{\boldsymbol{S}_{x, h}^{2}}\left[\left[\triangle_{x}\right]\right]-\frac{\boldsymbol{S}_{x, h}^{\prime}}{\boldsymbol{S}_{x, h}^{3}}\left[\left[\partial_{x}\right]\right]+\frac{\mathbf{I}_{h}}{\boldsymbol{S}_{y, h}^{2}}\left[\left[\triangle_{y}\right]\right]-\frac{\boldsymbol{S}_{y, h}^{\prime}}{\boldsymbol{S}_{y, h}^{3}}\left[\left[\partial_{y}\right]\right] . \tag{16}
\end{equation*}
$$

At each time iteration, we then solve 15 - 16 by using a standard iterative linear system solver:

$$
A^{n+1} \boldsymbol{u}_{h}^{n+1}=B \boldsymbol{u}_{h}^{n}
$$

This methodology was also used in [2, 5] for the Dirac and the Schrödinger equation.
To illustrate the approach, we consider the following system (with $\alpha=9 / 10$ )

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, \boldsymbol{x})+(-\triangle)^{9 / 10} u(t, \boldsymbol{x})=0, \quad(t, \boldsymbol{x}) \in[0, T] \times \mathbb{R}^{2},  \tag{17}\\
u(t=0, \boldsymbol{x})=u_{0}(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{R}^{2},
\end{array}\right.
$$

with the initial data

$$
\begin{equation*}
u_{0}(x, y)=10 e^{-10\left((x+40 / 13)^{2}+(y-1)^{2}\right)-5 \mathrm{i} x+2 \mathrm{i} y} . \tag{18}
\end{equation*}
$$

We rewrite the equation in the form (8), which is approximated by (15) and (16), i.e.

$$
\begin{equation*}
\left[\left[(-\triangle)^{9 / 10}\right]\right] \boldsymbol{u}_{h}^{n+1}+\mathrm{i} \Delta t\left[\left[\triangle_{\mathrm{PML}}\right]\right] \boldsymbol{u}_{h}^{n+1}=\left[\left[(-\triangle)^{9 / 10}\right]\right] \boldsymbol{u}_{h}^{n} \tag{19}
\end{equation*}
$$

The computational domain is $\mathcal{D}=[-4,4]^{2}$ and the final time is $T=40$. In this example, we take $S_{\nu}(\nu)=1+10^{-2} e^{\mathrm{i} \theta} \widetilde{\sigma}(\nu)$, where $\sigma(\nu)=\sigma_{0}(\nu+\delta)^{3}\left[4\right.$ and $\sigma_{0}=5, \theta=\pi / 4$ and $\delta_{\nu}=0.025 L_{\nu}$. We implement a semi-implicit discretization scheme to solve the corresponding IBVP (9), i.e. we first solve the equation in the $x$ - and then the $y$-direction using an ADI-type algorithm. The real space grid contains $N_{x} \times N_{y}=75^{2}$ points and we fix the time step to $\Delta t=10^{-1}$. We report in Fig. 1 the amplitude of the initial data, the solution with periodic boundary conditions (without PML), the reference numerical


Fig. 1 (Top-left) amplitude of the initial data, (Top-right) periodic solution, (Bottom-left) reference solution and (Bottomright) of the PML solution.
solution (computed on a larger domain) and the PML-based solution. We observe that the wave is mainly absorbed at $y=-4$.

We can directly generalize this approach to equations of the form

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, \boldsymbol{x})+\sum_{\alpha \in \mathfrak{Z}} v_{\alpha}(t)(-\triangle)^{\alpha} u(t, \boldsymbol{x})=0, \quad(t, \boldsymbol{x}) \in[0, T] \times \mathbb{R}^{2},  \tag{20}\\
u(0, \boldsymbol{x})=u_{0}(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{R}^{2}
\end{array}\right.
$$

Indeed, for $m \in \mathbb{N}^{*}$ fixed, we consider the following problem on $\mathcal{D}$ with periodic boundary conditions at $\partial \mathcal{D}$. We propose to use a simple operator-splitting by successively solving $m$ single fractional equations similar to $(7)$, for any $\alpha_{i}$ in $\mathfrak{\AA}=\left\{\alpha_{1}, \cdots, \alpha_{m}\right\}$. More precisely, we have the following proposition.

Proposition 1 Let us assume that 20 is well-posed. Then, it is equivalent to solve successively the following set of equations

$$
\left\{\begin{array}{cc}
\mathrm{i} \partial_{t}(-\triangle)^{1-\alpha_{1}} u^{(1)}(t, \boldsymbol{x})-v_{\alpha_{1}}(t) \triangle u^{(1)}(t, \boldsymbol{x})=0, & u^{(1)}(0, \cdot)=u_{0},  \tag{21}\\
\ldots & t \in[0, T], \\
\mathrm{i} \partial_{t}(-\triangle)^{1-\alpha_{k}} u^{(k)}(t, \boldsymbol{x})-v_{\alpha_{k}}(t) \triangle u^{(k)}(t, \boldsymbol{x})=0, u^{(k)}(0, \cdot)=u^{(k-1)}(T, \cdot), & t \in[0, T], \\
\ldots \\
\mathrm{i} \partial_{t}(-\triangle)^{\alpha_{m}} u^{(m)}(t, \boldsymbol{x})-v_{\alpha_{m}}(t) \triangle u^{(m)}(t, \boldsymbol{x})=0, u^{(m)}(0, \cdot)=u^{(m-1)}(T, \cdot), t \in[0, T]
\end{array}\right.
$$

Proof. Since we have $\left[\triangle^{\alpha}, \triangle^{\alpha^{\prime}}\right]=0$ for any $\alpha, \alpha^{\prime} \in \mathfrak{\Re}^{2}$, the operator splitting is error-free. Therefore, we exactly have

$$
e^{\mathrm{i} t\left((-\Delta)^{\alpha}+(-\Delta)^{\alpha^{\prime}}\right)}=e^{\mathrm{i} t(-\Delta)^{\alpha}} e^{\mathrm{i} t(-\Delta)^{\alpha^{\prime}}}
$$

implying that 20 is equivalent to

$$
\left\{\begin{array}{ccc}
\mathrm{i} \partial_{t} u^{(1)}(t, \boldsymbol{x})+v_{\alpha_{1}}(t)(-\triangle)^{\alpha_{1}} u(t, \boldsymbol{x})=0, & u^{(1)}(0, \cdot)=u_{0}, & t \in[0, T], \\
\cdots & \\
\mathrm{i} \partial_{t} u^{(k)}(t, \boldsymbol{x})+v_{\alpha_{k}}(t)(-\triangle)^{\alpha_{k}} u^{(k)}(t, \boldsymbol{x})=0, & u^{(k)}(0, \cdot)=u^{(k-1)}(T, \cdot), & t \in[0, T], \\
\ldots & \partial_{t} u^{(m)}(t, \boldsymbol{x})+v_{\alpha_{m}}(t)(-\triangle)^{\alpha_{m}} u^{(m)}(t, \boldsymbol{x})=0, u^{(m)}(0, \cdot)=u^{(m-1)}(T, \cdot), t \in[0, T]
\end{array}\right.
$$

This concludes the proof.
From (21) and for $t_{n}$ to $t_{n+1}$, let us introduce the discrete times $t_{n_{k}}=t_{n}+\Delta t$ for any $k \in\{1, \cdots, m-1\}$ and define $u^{n_{k}}=u\left(t_{n_{k}}, \cdot\right)$. We then propose the following modified system of fractional equations on $(0, T) \times \mathcal{D}$ containing the PML contribution

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t}(-\triangle)^{1-\alpha_{1}} u(t, \boldsymbol{x})-v_{\alpha_{1}}(t) \triangle_{\mathrm{PML}} u(t, \boldsymbol{x})=0, \quad u\left(t_{n}, \cdot\right)=u^{n}, \quad t \in\left[t_{n}, t_{n_{1}}\right] \\
\cdots \\
\mathrm{i} \partial_{t}(-\triangle)^{1-\alpha_{k}} u(t, \boldsymbol{x})-v_{\alpha_{k}}(t) \triangle_{\mathrm{PML}} u(t, \boldsymbol{x})=0, u\left(t_{n}, \cdot\right)=u^{n_{k-1}}, t \in\left[t_{n}, t_{n_{k}}\right] \\
\cdots \\
\mathrm{i} \partial_{t}(-\triangle)^{\alpha_{m}} u(t, \boldsymbol{x})-v_{\alpha_{m}}(t) \triangle_{\mathrm{PML}} u(t, \boldsymbol{x})=0, \quad u\left(t_{n}, \cdot\right)=u^{n_{m-1}}, t \in\left[t_{n}, t_{n+1}\right]
\end{array}\right.
$$

By using the same notations as [8] and for $t_{n}<t_{n+1}=t_{n}+\Delta t$, a straightforward implicit scheme in time consists is successively solving the following system of linear equations

$$
\left\{\begin{array}{l}
{\left[\left[(-\Delta)^{1-\alpha_{1}}\right]\right] \boldsymbol{u}_{h}^{n_{1}}-\mathrm{i} c\left(t_{n_{1}}\right) \Delta t\left[\left[\Delta_{\mathrm{PML}}\right]\right] \boldsymbol{u}_{h}^{n_{1}}=\left[\left[(-\Delta)^{1-\alpha_{1}}\right]\right] \boldsymbol{u}_{h}^{n},} \\
\cdots \\
\left.\left[(-\Delta)^{1-\alpha_{k}}\right]\right] \boldsymbol{u}_{h}^{n_{k}}-\mathrm{i} c\left(t_{n_{k}}\right) \Delta t\left[\left[\Delta_{\mathrm{PML}}\right]\right] \boldsymbol{u}_{h}^{n_{k}}=\left[\left[(-\triangle)^{1-\alpha_{k}}\right]\right] \boldsymbol{u}_{h}^{n_{k-1}}, \\
{\left[\left[(-\Delta)^{1-\alpha_{m}}\right]\right] \boldsymbol{u}_{h}^{n+1}-\mathrm{i} c\left(t_{n+1}\right) \Delta t\left[\left[\Delta_{\mathrm{PML}}\right]\right] \boldsymbol{u}_{h}^{n+1}=\left[\left[(-\triangle)^{1-\alpha_{m}}\right]\right] \boldsymbol{u}_{h}^{n_{m-1}},}
\end{array}\right.
$$

where $\boldsymbol{u}_{h}^{n_{k}}$ is an approximation to $u$ on $\mathcal{D}_{N_{x}, N_{y}}$ at time $t_{n_{k}}$, and where [[ $\left.\Delta\right]$ ] is the pseudospectral approximation (14) of $\Delta$ with $\alpha=1$. Higher order splitting schemes can easily be derived to increase the accuracy of the solver and to reduce the numerical dispersion.

We can extend the above approach to problems with space-dependent coefficients. However, some additional work is necessary. We consider

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{\Re}} v_{\alpha}(t, x, y)(-\triangle)^{\alpha} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathbb{R}^{2}  \tag{22}\\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathbb{R}^{2}
\end{array}\right.
$$

where $\left\{v_{\alpha}\right\}_{\alpha \in \mathfrak{Z}}$ correspond to smooth real- or purely complex-valued functions, and $\mathfrak{X}$ is a given finite set of strictly positive numbers. Naturally, we can no more directly apply the above transformation. Instead, we proceed as follows. For any exponent $\alpha \in \mathfrak{Z}$, we set $\psi_{\alpha}=(-\triangle)^{\alpha-1} u$, and then now consider

$$
\left\{\begin{aligned}
\text { i } \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{i}} v_{\alpha}(t, x, y)(-\triangle) \psi_{\alpha}(t, x, y) & =0, \quad(t, x, y) \in[0, T] \times \mathbb{R}^{2} \\
u(t, x, y) & =(-\triangle)^{1-\alpha} \psi_{\alpha}(t, x, y) \\
u(t=0, x, y) & =u_{0}(x, y)
\end{aligned}\right.
$$

For the equation on a bounded domain $\mathcal{D}$ with periodic boundary conditions and using PML, we analyze

$$
\left\{\begin{aligned}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{K}} v_{\alpha}(t, x, y)\left(-\triangle_{\mathrm{PML}}\right) \psi_{\alpha}(t, x, y) & =0, \quad(t, x, y) \in[0, T] \times \mathcal{D} \\
u(t, x, y) & =(-\triangle)^{1-\alpha} \psi_{\alpha}(t, x, y) \\
u(t=0, x, y) & =u_{0}(x, y)
\end{aligned}\right.
$$

Starting from $k=0$ with $u^{(0)}$ given, we iteratively construct a sequence $\left\{u^{(k)}\right\}_{k}$ such that for $k \geqslant 1$

$$
\left\{\begin{align*}
\mathrm{i} \partial_{t} u^{(k)}(t, x, y)+\sum_{\alpha \in \mathfrak{i}} v_{\alpha}(t, x, y)\left(-\triangle_{\mathrm{PML}}\right) \psi_{\alpha}^{(k)}(t, x, y) & =0, \quad(t, x, y) \in[0, T] \times \mathcal{D}  \tag{23}\\
\psi_{\alpha}^{(k)}(t, x, y) & =(-\triangle)^{\alpha-1} u^{(k-1)}(t, x, y) \\
u(t=0, x, y) & =u_{0}(x, y)
\end{align*}\right.
$$

Using the same notations as in Subsection 2.1, from $t_{n}$ to $t_{n+1}$, the corresponding scheme then reads until convergence $(k \rightarrow+\infty)$

$$
\begin{align*}
\boldsymbol{u}_{h}^{(k), n+1}-\mathrm{i} \Delta t \sum_{\alpha \in \mathfrak{i}} \boldsymbol{v}_{\alpha, h}^{n+1}\left[\left[\triangle_{\mathrm{PML}}\right]\right] \boldsymbol{\psi}_{\alpha, h}^{(k), n+1} & =\boldsymbol{u}_{h}^{(k), n} \\
\boldsymbol{\psi}_{\alpha, h}^{(k), n+1} & =\left[\left[(-\triangle)^{\alpha-1}\right]\right] \boldsymbol{u}_{h}^{(k-1), n+1}, \tag{24}
\end{align*}
$$

where $\boldsymbol{u}_{h}^{(k), n}$ (resp. $\boldsymbol{\psi}_{\alpha, h}^{(k), n}$ ) is an approximation to $u$ (resp. $\psi_{\alpha}$ ) on $\mathcal{D}_{N_{x}, N_{y}}$ at time $t_{n}$ and iteration $k$, and where $\left[\left[\triangle_{\mathrm{PML}}\right]\right]$ is defined by 16$)$.

Although the idea developed in the above remark may work, we rather explore a methodology which does not require the use of an iterative process. To this end, an alternative approach based on Padé's approximants is proposed for equations with space-dependent coefficients.
2.2 Padé's approximants for fractional equations with space-dependent coefficients

The iterative approach developed above may have slow convergence (and possibly divergence). We propose a direct methodology based on approximants of the fractional PML-Laplacian symbol for rational values of the exponents $\alpha$. Different types of approximants exist, among which Padé's are the most common ones 31. We first introduce

$$
\begin{align*}
& \mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{R}} v_{\alpha}(x, y)(-\triangle)^{\alpha} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathbb{R}^{2}  \tag{25}\\
& u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathbb{R}^{2}
\end{align*}
$$

where $\left\{v_{\alpha}\right\}_{\alpha \in \mathfrak{i}}$ are smooth real- or purely complex-valued functions. Hence, we do not consider fractional Schrödinger equations with $t$-dependent coefficients. However, as long as the corresponding equation is well-posed, there is nothing that prevents the use of the method developed below in this case. For $\alpha \in \Re$ (which is supposed to be a finite set of strictly positive numbers), we search for an approximation to the fractional operator symbol

$$
\begin{equation*}
\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{\alpha}\right)=\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\mathrm{i} \frac{1}{S_{x}} \partial_{x}\left(\frac{1}{S_{x}}\right) \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}+\mathrm{i} \frac{1}{S_{y}} \partial_{y}\left(\frac{1}{S_{y}}\right) \xi_{y}\right)^{\alpha} . \tag{26}
\end{equation*}
$$

The chosen approximant to $\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{\alpha}\right)$ at order $M$ (in the sense 29$)$, is denoted by $p_{M}^{(\alpha)}\left(x, y, \xi_{x}, \xi_{y}\right)$ and is assumed to be a power series/sum in $\xi_{x}$ and $\xi_{y}$, such that $\left(-\triangle_{\mathrm{PML}}\right)^{\alpha}$ is approximated by $P_{M}^{(\alpha)}$ given by

$$
\operatorname{Op}\left(p_{M}^{(\alpha)}(x, y, \cdot, \cdot)\right)=P_{M}^{(\alpha)}\left(x, y, \partial_{x}, \partial_{y}\right)
$$

where

$$
p_{M}^{(\alpha)}\left(x, y, \xi_{x}, \xi_{y}\right)=\left(\left|\xi_{x}\right|^{2}+\left|\xi_{y}\right|^{2}\right)^{\alpha}, \text { for }(x, y) \in \mathcal{D}_{\text {Phy }}
$$

We next consider the equation on a bounded domain $\mathcal{D}=\left[-L_{x}, L_{x}\right] \times\left[-L_{y}, L_{y}\right]$ with periodic boundary conditions:

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{i}} v_{\alpha}(x, y)\left(-\triangle_{\mathrm{PML}}\right)^{\alpha} u(t, x, y)=0,(t, x, y) \in[0, T] \times \mathcal{D}  \tag{27}\\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathcal{D} \\
u\left(t, \pm L_{x}, y\right)=u\left(t, \mp L_{x}, y\right), u\left(t, x, \pm L_{y}\right)=u\left(t, x, \mp L_{y}\right)
\end{array}\right.
$$

More specifically, for fixed $M \in \mathbb{N}^{*}$, we use the approximate problem

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{R}} v_{\alpha}(x, y) P_{M}^{(\alpha)} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathcal{D}  \tag{28}\\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathcal{D} \\
u\left(t, L_{x}, y\right)=u\left(t,-L_{x}, y\right), u\left(t, x, L_{y}\right)=u\left(t, x,-L_{y}\right)
\end{array}\right.
$$

Since $\mathcal{D}_{\text {Phy }} \subsetneq \mathcal{D}$, we then get

$$
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{Z}} v_{\alpha}(x, y)(-\triangle)^{\alpha} u(t, x, y)=0, \quad \text { for }(t, x, y) \in[0 ; T] \times \mathcal{D}_{\text {Phy }} .
$$

From a practical point of view, constructing the approximants is not an easy task. We detail the methodology for $\alpha=1 / 2$, and for $\alpha \in \mathbb{N} / 2^{\mathbb{N}}$ in A.

We consider the case of the square-root Laplacian (i.e. for $\alpha=1 / 2$ ). It is shown in [1] that the $\theta$-rotated Padé approximation at order $M \in \mathbb{N}$ of $\sqrt{z}$ is given by

$$
\begin{equation*}
\sqrt{z} \approx p_{M}^{(1 / 2)}(z)=\sum_{k=0}^{M} a_{k}^{(M)}-\sum_{k=1}^{M} \frac{a_{k}^{(M)} d_{k}^{(M)}}{z+d_{k}^{(M)}}, \tag{29}
\end{equation*}
$$

where the coefficients are, for $\theta \in[0, \pi / 2)$,

$$
\begin{equation*}
a_{0}^{(M)}=0, \quad a_{k}^{(M)}=\frac{e^{\mathrm{i} \theta}}{M \cos ^{2}\left(\frac{(2 k+1) \pi}{4 M}\right)}, \quad d_{k}^{(M)}=\tan ^{2}\left(\frac{(2 k+1) \pi}{4 M}\right) e^{\mathrm{i} \theta} \tag{30}
\end{equation*}
$$

Then formally, in (27) we define

$$
\begin{equation*}
\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2}:=\sum_{k=0}^{M} a_{k}^{(M)}+\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}-\frac{S_{y}^{\prime}}{S_{y}^{3}} \partial_{y}-d_{k}^{(M)}\right)^{-1} \tag{31}
\end{equation*}
$$

Remark 1 The discretization of the RHS in (31) requires the solution to a low dimensional linear system (since it is only applied in the PML). More specifically, an equation of the form $\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2} u=f$ would be approximated by

$$
\begin{cases}\sum_{k=0}^{M} a_{k}^{(M)} u+\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)} \varphi_{k} & =f \\ \left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}-\frac{S_{y}^{\prime}}{S_{y}^{3}} \partial_{y}-d_{k}^{(M)}\right) \varphi_{k} & =u\end{cases}
$$

Let us consider the equation with periodic conditions at $\left\{\left( \pm L_{x}, y\right): y \in\left[-L_{y}, L_{y}\right]\right\}$ and $\left\{\left(x, \pm L_{y}\right): x \in\right.$ $\left.\left[-L_{x}, L_{x}\right]\right\}$

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+v(x, y)\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathcal{D} \\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathcal{D}
\end{array}\right.
$$

which then becomes the following system, still with periodic boundary conditions at $\left\{\left( \pm L_{x}, y\right): y \in\right.$ $\left.\left[-L_{y}, L_{y}\right]\right\}$ and $\left\{\left(x, \pm L_{y}\right): x \in\left[-L_{x}, L_{x}\right]\right\}$

$$
\left\{\begin{array}{lll}
\mathrm{i} \partial_{t} u+v(x, y)(-\triangle)^{1 / 2} u & =0, &  \tag{32}\\
\mathrm{i} \partial_{t} u+v(x, y)\left(\sum_{k=0}^{M} a_{k}^{(M)} u+\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)} \varphi_{k}\right)=0, & & (x, y) \in \mathcal{D}_{\mathrm{Phy}} \\
\left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}-\frac{S_{y}^{\prime}}{S_{y}^{3}} \partial_{y}-d_{k}^{(M)}\right) \varphi_{k} & =u, & (x, y) \in \mathcal{D}_{\mathrm{PML}}
\end{array}\right.
$$

The implicit time semi-discrete version then reads

$$
\begin{cases}u^{n+1}-\mathrm{i} \Delta t v(x, y)(-\triangle)^{1 / 2} u^{n+1} & =u^{n},(t, x, y) \in\left[t_{n}, t_{n+1}\right] \times \mathcal{D}_{\mathrm{Phy}} \\ u^{n+1}-\mathrm{i} \Delta t v(x, y)\left(\sum_{k=0}^{M} a_{k}^{(M)} u^{n+1}+\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)} \varphi_{k}^{n+1 / 2}\right) & =u^{n},(t, x, y) \in\left[t_{n}, t_{n+1}\right] \times \mathcal{D}_{\mathrm{PML}} \\ \left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}-\frac{S_{y}^{\prime}}{S_{y}^{3}} \partial_{y}-d_{k}^{(M)}\right) \varphi_{k}^{n+1 / 2} & =u^{n},(x, y) \in \mathcal{D}_{\mathrm{PML}}\end{cases}
$$

Finally, for $t_{n}<t_{n+1}=t_{n}+\Delta t$, a fully discrete version reads as follows. For $\varphi_{h}=\left\{\varphi_{i, j}\right\}_{(i, j) \in \mathbb{Z}^{2}}$, we propose the following second-order approximation of the Laplace operator, with fixed space steps $\Delta x$ and $\Delta y$,

$$
\left\{\begin{array}{l}
\partial_{x, h} \varphi_{i, j}=\frac{\varphi_{i+1, j}-\varphi_{i-1, j}}{2 \Delta x}, \partial_{y, h} \varphi_{i, j}=\frac{\varphi_{i, j+1}-\varphi_{i, j-1}}{2 \Delta y}, \\
-\triangle_{x, h} \varphi_{i, j}=\frac{\varphi_{i+2, j}-16 \varphi_{i+1, j}+30 \varphi_{i, j}-16 \varphi_{i-1, j}+\varphi_{i-2, j}}{12 \Delta x^{2}}, \\
-\triangle_{y, h} \varphi_{i-2, j}=\frac{\varphi_{i, j+2}-16 \varphi_{i, j+1}+30 \varphi_{i, j}-16 \varphi_{i, j-1}+\varphi_{i, j-2}}{12 \Delta y^{2}}
\end{array}\right.
$$

We introduce below a second-order scheme (in space) in the PML, so that a 3-point discretization of the Laplacian in each direction is sufficient. A fourth-order approximation of the Laplacian such as $-\triangle_{x, h} \varphi_{i, j}$ is hence not required. Setting

$$
\boldsymbol{w}_{h}=\boldsymbol{u}_{h \mid \mathcal{D}_{\mathrm{PML}}}, \boldsymbol{\nu}_{h}=\boldsymbol{u}_{h \mid \mathcal{D}_{\mathrm{Phy}}}
$$

we consider the following numerical scheme approximating (32), from $t_{n+1}$ to $t_{n}$,

$$
\left\{\begin{array}{l}
\boldsymbol{\nu}_{h}^{n+1}-\mathrm{i} \Delta t \boldsymbol{v}_{h}\left([[\triangle]] \boldsymbol{u}_{h}^{n+1}\right)_{\mid \mathrm{Phy}}=\boldsymbol{\nu}_{h}^{n}, \text { in } \mathcal{D}_{\mathrm{Phy}},  \tag{33}\\
\left(\mathbf{I}_{h}-\mathrm{i} \Delta t \boldsymbol{v}_{h} \sum_{k=0}^{M} a_{k}^{(M)}\right) \boldsymbol{w}_{h}^{n+1}=\mathrm{i} \Delta t \boldsymbol{v}_{h} \sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)} \boldsymbol{\varphi}_{k, h}^{n+1 / 2}, \\
\left(\frac{1}{\boldsymbol{S}_{x, h}^{2}} \triangle_{x, h}+\frac{1}{\boldsymbol{S}_{y, h}^{2}} \triangle_{y, h}-\frac{\boldsymbol{S}_{x, h}^{\prime}}{\boldsymbol{S}_{x, h}^{3}} \partial_{x, h}-\frac{\boldsymbol{S}_{y, h}^{\prime}}{\boldsymbol{S}_{y, h}^{3}} \partial_{y, h}-d_{k}^{(M)} \mathbf{I}_{h}\right) \boldsymbol{\varphi}_{k, h}^{n+1 / 2}=\boldsymbol{w}_{h}^{n} \text { in } \mathcal{D}_{\mathrm{PML}}
\end{array}\right.
$$

where $\boldsymbol{S}_{\nu, h}$ denotes $\left\{S_{\nu}\left(\nu_{i}\right)\right\}_{i}$. Let us remark that the third system in 33), can be implemented independently as

$$
\boldsymbol{A}_{h}^{(k)} \boldsymbol{\varphi}_{k, h}^{n+1}=\boldsymbol{w}_{h}^{n+1}
$$

with $\boldsymbol{A}_{h}^{(k)}=\left\{A_{i, j}^{(k)}\right\}_{i, j}$ such that

$$
\begin{gathered}
A_{i, i}^{(k)}=2\left(\frac{1}{S_{x}^{2}\left(x_{i}\right) \Delta x^{2}}+\frac{1}{S_{y}^{2}\left(y_{j}\right) \Delta y^{2}}\right)-d_{k}^{(M)} \\
A_{i, i+1}^{(k)}=-\frac{1}{S_{x}^{2}\left(x_{i}\right) \Delta x^{2}}+\frac{S_{x}^{\prime}\left(x_{i}\right)}{S_{x}^{3}\left(x_{i}\right) \Delta x}, A_{i-1, i}^{(k)}=-\frac{1}{S_{x}^{2}\left(x_{i}\right) \Delta x^{2}}-\frac{S_{x}^{\prime}\left(x_{i}\right)}{S_{x}^{3}\left(x_{i}\right) \Delta x}
\end{gathered}
$$

and finally

$$
A_{i, i+N_{x}}^{(k)}=-\frac{1}{S_{y}^{2}\left(y_{j}\right) \Delta y^{2}}+\frac{S_{y}^{\prime}\left(y_{j}\right)}{S_{y}^{3}\left(y_{j}\right) \Delta y}, A_{i-N, i}^{(k)}=-\frac{1}{S_{y}^{2}\left(y_{j}\right) \Delta y^{2}}-\frac{S_{y}^{\prime}\left(y_{j}\right)}{S_{y}^{3}\left(y_{j}\right) \Delta y} .
$$

The other entries are zero. We trivially get that the matrices $\left\{\boldsymbol{A}_{h}^{(k)}\right\}_{1 \leqslant k \leqslant M}$ are symmetric and invertible. The two first equations can be rewritten in the form

$$
\mathcal{A}_{h} \boldsymbol{u}_{h}^{n+1}=\mathcal{F}_{h}^{n+1 / 2}, \quad \mathcal{F}_{h}^{n+1 / 2}:=\left(\boldsymbol{\nu}_{h}^{n}, \mathbf{i} \Delta t \boldsymbol{v}_{h} \sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)} \boldsymbol{\varphi}_{h}^{n+1 / 2}\right)^{T}
$$

A numerical example is proposed to illustrate the approach based on Padé's approximants in the 1-d case. The computational domain is $\mathcal{D}=[-10,10]$, with $\mathcal{D}_{\text {Phy }}=[-9.5,9.5]$. We take $\Delta x=5 \times 10^{-2}$, $\Delta t=7.5 \times 10^{-2}$ and $N_{T}=500$. The initial data is given by

$$
u_{0}(x)=10 \exp \left(-(x-20 / 3)^{2}+\mathrm{i} k_{0} x\right)
$$

with $k_{0}=10$. We consider a PML-solution with $\sigma(x)=\exp (5 x), \Delta t=2 \times 10^{-2}$, and compare it in Fig. 2, with a reference solution computed on a larger domain and a solution with periodic boundary


Fig. 2 Solutions of reference (Left), PML (Middle) and solution computed with periodic boundary conditions (Right) : $\{(x, t, \log |u(x, t)|),(x, t) \in \mathcal{D} \times[0, T]\}$.
conditions (we represent $\{(x, t, \log |u(x, t)|),(x, t) \in \mathcal{D} \times[0, T]\})$. This shows the absorbing effect of the PML, which mainly avoids the periodic transmission of the outgoing waves.

In the next example, we compare the quality of the PML absorption for increasing orders of the Padé's approximation with $M=4,8,12$, for $\theta=2 \pi / 7$. The same test is next performed, for $M=12$ but for different values of the rotation angle: $\theta=0, \pi / 8, \pi / 4,2 \pi / 7, \pi / 3$, see Fig. 3 (Left) and (Right). These experiments illustrate the importance of properly selecting the PML parameters to enhance the absorption and to optimize the PML. Clearly, the full optimization of the tuning parameters is an important question which has to be addressed in a future and is known to be nontrivial. We also check the stability and absorption of the method with $M=12$ and $\theta=7 \pi / 2$, by representing the $\ell^{2}$-norm of the PML/Reference/Periodic-BC solutions as a function of time in Fig. 4 (Left). A convergence graph as a function of $M$ is proposed in Fig. 4 (Right). More specifically, in the latter we report the $\ell^{2}$-norm error (PML-solution vs solution of reference) at final time, $\left\|\boldsymbol{u}_{h}^{n_{T}}-\boldsymbol{u}_{\text {Ref }}^{n_{T}}\right\|_{2}$, as a function of the number $M$ of Padé approximants. Let us also mention 23] for the mathematical analysis of the stability of the numerical scheme in the fractional framework.

This generalization of the derivation of the PMLs for $\alpha=p / 2^{k}, k \in \mathbb{N}^{*}$ and $p \in \mathbb{N}^{*}$, is detailed in Appendix A.


Fig. 3 (Left) PML resolution in logscale $\{(x, \log |u(x, T)|), x \in \mathcal{D}\}$ at $T=37.5$ for different values $M$ of Padé functions 4 , 8,12 , and $\theta=2 \pi / 7$; (Middle) for different values of $\theta: 0, \pi / 8, \pi / 4,2 \pi / 7, \pi / 3$. (Right) $\ell^{2}$-norm of $\boldsymbol{u}_{h}^{n}$ as a function of $n$ for PML, Periodic BC and reference solution.

## 3 Approximation of fractional Laplacian equations using a system of ODEs

Fourier-based methods are particularly convenient to work with when dealing with fractional derivatives, due to the simple expression of fractional operators in the Fourier space based on the spectral definition.


Fig. 4 (Left) $\ell^{2}$-norm of $\boldsymbol{u}_{h}^{n}$ as a function of $n$ for PML, Periodic BC and reference solution. (Right) $\ell^{2}$-norm error at final time $\left\|\boldsymbol{u}_{h}^{n_{T}}-\boldsymbol{u}_{\text {Ref }}^{n_{T}}\right\|_{2}$ as a function of number of Padé approximants.

However, the coupling with PMLs on bounded domains is not simple, in particular due to the complexity to implement Padé's approximants. Alternative approaches such as real space methods should be developed. The aim of this section is to address such a contribution. According for instance to [25], it is possible to approximate the fractional Laplacian by using a strategy based on differential equations to estimate the real power of a matrix. This idea was in particular developed in [7]. We detail below this approach, including absorbing layers into the formulation.

### 3.1 Differential equations formulation to approximate the fractional Laplacian

Let us recall first that for any matrix $A \in \mathbb{R}^{N \times N}$ with no negative eigenvalues, and for $\alpha \in \mathbb{R}$, the $N$-dimensional system

$$
\begin{equation*}
y^{\prime}(\tau)=\alpha(A-I)(\tau(A-I)+I)^{-1} y(\tau), y(0)=b \tag{34}
\end{equation*}
$$

is such that $y(\tau)=(\tau(A-I)+I)^{\alpha} b, y(1)=A^{\alpha} b$, where $I$ is the identity matrix in $\mathbb{R}^{N \times N}$. The latter is a standard method for solving fractional algebraic linear systems. The approximation of $(-\triangle)^{\alpha} u$ for any $u \in W^{\alpha, p}\left(\mathbb{R}^{N}\right)$ is computed by discretizing (34), for $p \in[1, \infty)$ and $\alpha \in(0,1)$. Later on, $A$ will represent an approximate one- (resp. two-) dimensional Laplacian $-\Delta$, for $N=N_{x}$ (resp. $N=N_{x} N_{y}$ ) spatial discretization points.

We denote by $\Pi_{h}$ a projector from $C\left(\mathbb{R}^{2} ; \mathbb{C}\right) \cap L^{2}\left(\mathbb{R}^{2} ; \mathbb{C}\right)$ to $\ell^{2}(h \mathbb{Z} \times h \mathbb{Z})$, where $h$ is a spatial discretization step. We define $\boldsymbol{u}_{h} \in \mathbb{C}^{N}$ as a finite-difference approximation of $u$ on $\ell^{2}(h \mathbb{Z} \times h \mathbb{Z})$, and $\boldsymbol{A}_{h} \in \mathbb{R}^{N \times N}$ as a finite-difference approximation of the Laplacian for solving (34). To compute $\mathbf{u}_{h}$, we can proceed as follows. We first construct the sequence $\left\{\boldsymbol{w}_{h}^{k}\right\}_{k}$ such that

$$
\begin{equation*}
\left(\mathbf{I}_{h}-\delta \tau \alpha\left(\boldsymbol{A}_{h}-\mathbf{I}_{h}\right) \boldsymbol{B}_{h}^{(k)}\right) \boldsymbol{w}_{h}^{k+1}=\boldsymbol{w}_{h}^{k}, \quad \boldsymbol{w}_{h}^{0}=\boldsymbol{u}_{h} \tag{35}
\end{equation*}
$$

where $\tau_{k}=k \delta \tau$, for $k \in \mathbb{N}$, and defining

$$
\begin{equation*}
\boldsymbol{C}_{h}^{(k)}=\left(\boldsymbol{B}_{h}^{(k)}\right)^{-1}=\left(\tau_{k+1} \boldsymbol{A}_{h}+\left(1-\tau_{k+1}\right) \mathbf{I}_{h}\right)=\tau_{k+1}\left(\boldsymbol{A}_{h}+\left(\tau_{k+1}^{-1}-1\right) \mathbf{I}_{h}\right) \tag{36}
\end{equation*}
$$

System (35) can also be written

$$
\boldsymbol{C}_{h}^{(k)}\left(\mathbf{I}_{h}-\delta \tau \alpha\left(\boldsymbol{A}_{h}-\mathbf{I}_{h}\right)\right) \boldsymbol{B}_{h}^{(k)} \boldsymbol{w}_{h}^{k+1}=\boldsymbol{w}_{h}^{k}
$$

leading to the alternative formulation

$$
\begin{align*}
\boldsymbol{C}_{h}^{(k)}\left(\mathbf{I}_{h}-\delta \tau \alpha\left(\boldsymbol{A}_{h}-\mathbf{I}_{h}\right)\right) \boldsymbol{\omega}_{h}^{k+1, *} & =\boldsymbol{w}_{h}^{k},  \tag{37}\\
\boldsymbol{w}_{h}^{k+1} & =\boldsymbol{C}_{h}^{(k)} \boldsymbol{\omega}_{h}^{k+1, *}, \quad \boldsymbol{w}_{h}^{0}=\boldsymbol{u}_{h}
\end{align*}
$$

As a consequence, for $k_{T}=\lfloor 1 / \delta \tau\rfloor, \Pi_{h}\left((-\triangle)^{\alpha} u\right)$ is approximated by $\boldsymbol{w}_{h}^{k_{T}}$. We get the error estimate

$$
\left\|\Pi_{h}\left((-\triangle)^{\alpha} u\right)-\boldsymbol{w}_{h}^{k_{T}}\right\|_{2}=O\left(\delta \tau^{p}+h^{q}\right)
$$

where $p$ is the order of the ODE solver for (34) ( $p=1$ here) and $q$ is the order of the finite-difference approximation of the Laplace operator. The main issue in the above scheme is the need to solve a linear system for evaluating $\boldsymbol{w}_{h}^{(k+1)}$. For instance, if $\boldsymbol{A}_{h}$ is a five-point stencil finite-difference operator approximating the two-dimensional Laplace operator, it has the following eigenvalues and corresponding eigenvectors [1]

$$
\begin{aligned}
\lambda_{h}^{\left(l_{x}, l_{y}\right)} & =\frac{4}{\Delta x^{2}} \sin ^{2}\left(\frac{l_{x} \pi}{2\left(N_{x}+1\right)}\right)+\frac{4}{\Delta y^{2}} \sin ^{2}\left(\frac{l_{y} \pi}{2\left(N_{y}+1\right)}\right), \\
\mathrm{v}_{h, j_{x}, j_{y}}^{\left(l_{x}, l_{y}\right)} & =\sin \left(j_{x} \frac{l_{x} \pi}{N_{x}+1}\right) \sin \left(j_{y} \frac{l_{y} \pi}{N_{y}+1}\right),\left(l_{x}, l_{y}\right) \in\left\{1, \cdots, N_{x}\right\} \times\left\{1, \cdots, N_{y}\right\} .
\end{aligned}
$$

The eigenvalues of $\boldsymbol{B}_{h}^{(k)}$ are denoted by $\mu_{h}^{\left(l_{x}, l_{y} ; k\right)}=\tau_{k+1}^{-1}\left(\left(\tau_{k+1}^{-1}-1\right)+\lambda_{h}^{\left(l_{x}, l_{y}\right)}\right)^{-1}$. Then, the following proposition holds.
Proposition 2 Let us assume that $\boldsymbol{A}_{h}$ is the five-point stencil finite-difference operator approximating the two-dimensional Laplace operator. Then, for any $\alpha \in \mathbb{R}$, we have

$$
\begin{equation*}
\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{(0)}=\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1} \boldsymbol{u}_{h}^{(0)}, \tag{38}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)}=\operatorname{diag}\left(\zeta_{h}^{\left(1,1 ; k_{T}\right)}, \cdots, \zeta_{h}^{\left(N_{x}, N_{y} ; k_{T}\right)}\right)$ is a diagonal matrix with

$$
\zeta_{h}^{\left(l_{x}, l_{y} ; p\right)}=\left(\Pi_{p=0}^{k_{T}-1} \nu_{h}^{\left(l_{x}, l_{y} ; p\right)}\right)^{-1}, \nu_{h}^{\left(l_{x}, l_{y} ; p\right)}=1-\delta t \alpha\left(\lambda_{h}^{\left(l_{x}, l_{y}\right)}-1\right) \mu_{h}^{\left(l_{x}, l_{y} ; p\right)}
$$

and $\boldsymbol{P}_{h}$ is the matrix of the eigenvectors. Equivalently, one gets

$$
\begin{equation*}
\boldsymbol{A}_{h}^{\alpha}=\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\alpha} \boldsymbol{P}_{h}^{-1} \tag{39}
\end{equation*}
$$

with $\Lambda_{h}:=\operatorname{diag}\left(\lambda_{h}^{(1,1)}, \cdots, \lambda_{h}^{\left(N_{x}, N_{y}\right)}\right)$.
Proof. The vector $\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}$ is approximated by $\boldsymbol{w}_{h}^{k_{T}}$, which is obtained iteratively by

$$
\boldsymbol{w}_{h}^{k}=\left(\mathbf{I}_{h}-\delta t \alpha \boldsymbol{P}_{h}\left(\boldsymbol{\Lambda}_{h}-\mathbf{I}_{h}\right) \tau_{k+1}^{-1}\left(\boldsymbol{\Lambda}_{h}+\left(\tau_{k+1}^{-1}-1\right) \mathbf{I}_{h}\right)^{-1} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{w}_{h}^{k+1}, \quad \boldsymbol{w}_{h}^{0}=\boldsymbol{u}_{h}
$$

For $0 \leqslant p \leqslant k_{T}-1$, we have

$$
\begin{equation*}
\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{(0)}=\boldsymbol{u}_{h}^{\left(k_{T}\right)}=\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1} \boldsymbol{u}_{h}^{(0)} \tag{40}
\end{equation*}
$$

Since $\boldsymbol{A}_{h}$ is diagonalizable, i.e. $A_{h}=\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h} \boldsymbol{P}_{h}^{-1}$, we conclude that

$$
\begin{aligned}
\boldsymbol{A}_{h}^{\alpha} & =(2 \pi \mathrm{i})^{-1} \boldsymbol{A}_{h} \int_{\Gamma} z^{\alpha-1}\left(z \mathbf{I}_{h}-\boldsymbol{A}_{h}\right)^{-1} d z=\left(\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h} \boldsymbol{P}_{h}^{-1}\right)^{\alpha} \\
& =\boldsymbol{P}_{h}(2 \pi \mathrm{i})^{-1} \boldsymbol{\Lambda}_{h} \int_{\Gamma} z^{\alpha-1}\left(z \mathbf{I}_{h}-\boldsymbol{\Lambda}_{h}\right)^{-1} d z \boldsymbol{P}_{h}=\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\alpha} \boldsymbol{P}_{h}^{-1} .
\end{aligned}
$$

Let us remark that the differential equation approach is more general than (39), as the latter is restricted to diagonalizable matrices. The extension of this proposition to the 3-d case or to higher order finite-difference approximations with Dirichlet boundary conditions is straightforward. Regarding, the accuracy of order $p$ of the approximation of $(-\triangle)^{\alpha} u$, let us recall that, for $u$ regular enough, we have

$$
-\triangle_{h} u=-\triangle u+\mathcal{O}\left(h^{p} R_{1}(u)\right),
$$

so that, for homogeneous Dirichlet boundary conditions [35], we get at least

$$
(-\triangle)_{h}^{\alpha} u=(-\triangle)^{\alpha} u+\mathcal{O}\left(h^{p \alpha} R_{\alpha}(u)\right)
$$

where $R_{1}$ and $R_{\alpha}$ are some smooth differential operators. This result justifies the computation of the real power $\alpha$ of $\boldsymbol{A}_{h}$. In principle, this is no longer valid for nonzero Dirichlet boundary conditions (see e.g. (35). Let us now state the following proposition.

Proposition 3 Let us consider the scheme (35)-(36) approximating (34) for computing $-(-\triangle)^{\alpha} u$ in one-dimension, for $u \in H^{2 \alpha}(\mathcal{D})$. We assume that the Laplace operator is approximated by a K-point stencil finite-difference scheme using the matrix $\boldsymbol{A}_{h}$, on a uniform finite spatial grid $\left\{x_{j}\right\}_{-J \leqslant j \leqslant J}$. Then, there exists a real-valued positive constant $C>0$ such that

$$
\max _{-J \leqslant j \leqslant J}\left|(-\triangle)^{\alpha} u_{0}\left(x_{j}\right)-\boldsymbol{A}_{h}^{\alpha} u_{h}^{(0)}\right| \leqslant C\left(\Delta x^{K-1}+\delta t\right)
$$

Proof. First, in (35)-36), the computation of $\boldsymbol{B}_{h}^{(k)}$ and $\boldsymbol{w}_{h}^{k+1}$ is performed exactly. The $\Delta x$ contribution comes from the $(K-1)$ th order approximation of $-\triangle$ by a $K$-point stencil finite-difference scheme. The first-order error in time is finally due to the approximate solution of the differential system based on the backward Euler scheme (35).

To illustrate this approach, we approximately compute $(-\triangle)^{\alpha} u_{0}$ in 1-d with $\alpha=1 / 2$ on $\mathcal{D}=$ [ $-10,10$ ], with null Dirichlet boundary conditions, and

$$
u_{0}(x)=\exp \left(-x^{2} / 10\right) \cos (2 x) / \mathcal{N}
$$

where $\mathcal{N}$ is the $L^{2}$-normalization constant. We discretize the Laplace operator by using a three-point stencil finite-difference scheme on a grid with 1001 points. We initially project $u_{0}$ on the finite-difference grid, leading to $\boldsymbol{u}_{h}^{(0)}=\left\{u_{0}\left(x_{j}\right)\right\}_{1 \leqslant j \leqslant 1001}$. We compare $\boldsymbol{u}_{h}^{\left(k_{T}\right)}$ with $\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{(0)}$ for different values of $k_{T}$ (i.e. thanks to $\delta t$ since $k_{T} \delta t=1$ ), reporting in Fig. 5 (Left) the error $\left\|\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{(0)}-\boldsymbol{u}_{h}^{\left(k_{T}\right)}\right\|_{\ell^{2}(\mathcal{D})}$ (in logscale) as a function of $\delta t_{i}=0.125 / 2^{i}$, for $i=1, \cdots, 6$. In particular, we observe the first-order accuracy of the ODE solver. We also plot $\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{(0)}$ and $\boldsymbol{u}_{h}^{\left(k_{T}\right)}$, for $k_{T}=256$ and $N=1001$ in Fig. 5 (Right).


Fig. 5 (Left) error in $\ell^{2}$-norm (logscale), i.e. $\left\|\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{(0)}-\boldsymbol{u}_{h}^{\left(k_{T}\right)}\right\|_{\ell^{2}(\mathcal{D})}$, with respect to $\Delta t$. (Right) Solutions $\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{(0)}$ and $\boldsymbol{u}_{h}^{\left(k_{T}\right)}$, for $k_{T}=256$ and $N=1001$.

We propose a second simple test focusing on the computation of $\boldsymbol{A}_{h}^{\alpha}$. We report in Fig. 6 (logscale) the CPU-time in seconds for different methods to compute $(-\triangle)^{\alpha} u_{0}$, with a $L^{2}(\mathcal{D})$-normalized data $u_{0}(x)=\exp \left(-10 x^{2}\right) \cos (2 x) / \mathcal{N}$ over $\mathcal{D}=[-2,2]$, with $N=1+2^{6+p}(p=1, \cdots, 7)$ grid points. We compare the Direct Finite-Difference (DFD) method where the solution to (37) is obtained using GMRES, and the Optimized Finite-Difference (OFD) method using 40) to efficiently compute the matrix power. In the latter case, the Laplace operator is approximated by a three-point stencil scheme and $k_{T}=1,50,100$ in (35). These numerical results show that the OFD method is much faster than the DFD approach, and is almost independent of $k_{T}$. Indeed, it only requires to solve one linear system unlike the DFD method which requires the computation of $k_{T}$ linear systems/
3.2 Application to the numerical solution of time-dependent fractional Laplacian equations

Based on the previous approximations, we can solve time-dependent fractional Laplacian equations. Compared to FFT-based approaches, it is necessary to solve a differential system at each time iteration


Fig. 6 CPU time vs. the number of grid points (logscale) to compute $(-\triangle)^{\alpha} u_{0}$. Comparison between the Direct Finite Difference Method 37) using GMRES and the Optimized Finite Difference based on 40 .
to update the value of the fractional Laplacian. More specifically, we consider

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{R}} v_{\alpha}(x, y)(-\triangle)^{\alpha} u(t, x, y)=0, \quad \text { for }(t, x, y) \in[0, T] \times \mathbb{R}^{2},  \tag{41}\\
u(t=0, x, y)=u_{0}(x, y), \quad \text { for }(x, y) \in \mathbb{R}^{2},
\end{array}\right.
$$

where $\left\{v_{\alpha}\right\}_{\alpha \in \mathfrak{Z}}$ are smooth positive real-valued functions, and $\mathfrak{\Re}$ is a finite set of strictly positive real numbers. We propose the following implicit time-discretization

$$
u^{n+1}+\Delta t \sum_{\alpha \in \mathfrak{R}} v_{\alpha}(x, y)\left(-\triangle_{\mathrm{PML}}\right)^{\alpha} u^{n+1}=u^{n},(t, x, y) \in\left[t_{n}, t_{n+1}\right] \times \mathcal{D}
$$

For two vectors $\mathbf{v}=\left\{v_{j}\right\}_{1 \leqslant j \leqslant N}, \mathbf{w}=\left\{w_{j}\right\}_{1 \leqslant j \leqslant N}$ in $\mathbb{R}^{N}$, we define $\mathbf{v} \otimes \mathbf{w} \in \mathbb{R}^{N}$ as:

$$
\begin{equation*}
\mathbf{v} \otimes \mathbf{w}=\left\{v_{j} w_{j}\right\}_{1 \leqslant j \leqslant N} . \tag{42}
\end{equation*}
$$

Then, for each $\alpha \in \mathfrak{Z} \cap \mathbb{R} \backslash \mathbb{N},(-\triangle)^{\alpha} u^{n+1}$ is approximated by $\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{n+1}$ solution to

$$
\left\{\begin{array}{l}
\boldsymbol{u}_{h}^{n+1}+\Delta t \sum_{\alpha \in \mathfrak{\Re}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n},  \tag{43}\\
\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{n+1}=\boldsymbol{w}_{h}^{(\alpha), n, k_{T}},
\end{array}\right.
$$

where, for each $\alpha, \boldsymbol{w}_{h}^{(\alpha), n, k_{T}}$ is computed from

$$
\begin{equation*}
\left(\mathbf{I}_{h}-\Delta t \alpha\left(\boldsymbol{A}_{h}-\mathbf{I}_{h}\right) \boldsymbol{B}_{h}^{(k)}\right) \boldsymbol{w}_{h}^{(\alpha), n, k+1}=\boldsymbol{w}_{h}^{k}, \quad \boldsymbol{w}_{h}^{(\alpha), n, 0}=\boldsymbol{u}_{h}^{n+1} \tag{44}
\end{equation*}
$$

According to Proposition 2 , imposing some Dirichlet boundary conditions at $x= \pm L_{x}$ and $y= \pm L_{y}$, we can rewrite the scheme as the following linear system (see 42) )

$$
\begin{equation*}
\left(\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathfrak{Z}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n} \tag{45}
\end{equation*}
$$

If the equation has constant coefficients $\left\{v_{\alpha}\right\}_{\alpha \in \mathfrak{R}}$, it is not necessary to use a linear system solver at each time iteration. Indeed, in the latter case the scheme is simply to

$$
\begin{equation*}
\left(\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathfrak{X}} v_{\alpha} \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n} \tag{46}
\end{equation*}
$$

Setting $\boldsymbol{v}_{h}^{(k)}=\boldsymbol{P}_{h}^{-1} \boldsymbol{u}_{h}^{(k)}$, we obtain the explicit expression

$$
\begin{equation*}
\boldsymbol{v}_{h}^{n+1}=\left(\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathfrak{\Re}} v_{\alpha} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)}\right)^{-1} \boldsymbol{v}_{h}^{n} . \tag{47}
\end{equation*}
$$

Then, $\boldsymbol{u}_{h}^{(n+1)}=\boldsymbol{P}_{h} \boldsymbol{v}_{h}^{(n+1)}$ can be solved if needed. Thus, we can state the
Proposition 4 For any $\alpha \in \mathbb{R}$, the scheme (45) approximating 41) is unconditionally $\ell^{2}$-stable.
Proof. The entries of $\boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)}$ as well as the functions $\left\{v_{\alpha}\right\}_{\alpha \in \mathfrak{i}}$ are positive, so that

$$
\rho\left(\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathfrak{Z}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \geqslant 1,
$$

where $\rho(A)$ designates the spectral radius of a given matrix $A$. We then deduce from (45) that we have the inequality $\left\|\boldsymbol{u}_{h}^{n+1}\right\|_{\ell^{2}} \leqslant\left\|\boldsymbol{u}_{h}^{n}\right\|_{\ell^{2}}$.

In fact, we can extend the above proposition to fractional Schrödinger equations
Proposition 5 Consider the fractional Schrödinger equation with homogeneous Dirichlet boundary conditions

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{R}} v_{\alpha}(x, y)(-\triangle)^{\alpha} u(t, x, y)=0, \quad \text { for }(t, x, y) \in[0, T] \times \mathcal{D}  \tag{48}\\
u(t=0, x, y)=u_{0}(x, y), \quad \text { for }(x, y) \in \mathcal{D} \\
u\left(t, \pm L_{x}, y\right)=u\left(t, x, \pm L_{y}\right)=0
\end{array}\right.
$$

where $\left\{v_{\alpha}\right\}_{\alpha \in \mathfrak{i}}$ are smooth real-valued functions. We further assume that the problem is well-posed. Then, the following schemes are unconditionally stable

- Implicit Euler scheme

$$
\begin{equation*}
\boldsymbol{u}_{h}^{n+1}-\mathbf{i} \Delta t \sum_{\alpha \in \mathfrak{Z}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1} \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n} . \tag{49}
\end{equation*}
$$

- Crank-Nicolson scheme

$$
\begin{align*}
\left(\mathbf{I}_{h}-\mathrm{i}\right. & \left.\frac{\Delta t}{2} \sum_{\alpha \in \mathfrak{K}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{u}_{h}^{n+1}  \tag{50}\\
& =\left(\mathbf{I}_{h}+\mathrm{i} \frac{\Delta t}{2} \sum_{\alpha \in \mathfrak{K}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{u}_{h}^{n} .
\end{align*}
$$

In addition, the Crank-Nicolson scheme preserves the $\ell^{2}$-norm.
As recalled in Proposition 2 , we can alternatively use (39) to compute the power of $\boldsymbol{A}_{h}$. Then, we have
Proposition 6 The scheme

$$
\begin{equation*}
\boldsymbol{u}_{h}^{n+1}-\mathrm{i} \Delta t \sum_{\alpha \in \mathfrak{Z}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\alpha} \boldsymbol{P}_{h}^{-1} \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n} \tag{51}
\end{equation*}
$$

is unconditionally stable.
Let us remark that, in presence of a potential $V$, the above analysis remains valid by simply slightly modifying the differential equation to solve. In particular, the following proposition is of interest for approximating $-(-\triangle)^{\alpha}+V$.

Proposition 7 For any vector $V \in \mathbb{R}^{N}$, matrix $A \in \mathbb{R}^{N \times N}$ with no negative eigenvalues, and any $\alpha \in \mathbb{R}$, the $N$-dimensional system

$$
\begin{equation*}
y^{\prime}(\tau)=\alpha(A-I)(\tau(A-I)+I)^{-1}(y(\tau)+(V I) b), y(0)=b \tag{52}
\end{equation*}
$$

is such that

$$
y(\tau)=(\tau(A-I)+I)^{\alpha} b+\tau(V I) b, y(1)=\left(A^{\alpha}+V I\right) b,
$$

where $I$ is the identity matrix in $\mathbb{R}^{N \times N}$.

### 3.3 Computational complexity analysis

In this Subsection, we analyze the computational complexity of the above schemes for solving the twodimensional time-dependent fractional Laplacian equations. Let us focus on (45), while the complexity for the other schemes could easily be deduced. The main computation for solving fractional Laplacian equations is related to the approximation of $(-\triangle)^{\alpha} u$ when $\alpha$ is not an integer. In the following, we assume for the sake of simplicity that $\mathfrak{\mathfrak { h }} \subset \mathbb{R} \backslash \mathbb{N}$ and we define $\mathbf{r}:=\# \mathfrak{i}$. We denote by $k_{T}$ the number of iterations for solving (44) to compute $\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{n}$ for any given $n \geqslant 1$, and $N$ is the total number of grid points $(\approx \sqrt{N}$ points in each direction $x$ and $y$ for the 2 -d case). For each $\alpha \in \mathfrak{Z} \cap \mathbb{R} \backslash \mathbb{N}$ and time iteration, $k_{T}$ sparse linear systems 44) are solved, each requiring $O\left(N^{\gamma_{1}}\right)$ operations for some $1<\gamma_{1}<2$, i.e. $O\left(k_{T}{ }^{\mathfrak{k}} N^{\gamma_{1}}\right)$ operations at any time iteration. Finally, for a total of $N_{T}$ time iterations, the solution to (45) needs $O\left(N_{T} N^{\gamma_{2}}\right)$ operations, with $1<\gamma_{2}<2$. This leads to the following Proposition.

Proposition 8 We consider the two-dimensional system 41) approximated by 45 in combination with (44) on a two-dimensional grid with $N$ points. The overall computational complexity, for $N_{T}$ time iterations (with $k_{T}$ fixed in 44) , is $\mathcal{O}\left(N_{T}\left(N^{\gamma_{2}}+k_{T} \mathfrak{k} N^{\gamma_{1}}\right)\right.$ ), for some exponents $1<\gamma_{1}, \gamma_{2}<2$.

Let us note that the computation of $\left\{\boldsymbol{w}^{(\alpha), n, k_{T}}\right\}_{\alpha \in \mathbb{K}}$ is embarrassingly parallel. The main drawback of the scheme is the need to solve $\mathfrak{r} k_{T}$ systems 44) at each time iteration. However in the framework of Proposition 2, we directly get an evaluation of $\tau_{k+1}^{-1}\left(\left(\boldsymbol{A}_{h}-\mathbf{I}_{h}\right)\left(\boldsymbol{A}_{h}+\left(\tau_{k+1}^{-1}-1\right) \mathbf{I}_{h}\right)\right)^{-1}$ which would be otherwise highly complex. Moreover, the use of an implicit scheme for constructing $\boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{n}$ allows for reducing $k_{T}$. When the equation has constant coefficients, the global complexity can even be drastically improved as explained in the following Proposition.

Proposition 9 For constant coefficients $v_{\alpha}$, we assume that we approximate the 2-d system (41) by (44)(45), based on $N$ spatial grid points. Then, the global complexity is given by $\mathcal{O}\left(N_{T} N \log N\right)$ operations, plus a pre-computational cost of $\mathcal{O}\left(\mathfrak{r} k_{T} N\right)$ operations, where the linear system 45), fractional Laplacian (44), are both explicitly evaluated and accelerated via the Discrete Sine Transform (DST). By comparison, a direct implicit implementation of (41), combined with 44), requires $\mathcal{O}\left(N_{T}\left(\mathfrak{k} k_{T} N^{\gamma_{1}}+N^{\gamma_{2}}\right)\right)$ operations, for some exponents $1<\gamma_{1}, \gamma_{2}<2$ with a larger prefactor.

Proof. If 41) has constant coefficients, the scheme is reduced to 46). By setting $\boldsymbol{v}_{h}^{(0)}=\boldsymbol{P}_{h}^{-1} \boldsymbol{u}_{h}^{(0)}$, we deduce that

$$
\boldsymbol{v}_{h}^{n}=\left(\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathfrak{Z}} v_{\alpha} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)}\right)^{-n} \boldsymbol{v}_{h}^{0} .
$$

Since $\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathbf{X}} v_{\alpha} \Pi_{p=0}^{k_{T}-1} \boldsymbol{\Lambda}_{h}^{(\alpha, p)}$ is a diagonal matrix, its explicit construction (once for all) and evaluation at power $-n$ only requires $\mathcal{O}\left(n N+\mathfrak{r} k_{T} N\right)$ operations. Finally, at any time iteration $n$, it is possible to evaluate $\boldsymbol{u}_{h}^{n}=\boldsymbol{P}_{h} \boldsymbol{v}_{h}^{n}$ within $\mathcal{O}(N \log N)$ operations via the DST. To compute explicitly all the vectors $\boldsymbol{u}_{h}^{n}$ requires $\mathcal{O}\left(N_{T} N \log N\right)$ operations. If only $u_{h}^{N_{T}}$ is needed, the overall cost is $\mathcal{O}\left(N_{T} N+\right.$ $N \log (N))$. A direct implicit implementation of (44) would require $\mathcal{O}\left(\mathfrak{r} k_{T} N^{\gamma_{1}}\right)$ operations, for $1<\gamma_{1}<2$, since linear systems must be solved at each iteration, leading to a larger complexity. Once $(-\triangle)^{\alpha} u$ is approximated for each $\alpha \in \mathfrak{i}$, then $N_{T}$ linear systems must be solved, requiring $\mathcal{O}\left(N_{T} N^{\gamma_{2}}\right)$ operations, with $1<\gamma_{2}<2$.

### 3.4 PML implementation

The inclusion of a PML in the computational equation yields additional difficulties. Let us consider e.g. the following fractional Schrödinger equation

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{R}} v_{\alpha}(x, y)(-\triangle)^{\alpha} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathbb{R}^{2}  \tag{53}\\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathbb{R}^{2}
\end{array}\right.
$$

where $(x, y) \in \mathbb{R}^{2}$ and $t>0,\left\{v_{\alpha}\right\}_{\alpha \in \mathbb{Z}}$ are smooth real-valued functions. In addition, $\mathfrak{X}$ is a finite set of strictly positive real numbers. According to Section 2, the corresponding equation with PML reads

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{\Re}} v_{\alpha}(x, y)\left(-\triangle_{\mathrm{PML}}\right)^{\alpha} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathcal{D} \\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathcal{D} \\
u\left(t, \pm L_{x}, y\right)=u\left(t, x, \pm L_{y}\right)=0, \quad t \in[0, T]
\end{array}\right.
$$

with

$$
\begin{equation*}
\triangle_{\mathrm{PML}}:=\frac{1}{S_{x}^{2}} \partial_{x}^{2}+\frac{1}{S_{x}} \partial_{x}\left(\frac{1}{S_{x}}\right) \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}+\frac{1}{S_{y}} \partial_{y}\left(\frac{1}{S_{y}}\right) \partial_{y} . \tag{54}
\end{equation*}
$$

A direct implicit discretization is then

$$
\boldsymbol{u}_{h}^{n+1}+\Delta t \sum_{\alpha \in \mathbb{Z}} \boldsymbol{v}_{\alpha, h} \otimes \boldsymbol{A}_{h}^{\alpha} \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n}
$$

where $\boldsymbol{A}_{h}$ is a 3-point finite-difference approximation of $-\triangle_{\mathrm{PML}}$. The main issue is to efficiently compute $\boldsymbol{A}_{h}^{\alpha}$, which will be addressed later on.

Let us first present a simple 1-d case considering

$$
\mathrm{i} \partial_{t} u+(-\triangle)^{3 / 4} u / 10=0,(t, x) \in[0, T] \times \mathbb{R} .
$$

The computational domain is $\mathcal{D}=[-L, L]$, with $L=10$. We then solve

$$
\left\{\begin{aligned}
\mathrm{i} \partial_{t} u+\left(-\triangle_{\mathrm{PML}}\right)^{3 / 4} u / 10 & =0,(t, x) \in[0, T] \times \mathcal{D}, \\
u(t, \pm L) & =0
\end{aligned}\right.
$$

We fix $\Delta x=5 \times 10^{-2}(N=401), \Delta t=10^{-1}$ and $N_{T}=300$. The operator $\Delta_{\text {PML }}$ is approximated by a three-point stencil finite-difference scheme. The initial data is

$$
u_{0}(x)=10 \exp \left(-(x-5)^{2} / 2+\mathrm{i} k_{0} x\right),
$$

with $k_{0}=7$. The PML absorbing function is chosen as follows: $\sigma(x)=-\sigma_{0}(x+\delta)$, with $\sigma_{0}=0.5, \delta=1$ and $\theta=2 \pi / 7$. We compare in Fig. 7 the amplitude of the PML solution (in logscale) with a solution of reference computed on a larger domain, as well as the solution with homogeneous Dirichlet boundary conditions. We observe the effectiveness of the PML as absorbing layer. Let us remark that the question of optimizing the PML is again not addressed here, which may improve the absorption quality.


Fig. 7 Reference solution (Left), PML solution (Middle) and solution with Dirichlet boundary conditions (Right) $\{(x, t, \log |u(x, t)|),(x, t) \in \mathcal{D} \times[0, T]\}$.

As mentioned above, the efficient computation of $\boldsymbol{A}_{h}^{\alpha}$ is challenging. Unlike the Dirichlet boundary conditions case, the matrix $\boldsymbol{A}_{h}$ associated with PML is not as simple. Based on Padé's approximation, we propose a decomposition (for simplicity, we consider $\mathfrak{\Re}=\{\alpha\}$ ) as follows

$$
\begin{cases}\mathrm{i} \partial_{t} u+v(x, y)(-\triangle)^{\alpha} u=0, & (x, y) \in \mathcal{D}_{\mathrm{Phy}} \\ \mathrm{i} \partial_{t} u+v(x, y)\left(\sum_{k=0}^{M} a_{k}^{(M)} u+\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)} \varphi_{k}\right)=0, & (x, y) \in \mathcal{D}_{\mathrm{PML}} \\ \left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}-\frac{S_{y}^{\prime}}{S_{y}^{3}} \partial_{y}-d_{k}^{(M)}\right) \varphi_{k}=u, & (x, y) \in \mathcal{D}_{\mathrm{PML}} \\ u\left(t, \pm L_{x}, y\right)=0, \quad u\left(t, x, \pm L_{y}\right)=0, & t \in[0, T] \\ u(t=0, x, y)=u_{0}(x, y), & (x, y) \in \mathcal{D}\end{cases}
$$

Let us recall that the Padé's coefficients are $\alpha$-dependent 31. In $\mathcal{D}_{\text {Phy }}$, we apply the method developed in Subsection 3.2. Alternatively, the approximation of $\left(-\triangle_{\mathrm{PML}}\right)^{\alpha}$ can be performed by using a Cauchy integral representation. The latter may be interesting as the PML is much smaller and the corresponding Cauchy integral cheaper than applied to the whole domain $\mathcal{D}$. Denoting by $\boldsymbol{A}_{\text {PML }}$ a finite-difference approximation of $-\triangle_{\mathrm{PML}}$, one would get

$$
\begin{equation*}
\boldsymbol{A}_{\mathrm{PML}}^{\alpha}=(2 \pi \mathrm{i})^{-1} \boldsymbol{A}_{\mathrm{PML}} \int_{\Gamma_{A_{\mathrm{PML}}}} z^{\alpha-1}\left(z I-\boldsymbol{A}_{\mathrm{PML}}\right)^{-1} d z \tag{55}
\end{equation*}
$$

We refer to B for a simple and efficient preconditioning of the Cauchy integral computation.
Let us detail the numerical scheme in 1-d, assuming that $\left\{v_{\alpha}\right\}_{\alpha \in \mathbb{i}}$ are constant

$$
\boldsymbol{u}_{h}^{n+1}-\mathrm{i} \Delta t \sum_{\alpha \in \mathfrak{i}} v_{\alpha, h} \boldsymbol{C}_{h}^{\alpha} \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n}+\mathrm{i} \Delta t \boldsymbol{F}_{h}^{n} .
$$

We denote by $N$ the total number of grid points, $N_{\mathrm{PML}^{ \pm}}$the number of grid points in $\mathcal{D}_{\mathrm{PML}^{ \pm}}$(left and right PML regions) with $\mathcal{D}_{\text {PML }}:=\mathcal{D}_{\mathrm{PML}^{+}} \cup \mathcal{D}_{\mathrm{PML}^{-}}$. We also introduce $N_{\text {Phy }}$ as the number of interior grid points ( $N=N_{\mathrm{Phy}}+N_{\mathrm{PML}^{-}}+N_{\mathrm{PML}^{+}}$), setting

$$
\boldsymbol{C}_{h}^{\alpha}=\left(\begin{array}{ccc}
\sum_{k=0}^{M} a_{k}^{(M)} \mathbf{I}_{\mathrm{PML}^{-}} \mathbf{0}_{\mathrm{Phy}}{ }^{-} & \mathbf{0}_{\mathrm{PML}}^{T} \\
\mathbf{0}_{\mathrm{Phy}^{-}} & \widetilde{\boldsymbol{A}}_{\mathrm{Phy}^{\alpha}} & \mathbf{0}_{\mathrm{Phy}}{ }^{+} \\
\mathbf{0}_{\mathrm{PML}} & \mathbf{0}_{\mathrm{Phy}^{+}} \sum_{k=0}^{M} a_{k}^{(M)} \mathbf{I}_{\mathrm{PML}^{+}}
\end{array}\right) \in \mathbb{R}^{N \times N}
$$

where $\widetilde{\boldsymbol{A}}_{\text {Phy }} \in \mathbb{R}^{N_{\text {Phy }} \times N_{\text {Phy }}}$ is a three-point stencil discretization of the Laplace operator $-\triangle$ restricted to $\mathcal{D}_{\text {Phy }}$. The matrices $\mathbf{I}_{\mathrm{PML}^{ \pm}} \in \mathbb{R}^{N_{\mathrm{PML}}{ }^{ \pm} \times N_{\mathrm{PML}}{ }^{ \pm}}$are the identity matrices corresponding to the points on $\mathcal{D}_{\mathrm{PML}^{ \pm}}, \mathbf{0}_{\mathrm{PML}} \in \mathbb{R}^{N_{\mathrm{PML}}{ }^{+} \times N_{\mathrm{PML}^{-}}}$and $\mathbf{0}_{\mathrm{Phy}} \pm \in \mathbb{R}^{N_{\mathrm{Phy}} \pm} \times N_{\mathrm{PML}^{ \pm}}$designate the zero matrices. Moreover $\boldsymbol{F}_{h}^{n}$ is a vector with zero components in $\mathcal{D}_{\text {phy }}$ and approximates $\sum_{k=1}^{M} a_{k}^{M} d_{k}^{(M)} \varphi_{k}^{n}$ in $\mathcal{D}_{\mathrm{PML}}$, where

$$
\left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}-d_{k}^{(M)}\right) \varphi_{k}^{n}=u^{n}, \quad(x, y) \in \mathcal{D}_{\mathrm{PML}}
$$

The corresponding scheme can be rewritten in the form

$$
\begin{equation*}
\left(\mathbf{I}_{h}-\mathrm{i} \Delta t \sum_{\alpha \in \mathfrak{i}} v_{\alpha} \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n}+\mathrm{i} \Delta t \boldsymbol{F}_{h}^{n} \tag{56}
\end{equation*}
$$

where we have now

$$
\boldsymbol{\Lambda}_{h}^{(\alpha, k)}=\left(\begin{array}{clc}
\sum_{l=0}^{M} a_{l}^{(M)} \mathbf{I}_{\mathrm{PML}^{-}} & \mathbf{0}_{\mathrm{PML}}{ }^{-} & \mathbf{0}_{\mathrm{PML}}^{T} \\
\mathbf{0}_{\mathrm{Phy}^{-}} & \tilde{\boldsymbol{\Lambda}}_{\mathrm{Phy}}^{(\alpha, k)} & \mathbf{0}_{\mathrm{Phy}}{ }^{+} \\
\mathbf{0}_{\mathrm{PML}} & \mathbf{0}_{\mathrm{Phy}^{+}} \sum_{l=0}^{M} a_{l}^{(M)} \mathbf{I}_{\mathrm{PML}^{+}}
\end{array}\right) \in \mathbb{R}^{N \times N}
$$

$\widetilde{\boldsymbol{\Lambda}}_{h}^{\left(\alpha, k_{T}\right)}$ is a diagonal matrix and, for $1 \leqslant l_{x} \leqslant N_{\mathrm{Phy}}, \zeta_{h}^{\left(l_{x} ; k_{T}\right)}=\left(\Pi_{p=0}^{k_{T}-1} \nu_{h}^{\left(l_{x} ; p\right)}\right)^{-1}$. The matrix $\boldsymbol{P}_{h}$ is defined as

$$
\boldsymbol{P}_{h}=\left(\begin{array}{ccc}
\mathbf{I}_{\mathrm{PML}^{-}} & \mathbf{0}_{\mathrm{PML}} \\
\mathbf{0}_{\mathrm{Phy}^{-}} & \widetilde{\mathbf{P}}_{\mathrm{PMy}}^{T} & \mathbf{0}_{\mathrm{Phy}} \\
\mathbf{0}_{\mathrm{PML}} & \mathbf{0}_{\mathrm{Phy}^{+}} & \mathbf{I}_{\mathrm{PML}^{+}}
\end{array}\right) \in \mathbb{R}^{N \times N},
$$

where

$$
\boldsymbol{A}_{h}^{\alpha}=\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}, \quad \widetilde{\boldsymbol{A}}_{\mathrm{Phy}}^{\alpha}=\widetilde{\boldsymbol{P}}_{\mathrm{Phy}} \tilde{\boldsymbol{\Lambda}}_{\mathrm{Phy}}^{\left(\alpha, k_{T}\right)} \widetilde{\boldsymbol{P}}_{\mathrm{Phy}}^{-1} .
$$

For real $\left\{v_{\alpha}\right\}_{\alpha}$, the scheme 56 is trivially $\ell^{2}$-stable. Notice that we even have an explicit knowledge of the eigenvalues of $\boldsymbol{A}_{h}^{\alpha}$ thanks to those of $\widetilde{\boldsymbol{A}}_{\text {Phy }}^{\alpha}$. The latter also trivially provides stability conditions for complex sequence $\left\{v_{\alpha}\right\}_{\alpha}$. In this new following illustrative example, we consider the initial problem

$$
\mathrm{i} \partial_{t} u+(-\triangle)^{1 / 2} u / 10=0,(t, x) \in[0, T] \times \mathbb{R} .
$$

The bounded computational domain is $\mathcal{D}=[-10,10]$ and we solve the following system

$$
\left\{\begin{array}{llrl}
\mathrm{i} \partial_{t} u+(-\triangle)^{1 / 2} u / 10 & & =0,(t, x) \in[0, T] \times \mathcal{D}_{\mathrm{Phy}} \\
\mathrm{i} \partial_{t} u+\left(\sum_{k=0}^{M} a_{k}^{(M)} u / 10+\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)} \varphi_{k}\right) & =0, & x \in \mathcal{D}_{\mathrm{PML}} \\
\left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}-d_{k}^{(M)}\right) \varphi_{k} & & =u / 10, & x \in \mathcal{D}_{\mathrm{PML}} \\
u(t, \pm L) & & =0, & t \in[0, T]
\end{array}\right.
$$

We fix $\Delta x=10^{-1}(N=101), \Delta t=10^{-1}$ and $N_{T}=1100$ and $M=2$. The coefficients $\left\{a_{k}^{(M)}\right\}_{k}$ and $\left\{d_{k}^{(M)}\right\}_{k}$ are defined in (30). The initial data is

$$
u_{0}(x)=\exp \left(-(x+5)^{2} / 2+\mathbf{i} k_{0} x\right) / \mathcal{N}
$$

with $k_{0}=-8$ and $\mathcal{N}$ is the normalization constant for the $L^{2}$-norm. The PML absorbing function is such that $\sigma(x)=-\sigma_{0}(x+\delta)^{2}$, with the parameters $\sigma_{0}=0.5, \delta=0.5$ and $\theta=2 \pi / 11$. We compare in Fig. 8 the amplitude of the PML-solution (in logscale) with a solution of reference computed on a larger domain $[-20,20]$ as well as the solution with zero Dirichlet boundary conditions. We observe only some small scale reflections back into the computational domain which confirm the behavior of the absorbing layers. We also report in Fig. 9 , the solutions in semilogscale at final time $T=30$ to show the absorbing property of the PML.


Fig. 8 Solution of reference (Left), PML (Middle) and with Dirichlet boundary conditions (Right) $\{(x, t, \log |u(x, t)|),(x, t) \in \mathcal{D} \times[0, T]\}$.


Fig. 9 Solution in logscale computed with Dirichlet boundary conditions, PML and reference solutions $\{(x, T, \log |u(x, T)|), x \in \mathcal{D}\}$.

In the two-dimensional case, the derivation of the numerical scheme is slightly more technical but is based on similar ideas. Let us assume that $N:=N_{x}=N_{y}$. In the case of Dirichlet boundary conditions at
$\left\{\left( \pm L_{x}, y\right): y \in\left[-L_{y}, L_{y}\right]\right\} \cup\left\{\left(x, \pm L_{y}\right): x \in\left[-L_{x}, L_{x}\right]\right\}$, the standard 2-d second-order finite-difference approximate Laplacian is denoted by

$$
\mathbb{C}_{h}=\left(\begin{array}{cccccc}
\mathbb{A}_{\text {Phy }} & \boldsymbol{E}_{\text {Phy }} & \mathbf{0}_{\text {Phy }} & \cdots & \cdots & \mathbf{0}_{\text {Phy }} \\
\boldsymbol{E}_{\text {Phy }} & \mathbb{A}_{\text {Phy }} & \boldsymbol{E}_{\text {Phy }} & \mathbf{0}_{\text {Phy }} & \cdots & \mathbf{0}_{\text {Phy }} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\mathbf{0}_{\text {Phy }} & \cdots & \mathbf{0}_{\text {Phy }} & \boldsymbol{E}_{\text {Phy }} & \mathbb{A}_{\text {Phy }} & \boldsymbol{E}_{\text {Phy }} \\
\mathbf{0}_{\text {Phy }} & \cdots & \cdots & \mathbf{0}_{\text {Phy }} & \boldsymbol{E}_{\text {Phy }} & \mathbb{A}_{\text {Phy }}
\end{array}\right) \in \mathbb{R}^{N^{2} \times N^{2}},
$$

where $\mathbb{A}_{\text {Phy }} \in \mathbb{R}^{N \times N}$ and $\boldsymbol{E}_{\text {Phy }} \in \mathbb{R}^{N \times N}$. When including the PML on a $N \times N$ grid, we decompose the PML region into South, North, West, East regions as

$$
\mathcal{D}_{\mathrm{PML}}=\mathcal{D}_{\mathrm{PML}^{(S)}} \cup \mathcal{D}_{\mathrm{PML}^{(N)}} \cup \mathcal{D}_{\mathrm{PML}^{(E)}} \cup \mathcal{D}_{\mathrm{PML}^{(W)}}
$$

We denote by $N_{\text {PML }}{ }^{(S, N, W, E)}$ the number of grid points is each direction South, North, West, East, respectively. Formally, the scheme still reads

$$
\begin{equation*}
\boldsymbol{u}_{h}^{n+1}+\Delta t \sum_{\alpha \in \mathfrak{Z}} v_{\alpha, h} \boldsymbol{C}_{h}^{\alpha} \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n}-\mathrm{i} \Delta t \boldsymbol{F}_{h}^{n} \tag{57}
\end{equation*}
$$

where $\boldsymbol{F}_{h}^{n}$ is a vector, which is zero on $\mathcal{D}_{\text {phy }}$ and provides an approximation to $\sum_{k=1}^{M} d_{k}^{(M)} \varphi_{k}^{n}$ on $\mathcal{D}_{\text {PML }}$, where

$$
\left(\frac{1}{S_{x}^{2}} \partial_{x}^{2}-\frac{S_{x}^{\prime}}{S_{x}^{3}} \partial_{x}+\frac{1}{S_{y}^{2}} \partial_{y}^{2}-\frac{S_{y}^{\prime}}{S_{y}^{3}} \partial_{y}-d_{k}^{(M)}\right) \varphi_{k}^{n}=u^{n}, \quad(x, y) \in \mathcal{D}_{\mathrm{PML}}
$$

We prove now a proposition which is useful in practice, regarding the "diagonalization of the scheme", leading to an efficient implementation (see Proposition 91).

Proposition 10 The scheme (57) can be analytically rewritten in the form:

$$
\begin{equation*}
\left(\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathbb{Z}} v_{\alpha} \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n}-\mathrm{i} \Delta t \boldsymbol{F}_{h}^{n}, \tag{58}
\end{equation*}
$$

where $\Lambda_{h}^{\left(\alpha, k_{T}\right)}$ is a diagonal matrix with $N^{2}-N_{\text {Phy }}^{2}$ eigenvalues $\sum_{k=0}^{M} a_{k}^{(M)}$, and, for $1 \leqslant l_{x} \leqslant N_{P h y}$, $1 \leqslant l_{y} \leqslant N_{\text {Phy }}$, such that

$$
\zeta_{h}^{\left(l_{x}, l_{y} ; k_{T}\right)}=\left(\Pi_{p=1}^{k_{T}} \nu_{h}^{\left(l_{x}, l_{y} ; p\right)}\right)^{-1}
$$

Moreover, this scheme is unconditionally $\ell^{2}$-stable.
Proof. Let us first notice that the matrix $\boldsymbol{C}_{h}^{\alpha} \in \mathbb{R}^{N^{2} \times N^{2}}$ is block diagonal
where $\boldsymbol{I}_{\mathrm{PML}}{ }^{(S)} \in \mathbb{R}^{N N_{\mathrm{PML}}(S)} \times N N_{\mathrm{PML}}(W), \boldsymbol{I}_{\mathrm{PML}}{ }^{(N)} \in \mathbb{R}^{N N_{\mathrm{PML}}(N)} \times N N_{\mathrm{PML}}(N)$ and $\mathbf{0}_{\mathrm{PML}}(S, W, E) \in \mathbb{R}^{N \times N N_{\mathrm{PML}}(S, W, E)}$. The matrix $\boldsymbol{A}_{h}^{\alpha}$ reads

$$
\boldsymbol{A}_{h}^{\alpha}=\left(\begin{array}{ccc}
\sum_{k=0}^{M} a_{k}^{(M)} \mathbf{I}_{\mathrm{PML}}{ }^{(W W)} & \mathbf{0}_{\mathrm{Phy}}^{T}{ }^{(W)} & \mathbf{0}_{\mathrm{PML}}{ }^{(E W)} \\
\mathbf{0}_{\mathrm{Phy}}{ }^{(W)} & \widetilde{\mathbb{A}}_{\mathrm{Phy}}^{\alpha} & \mathbf{0}_{\mathrm{Phy}^{(E)}}^{T} \\
\mathbf{0}_{\mathrm{PML}}{ }^{(E W)} & \mathbf{0}_{\mathrm{Phy}}{ }^{(E)} & \sum_{k=0}^{M} a_{k}^{(M)} \mathbf{I}_{\mathrm{PML}}{ }^{(E E)}
\end{array}\right) \in \mathbb{R}^{N^{2} \times N^{2}},
$$

where $\widetilde{\mathbb{A}}_{h} \in \mathbb{R}^{N_{\text {Phy }} \times N_{\text {Phy }}}$ is the matrix $\mathbb{A}_{h} \in \mathbb{R}^{N^{2} \times N^{2}}$ restricted to $\mathcal{D}_{\text {Phy }}$, and $\mathbf{I}_{\text {PML }}{ }^{(W W)}$ is the identity matrix in $\mathbb{R}^{N_{\mathrm{PML}}(W)} \times N_{\mathrm{PML}}(W), \mathbf{I}_{\mathrm{PML}}\left({ }^{(E E)}\right.$ is the identity matrix in $\mathbb{R}^{N_{\mathrm{PML}}(E) \times N_{\mathrm{PML}}(E)}$, and $\mathbf{0}_{\mathrm{Phy}}(W)$ is the null matrix in $\mathbb{R}^{N_{\mathrm{Phy}} \times N_{\mathrm{PML}}(W)}, \mathbf{0}_{\mathrm{Phy}}{ }^{(E)}$ is the null matrix in $\mathbb{R}^{N_{\mathrm{PML}}(E)} \times N_{\mathrm{Phy}}$. Finally, we obtain

$$
\begin{equation*}
\left(\mathbf{I}_{h}+\Delta t \sum_{\alpha \in \mathfrak{Z}} v_{\alpha} \boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}\right) \boldsymbol{u}_{h}^{n+1}=\boldsymbol{u}_{h}^{n}-\mathrm{i} \Delta t \boldsymbol{F}_{h}^{n}, \tag{59}
\end{equation*}
$$

where now

$$
\boldsymbol{\Lambda}_{h}^{(\alpha, k)}=\left(\begin{array}{ccc}
\sum_{k=0}^{M} a_{k}^{(M)} \mathbf{I}_{\mathrm{PML}^{(S)}} & \mathbf{0}_{\mathrm{PML}^{(S)}} & \mathbf{0}_{\mathrm{PML}^{(S)}} \\
\mathbf{0}_{\mathrm{Phy}} & \tilde{\boldsymbol{\Lambda}}_{\mathrm{Phy}}^{(\alpha, k)} & \mathbf{0}_{\mathrm{Phy}} \\
\mathbf{0}_{\mathrm{PML}^{(N)}} & \mathbf{0}_{\mathrm{PML}^{(N)}} \sum_{k=0}^{M} a_{k}^{(M)} \mathbf{I}_{\mathrm{PML}^{(N)}}
\end{array}\right) \in \mathbb{R}^{N^{2} \times N^{2}},
$$

and $\widetilde{\boldsymbol{\Lambda}}_{h}^{\left(\alpha, k_{T}\right)}$ is a diagonal matrix with $N^{2}-N_{\text {Phy }}^{2}$ eigenvalues $\sum_{k=0}^{M} a_{k}^{(M)}$ (corresponding to the regions $\left.\mathcal{D}_{\text {PML }}(W, E)\right)$, such that, for $1 \leqslant l_{x} \leqslant N_{\text {Phy }}, 1 \leqslant l_{y} \leqslant N_{\text {Phy }}$, we have

$$
\zeta_{h}^{\left(l_{x}, l_{y} ; k_{T}\right)}=\left(\Pi_{p=1}^{k_{T}} \nu_{h}^{\left(l_{x}, l_{y} ; p\right)}\right)^{-1}
$$

The matrix $\boldsymbol{P}_{h}$ is defined as

$$
\boldsymbol{P}_{h}=\left(\begin{array}{ccc}
\mathbf{I}_{\mathrm{P}_{1}(S)} & \widetilde{\mathbf{0}}_{\mathrm{PML}}^{T} & \mathbf{0}_{\mathrm{PML}}^{T} \\
\widetilde{\mathbf{0}}_{\mathrm{PML}^{(N S)}} & \widetilde{\boldsymbol{P}}_{h} & \mathbf{0}_{\mathrm{PML}}^{T} \\
\mathbf{0}_{\mathrm{PML}^{(N S)}}^{T} & \mathbf{0}_{\mathrm{PML}^{(N)}} & \mathbf{I}_{\mathrm{PML}^{(N)}},
\end{array}\right) \in \mathbb{R}^{N^{2} \times N^{2}}
$$

and is such that

$$
\boldsymbol{A}_{h}^{\alpha}=\boldsymbol{P}_{h} \boldsymbol{\Lambda}_{h}^{\left(\alpha, k_{T}\right)} \boldsymbol{P}_{h}^{-1}, \quad \tilde{\boldsymbol{A}}_{h}^{\alpha}=\widetilde{\boldsymbol{P}}_{h} \widetilde{\boldsymbol{\Lambda}}_{h}^{\left(\alpha, k_{T}\right)} \widetilde{\boldsymbol{P}}_{h}^{-1} .
$$

In the above equations, we set $\widetilde{\mathbf{0}}_{\mathrm{PML}}{ }^{(S)}$ as the null matrix in $\mathbb{R}^{N^{2} \times N N_{\mathrm{PML}}(S)}, \widetilde{\mathbf{0}}_{\mathrm{PML}}{ }^{(N)}$ is the zero matrix in $\mathbb{R}^{N N_{\mathrm{PML}}(N) \times N^{2}}$, and $\widetilde{\mathbf{0}}_{\mathrm{PML}} \mathrm{P}^{(N S)}$ is the null matrix in $\mathbb{R}^{N N_{\mathrm{PM}}{ }^{(N)} \times N N_{\mathrm{PML}}(S)}$. All the eigenvalues of $\boldsymbol{\Lambda}_{h}^{(\alpha, k)}$ are positive, implying that the implicit scheme is $\ell^{2}$-stable for any $\Delta t$, concluding hence the proof.

As in the one-dimensional case, the $\ell^{2}$-stability analysis can easily be established from 59) for complex sequences $\left\{v_{\alpha}\right\}_{\alpha}$ thanks to the explicit knowledge to the eigenvalues of $\boldsymbol{A}_{h}^{\alpha}$, while the real case is trivial.

To illustrate the approach, we fix the following initial boundary-value problem (for $\alpha=1 / 2$ ), with homogeneous Dirichlet boundary conditions

$$
\begin{cases}\mathrm{i} \partial_{t} u(t, x, y)+\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2} u(t, x, y) / 10 & =0, \quad(t, x, y) \in[0, T] \times \mathcal{D},  \tag{60}\\ u(t=0, x, y) & =e^{-\left((x-13 / 4)^{2}+y^{2}\right) / 2+5 \mathrm{i} x}, \quad(x, y) \in \mathcal{D}, \\ u\left(t, \pm L_{x}, y\right) & =0, t \in[0, T] \\ u\left(t, x, \pm L_{y}\right) & =0, t \in[0, T]\end{cases}
$$

The computational domain is $\mathcal{D}=[-4.8,4.8]^{2}$ and the final time is $T=4$. Following our strategy, the modified fractional linear equation with PML consists in approximating $(-\triangle)^{1 / 2}$ as in (17). In this example, we take $S_{x, y}(\cdot)=1+10^{-2} e^{\mathrm{i} \theta} \widetilde{\sigma}(\cdot)$ in 16 , even if more optimized profiles could be used. We apply a Crank-Nicolson scheme in time to solve the corresponding IBVP (60). The real space grid involves $N_{x} \times N_{y}=51^{2}$ points and the time discretization is $\Delta t=5 \times 10^{-2}$. We report in Fig. 10 the amplitude of the initial data, of the solution with homogeneous Dirichlet boundary conditions (without PML), the reference solution (computed on a larger domain) and the PML-based solution, excluding the PML region. In this case, we consider a quadratic absorbing profile (Type II) $\sigma(\nu)=\sigma_{0}(\nu+\delta)^{2}[4$, setting $\sigma_{0}=5 \times 10^{-3}, \theta=2 \pi / 7$, and $\delta_{\nu}=0.15 L_{\nu}$. From the simulation, we can see that only some small reflections occur in the physical domain.


Fig. 10 (Top-left) Amplitude of the initial data, (Top-right) periodic solution, (Bottom-left) reference solution and (Bottom-right) of the PML solution (with Type II profile).

## 4 Conclusion

In this paper, we introduced and explored several computational methods for solving fractional Laplacian equations, including fractional Schrödinger equations. Two main methodologies were proposed. The first one is a pseudospectral method based on discrete Fourier transforms with periodic boundary conditions coupled with PMLs. The latter were approximated by using Padé's approximants as well as finitedifference methods in the absorbing layers. Alternatively, a finite-difference methodology combined with i) a differential equation solver for computing power of matrices, as well as ii) PMLs was then proposed for solving fractional equations with homogeneous Dirichlet boundary conditions. A basic mathematical analysis has been developed and numerical experiments illustrating the accuracy and efficiency of these methods were reported. In future works, we plan to implement these methods in high-dimension and to address realistic physical problems. Finally, the optimization of the PML parameters for fractional PDEs needs to be further investigated.
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## A Padé approximant-based PML

In the following, we detail the procedure for deriving PMLs by using Padé's approximants with $\alpha=p / 2^{k}, k \in \mathbb{N}^{*}$ and $p \in \mathbb{N}^{*}$.
Case $\alpha=1 / 2^{k}, k \in \mathbb{N}^{*}$. The idea developed for $\alpha=1 / 2$ can easily be extended to coefficients of the form $1 / 2^{k}$. We can iteratively repeat the process described above, by simply using

$$
\begin{gathered}
\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2^{k}}=\sqrt{\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2^{k-1}}} \\
\mathrm{Op}\left(\sqrt{\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2^{k}}\right)}\right) \approx \mathrm{Op}\left(\sum_{k=0}^{M} a_{k}^{(M)}-\sum_{k=1}^{M} \frac{a_{k}^{(M)} d_{k}^{(M)}}{\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{1 / 2^{k-1}}\right)+d_{k}^{(M)}}\right) .
\end{gathered}
$$

This leads to long calculations, which however have to be done once for all for any given $\alpha=1 / 2^{k}$ for $k \in \mathbb{N}^{*}$.
Case $\alpha \in \mathbb{N}^{*} / 2^{k}, k \in \mathbb{N}^{*}$. We extend the above ideas to rational numbers $\alpha$ in the form $p / 2^{k}$, for $p \in \mathbb{N}^{*}$. In fact, thanks to the above discussion, we simply need to detail the case $\alpha=p / 2$, for $p \in \mathbb{N}^{*}$. Although the expressions look quite complex, in practice simplifications and approximations are possible

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathbb{R}} v_{\alpha}(x, y)(-\triangle)^{\alpha} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathbb{R}^{2}  \tag{61}\\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathbb{R}^{2}
\end{array}\right.
$$

In the above system, we assume that $\left\{v_{\alpha}\right\}_{\alpha \in \mathfrak{Z}}$ designates some smooth real- or purely complex-valued functions and that $\mathfrak{I}$ is a finite set of strictly positive numbers in $\mathbb{N}^{*} / 2$. We then consider the corresponding IBVP

$$
\left\{\begin{array}{l}
\mathrm{i} \partial_{t} u(t, x, y)+\sum_{\alpha \in \mathfrak{K}} v_{\alpha}(x, y)\left(-\triangle_{\mathrm{PML}}\right)^{\alpha} u(t, x, y)=0, \quad(t, x, y) \in[0, T] \times \mathcal{D}  \tag{62}\\
u(t=0, x, y)=u_{0}(x, y), \quad(x, y) \in \mathcal{D} \\
u\left(t, \pm L_{x}, y\right)=u\left(t, \mp L_{x}, y\right), u\left(t, x, \pm L_{y}\right)=u\left(t, x, \mp L_{y}\right), t \in[0, T]
\end{array}\right.
$$

We can formally rewrite the symbol of $\left(-\triangle_{\mathrm{PML}}\right)^{\alpha}$ [1] as

$$
\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{p / 2}\right)=\sigma\left({\sqrt{-\triangle_{\mathrm{PML}}}}^{p}\right)=\sigma\left(\sqrt{-\triangle_{\mathrm{PML}}}\right) \# \sigma\left(\sqrt{-\triangle_{\mathrm{PML}}}\right) \cdots \# \sigma\left(\sqrt{-\triangle_{\mathrm{PML}}}\right)
$$

where we recall that
Proposition 11 [1] For two pseudodifferential operators $A$ and $B$ with $C^{\infty}{ }_{-}$-coefficients, $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ with $|\alpha|=\alpha_{1}+\alpha_{2}$ and $\alpha!=\alpha_{1}!\alpha_{2}!$, the symbol to the composed operator $A B$ is given by

$$
\sigma(A B)=\sigma(A) \# \sigma(B) \sim \sum_{|\alpha|=0}^{\infty} \frac{(-\mathrm{i})^{|\alpha|}}{\alpha!} \partial_{x}^{\alpha_{1}} \partial_{y}^{\alpha_{2}} \sigma(A) \partial_{\xi_{x}}^{\alpha_{1}} \partial_{\xi_{y}}^{\alpha_{2}} \sigma(B)
$$

From a practical point of view, the computation of these symbols and the approximation of the corresponding operators can be complex. Instead, we can proceed as follows:

- If $p \in 2 \mathbb{N}^{*}$, and denoting $q=p / 2 \in \mathbb{N}^{*}$, then the corresponding differential operator simply reads

$$
\left(-\triangle_{\mathrm{PML}}\right)^{p / 2}=\operatorname{Op}\left(\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}+\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}\right)^{q}\right)
$$

and can easily be analytically computed and numerically approximated, as a standard differential operator.

- If $p \in 2 \mathbb{N}+1$, with $p=2 q+1$ and $q \in \mathbb{N}$, then we rewrite

$$
\begin{aligned}
\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{p / 2}\right) & =\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{q} \sqrt{-\triangle_{\mathrm{PML}}}\right) \\
& =\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{q}\right) \# \sigma\left(\sqrt{-\triangle_{\mathrm{PML}}}\right) \\
& =\sum_{|\beta|=0}^{\infty} \frac{(-\mathrm{i})^{|\beta|}}{\beta!} \partial_{x}^{\beta_{1}} \partial_{y}^{\beta_{2}} \sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{q}\right) \partial_{\xi_{x}}^{\beta_{1}} \partial_{\xi_{y}}^{\beta_{2}} \sigma\left(\sqrt{-\triangle_{\mathrm{PML}}}\right),
\end{aligned}
$$

where $\beta=\left(\beta_{1}, \beta_{2}\right) \in \mathbb{N}^{2}$ denotes a 2-index. Regarding $\sigma\left(\sqrt{-\triangle_{\mathrm{PML}}}\right)$, we use Padé's approximants, so that

$$
\begin{aligned}
\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)^{q+1 / 2}\right) \approx & \sum_{|\beta|=0}^{\infty} \frac{(-\mathrm{i})^{|\beta|}}{\beta!} \partial_{x}^{\beta_{1}} \partial_{y}^{\beta_{2}}\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}-\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}-\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}\right)^{q} \\
& \times \partial_{\xi_{x}}^{\beta_{1}} \partial_{\xi_{y}}^{\beta_{2}}\left(\sum_{k=0}^{M} a_{k}^{(M)}-\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}\right.\right. \\
& \left.\left.+\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}+d_{k}^{(M)}\right)^{-1}\right)
\end{aligned}
$$

From a practical point of view, we define

$$
\sigma\left(\left(-\triangle_{\mathrm{PML}}\right)_{m}^{q+1 / 2}\right):=\sum_{|\beta|=0}^{m} \lambda_{\beta}^{(m)}\left(x, y, \xi_{x}, \xi_{y}\right)
$$

where

$$
\begin{aligned}
\lambda_{\beta}^{(m)}:= & \partial_{x}^{\beta_{1}} \partial_{y}^{\beta_{2}}\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}-\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}-\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}\right)^{q} \\
& \times \partial_{\xi_{x}}^{\beta_{1}} \partial_{\xi_{y}}^{\beta_{2}}\left(\sum_{k=0}^{M} a_{k}^{(M)}-\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}\right.\right. \\
& \left.\left.+\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}+d_{k}^{(M)}\right)^{-1}\right) .
\end{aligned}
$$

Tedious computations allow for an explicit expression of $\left\{\lambda_{\beta}^{(m)}\right\}_{\beta}$. We get

$$
\begin{aligned}
\lambda_{(0,0)}^{(m)}= & \left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}-\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}-\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}\right)^{q} \\
& \times\left(\sum_{k=0}^{M} a_{k}^{(M)}-\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}+\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}+d_{k}^{(M)}\right)^{-1}\right) .
\end{aligned}
$$

Next, we obtain

$$
\begin{aligned}
\lambda_{(1,0)}^{(m)}= & -q\left(\partial_{x}\left(\frac{1}{S_{x}^{2}}\right)\left|\xi_{x}\right|^{2}-\mathrm{i} \partial_{x}\left(\frac{S_{x}^{\prime}}{S_{x}^{3}}\right) \xi_{x}\right)\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}-\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}-\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}\right)^{q-1} \\
& \times \frac{\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}} \partial_{\xi_{x}}\left|\xi_{x}\right|^{2}+\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}}\right)}{\sum_{k=0}^{M} a_{k}^{(M)}-\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}+\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}+d_{k}^{(M)}\right.},
\end{aligned}
$$

and

$$
\begin{aligned}
\lambda_{(0,1)}^{(m)}= & -q\left(\partial_{y}\left(\frac{1}{S_{y}^{2}}\right)\left|\xi_{y}\right|^{2}-\mathrm{i} \partial_{y}\left(\frac{S_{y}^{\prime}}{S_{y}^{3}}\right) \xi_{x}\right)\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}-\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}-\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}\right)^{q-1} \\
& \times \frac{\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}} \partial_{\xi_{y}}\left|\xi_{y}\right|^{2}+\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}}\right)}{\sum_{k=0}^{M} a_{k}^{(M)}-\sum_{k=1}^{M} a_{k}^{(M)} d_{k}^{(M)}\left(\frac{1}{S_{x}^{2}}\left|\xi_{x}\right|^{2}+\frac{1}{S_{y}^{2}}\left|\xi_{y}\right|^{2}+\mathrm{i} \frac{S_{x}^{\prime}}{S_{x}^{3}} \xi_{x}+\mathrm{i} \frac{S_{y}^{\prime}}{S_{y}^{3}} \xi_{y}+d_{k}^{(M)}\right.} .
\end{aligned}
$$

For $|\beta|=1$, we have to construct $\lambda_{(1,1)}^{(m)}, \lambda_{(2,0)}^{(m)}$, and $\lambda_{(0,2)}^{(m)}$.

## B Cauchy integral approximation

In this Appendix, we discuss the approximation of $A^{\alpha}$ by using the Cauchy integral representation, for $\alpha \in \mathbb{R}$ and $A \in \mathbb{R}^{N \times N}$. We recall that

$$
\begin{equation*}
A^{\alpha}=(2 \pi \mathrm{i})^{-1} A \int_{\Gamma_{A}} z^{\alpha-1}(z I-A)^{-1} d z \tag{63}
\end{equation*}
$$

where $\Gamma_{A}$ is a closed contour in the complex plane enclosing the spectrum of matrix $A$, where the latter is assumed to have its spectrum in $\mathbb{C} \backslash \mathbb{R}_{-}$. This approach can be quite inefficient if the spectrum of the matrix $A$ has a large radius. This leads to a straightforward approximation of the Cauchy integral based on a quadrature rule

$$
A_{h}^{\alpha}=(2 \pi \mathrm{i})^{-1} A \sum_{j} \Delta z_{j} \theta_{j} z_{j}^{\alpha-1}\left(z_{j} I-A\right)^{-1}
$$

where $\left\{\theta_{j}\right\}_{j}$ are interpolation weights and $\left\{z_{j}\right\}_{j} \in \Gamma_{A} \subset \mathbb{C}$ are the interpolation nodes on $\Gamma_{A}$. There are many ways to reduce the computational complexity [6, 7|2531]. Among others, we propose in 6] the following possible approach based on the use of a traditional preconditioner $M$ for the linear system. Typically, $M \approx A^{-1}$, and $M A$ has a spectrum clustering at the point $(1,0)$ in the complex plane. Thus

$$
\begin{equation*}
(M A)^{\alpha}=(2 \pi \mathrm{i})^{-1} M A \int_{\Gamma_{M A}} z^{\alpha-1}(z I-M A)^{-1} d z \tag{64}
\end{equation*}
$$

where $\ell\left(\Gamma_{M}\right) \ll \ell(\Gamma)$, $\ell$ denoting the length of a curve in the complex plan. In particular computing 64 is cheaper than 633. However, the connection between $(M A)^{\alpha}$ and $A^{\alpha}$ is not necessarily simple.

Proposition 12 Assume that $A$ is symmetric and $M$ is a preconditioner commuting with $A$. Then, we have [6]

$$
A^{\alpha}=M^{-\alpha}(M A)^{\alpha} .
$$

In other words, the polynomial preconditioning allows for an efficient computation of matrix powers.
Practically, the proposed preconditioning allows for a reduction of the length of the contour enclosing the spectrum of the precontioned matrix $M A$, as long as $M^{-\alpha}$ can be efficiently computed. We refer to 6 for additional details.
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