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Abstract: Quantum field theories in AdS generate conformal correlation functions on the
boundary, and in the limit where AdS is nearly flat one should be able to extract an S-matrix
from such correlators. We discuss a particularly simple position-space procedure to do so.
It features a direct map from boundary positions to (on-shell) momenta and thereby relates
cross ratios to Mandelstam invariants. This recipe succeeds in several examples, includes
the momentum-conserving delta functions, and can be shown to imply the two proposals
in [1] based on Mellin space and on the OPE data. Interestingly the procedure does not
always work: the Landau singularities of a Feynman diagram are shown to be part of
larger regions, to be called ‘bad regions’, where the flat-space limit of the Witten diagram
diverges. To capture these divergences we introduce the notion of Landau diagrams in
AdS. As in flat space, these describe on-shell particles propagating over large distances in
a complexified space, with a form of momentum conservation holding at each bulk vertex.
As an application we recover the anomalous threshold of the four-point triangle diagram
at the boundary of a bad region.
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1 Introduction

Consider a quantum field theory on a fixed D-dimensional Anti-de Sitter background. In
this setup, take a correlation function of local operators and push its insertion points all
the way to the conformal boundary, inserting scaling factors to obtain a finite answer.
This LSZ-like limit gives rise to what we call boundary correlation functions. If the AdS
isometries are preserved then these obey all the useful axioms of usual CFT correlation
functions: conformal invariance in D − 1 dimensions, a large domain of analyticity and a
convergent conformal block decomposition. All this is of course familar from AdS/CFT;
the only difference is that there is no stress tensor in the boundary spectrum because the
bulk metric is not dynamical.

Our main interest lies with the behavior of these boundary correlation functions in
the flat-space limit. (We will write it as R → ∞ with R the curvature radius of AdS.)
Supposing that it exists, it is a natural expectation that the S-matrix of the bulk theory
is encoded in the flat-space limit of the boundary correlation functions. This idea has a
long history, especially in the context of AdS/CFT (starting with [2–7]) where one can try
to extract string theory amplitudes from CFT correlators. Until recently comparatively
little attention has been given to the setup where the bulk theory is gapped and does
not contain gravity, but see [1, 8–16] for works in that direction. It is nevertheless an
extremely interesting subject. This is because scattering amplitudes are rather mysterious
objects with an interplay of analyticity and unitarity that appears to be at most partially
understood. But via the QFT in AdS consturction we can obtain amplitudes as a limit
of conformal correlation functions, and it is natural to expect that the well-established
properties of the latter can clarify some of the mysteries surrounding the former.

As for the precise map from correlator to amplitude there exist several proposals. Two
concrete proposals were written down in [1]: one in Mellin space and a phase shift for-
mula. In other work mention was made of a Fourier space algorithm [17]. In this work we
propose a position-space limit, which refines and generalizes the idea proposed in [18] for
AdS2. One might wonder why we need yet another formula given we already have concrete
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proposals. The main reason is because the existing proposals have their own shortcomings:
for instance, the phase shift formula has a drawback that it can only be defined in a phys-
ical kinematics and relies on averaging over the OPE data, which is sometimes difficult to
perform in practice. On the other hand, the Mellin approach involves integral transforms
of some correlators which make it hard to discuss their analytic properties at the nonper-
turbative level. In fact the existence of the Mellin-space representation of the correlators
was established only quite recently in [19] and yet, its analyticity is not fully understood.
Another, more technical issue is that there are singularities of the flat-space amplitudes
which are not well-understood in the Mellin approach. One representative example are
anomalous thresholds, which come from on-shell propagations of particles in several differ-
ent channels. Such singularities are hard to see from the Mellin approach since the poles
of the Mellin representation of the correlator are normally associated with the operator
product expansion in a single channel.

By contrast, our position-space approach has the distinguishing feature that it requires
no OPE data manipulation or integral transforms: instead the position-space correlator
becomes the S-matrix element. We propose, for example, that two-point functions |x−y|−2∆

become single-particle norms, 〈~k|~p〉 ∝ δ(D−1)(~k− ~p), that contact diagrams in AdS become
momentum-conserving delta functions, and more generally that

lim
R→∞

〈O1(x1)O2(x2) . . .On(xn)〉 = 〈~k1~k2 . . . | . . . ~kn〉 , (1.1)

with a suitable normalization of the operators. To make the above formula work a map
is needed from boundary positions to on-shell momenta, which indeed both have D − 1
components. It turns out that this map is not without i’s, and for physical kinematics
we need to move the xi to complex positions. This is maybe to be expected, since in real
Lorentizan AdS massive particles cannot reach the boundary. The precise map is given in
section 2.2. For a four-point function of identical operators it implies a relation between
cross-ratios and Mandelstam invariants as given in equation (2.31).

Another distinguishing feature of our proposal is that it fails to work in certain kine-
matic regions. Starting with the exchange diagram, which is discussed in detail in sec-
tion 3.3, we find that there are regions in the complex Mandelstam planes where the
flat-space limit of the correlation function diverges, even after stripping off the momentum-
conserving delta function, and therefore does not equal the scattering amplitude. As we
explain qualitatively in section 2, this is due to the possibility of exchanged particles going
on-shell and propagating over distances of the order of the ever-growing AdS scale.1 Such
a separation of the interaction vertices in a given diagram is of course reminisicent of flat-
space Landau diagrams which can be used to deduce the location of potential singularities
in flat-space scattering amplitudes. In AdS with finite R the infrared is regulated and

1Landau diagrams in AdS were discussed also in [20], but there are several important differences from
our work. In [20], the authors only considered trajectories of massless particles in Lorentzian AdS which
interact at a single bulk point. Such diagrams give rise to singularities of the boundary correlation functions
even before the flat-space limit is taken. On the other hand, in this paper we discuss Landau diagrams of
massive particles in a complexified AdS space that interact at widely separated bulk points and which are
responsible for singularities of the S-matrix in the flat-space limit.
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these Landau singularities do not exist, but that does not mean that they cannot spoil
the flat-space limit. To understand them better we formulate in section 4 the general AdS
Landau equations and compare them with their flat-space counterpart. We will argue that
they are indicators of singularities in the flat-space amplitude, since, it appears that every
flat-space Landau singularity is surrounded by a region in the Mandelstam planes where
the flat-space limit does not work. This would imply that the AdS Landau equations can
reproduce anomalous thresholds in the flat-space limit; to demonstrate this we include a
numerical analysis of the triangle diagram in section 4.2.

In sections 5 and 6 we compare our proposal with the Mellin space and phase shift
proposals of [1], respectively. We will find that the Mellin space proposal can be recovered
from our proposal (for Mellin-representable correlation functions) via a saddle point anal-
ysis, and can understand the divergences from the AdS Landau singularities as originating
from a contribution of Mellin poles that are picked up by moving the original integration
contour to the steepest descent contour. (Conversely, it is natural to suspect that anoma-
lous thresholds cannot appear if no poles are picked up.) Conformal blocks will really only
enter our discussion in section 6, where we will make contact with the phase shift formula
of [1] and formulate a condition on the OPE data such that the flat-space limit amplitude
obeys unitary conditions. We will also see that in that context the singularities arise from
divergent contributions of conformal blocks corresponding to “bound states” in the flat
space limit. The results in this section should be viewed as a first exploration into the
implications of the existence of an OPE for scattering amplitudes — we hope to report
more results in this direction in the near future.

2 The flat-space limit in position space

In this section, we present our conjectural position-space recipe for obtaining flat-space
scattering amplitudes from the conformal boundary correlation functions of a QFT in AdS.
In order to motivate the conjectures, we first explain how the building blocks of AdS Witten
diagrams, namely the bulk-boundary propagator and the bulk-bulk propagator, morph into
their counterparts in flat space. Our main result will be that the bulk-boundary propagator
becomes very simple in the flat-space limit and essentially reduces to a factor like eipx with
an on-shell momentum p while the bulk-bulk propagator becomes the Feynman propagator
1/(p2 +m2).

After presenting our position-space formulas, we discuss briefly its physical implications
including a direct relation between the conformal cross ratios and the Mandelstam variables.
We also give a heuristic argument on why such a formula may fail to work in certain
kinematic regions. Understanding the details of why and how the formula fails is the main
subject of the rest of this paper and that is what will lead us to propose the AdS analogue
of Landau diagrams in section 4.

2.1 Motivating the conjecture

To motivate the conjecture, let us consider the flat-space limit of the bulk-boundary and
bulk-bulk propagators.

– 3 –
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2.1.1 Bulk-boundary propagator

We follow the conventions of [6]. This means that we will describe Euclidean AdSd+1 using
embedding space coordinates X living in d+ 2 dimensional Minkowski space which obey:

−(X0)2 +
∑
i

(Xi)2 = −R2, X0 > 0

and points on the conformal boundary of AdS are labeled by d + 2 dimensional points P
on the projective null cone:

− (P 0)2 +
∑
i

(P i)2 = 0, P ∼ λP (λ ∈ R∗) (2.1)

We can resolve the constraints and ‘gauge fix’ as follows:

X =
(
R cosh

(
ρ

R

)
, R sinh

(
ρ

R

)
nX

)
,

P = (1, nP ),

Where we introduced our choice of local coordinates for AdSd+1: a radial coordinate ρ and
a d+ 1 dimensional unit norm vector nµ which obeys nµnνδµν = 1. The metric reads:

ds2 = dρ2 +R2 sinh2
(
ρ

R

)
dΩ2

d, (2.2)

and therefore the flat-space limit in these coordinates is very simple: we just send R→∞
holding all of the coordinates fixed. The standard Euclidean coordinate x is then:

x = ρnX .

Now consider the bulk-boundary propagator. It reads:

GB∂(X,P ) = C∆
R(d−1)/2(−2P ·X/R)∆

= C∆
2∆R(d−1)/2 e

−∆ log(−P ·X/R) (2.3)

where

C∆ = Γ(∆)
2πhΓ(∆− h+ 1) , h = d

2 , ∆(∆− d) = m2R2.

Substituting
− P ·X/R = cosh

(
ρ

R

)
− sinh

(
ρ

R

)
nP · nX (2.4)

straightforwardly yields that

GB∂(X,P )
R→∞
−−−→ mh−1

2mR+1πhR1/2 e
mnP ·x. (2.5)
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Figure 1. Analytic continuation of the boundary points. We start from a CFT on Sd and
analytically continue the insertion points of operators to complex values in order to recover the
flat-space S-matrix. Geometrically this corresponds to going from a sphere to a hyperboloid.

This can be compared this with an external leg in a flat-space Feynman diagram, which
would simply read

1√
Z
eiηµνk

µyν . (2.6)

with kµ an on-shell Lorentzian momentum (so k2 = −m2), yν a Lorentzian position,
ηµν = diag(− + + . . .+), and, because we work in conventions where all momenta are
ingoing, k0 > 0 or k0 < 0 for an ingoing or outgoing momentum, respectively.

Clearly we find the normalization factor

1√
Z

= C∆
2∆R(d−1)/2

R→∞
−−−→ mh−1

2mR+1πhR1/2 , (2.7)

whereas the exponents are matched as follows. First we recognize that (2.5) was derived
with a Euclidean signature bulk metric, so the contraction nP ·x is really equal to δµνnµPxν ,
and similarly δµνn

µ
pn

ν
p = 1. On the other hand (2.6) requires Lorentzian signature, so

if we write yµ = (y0, y) and xµ = (x0, x) then the standard bulk analytic continuation
dictates that2

y0 = −ix0 , y = x , (2.8)

and therefore a match can be obtained if the boundary points do something entirely differ-
ent, namely we need to set

n0
p = −k0/m np = ik/m . (2.9)

We conclude that physical S-matrix momenta correspond to complex boundary positions!
More precisely, the above equation shows that if we start from real boundary coordinates
in Euclidean signature (so real nµp ), then we need to continue the spacelike components np
to purely imaginary values, whereas the zero-component remains real but obeys |n0

p| > 1
because |k0| > m. Pictorially this corresponds to analytically continue the boundary
sphere to a hyperboloid, see figure 1. Alternatively, supposing we start from real boundary

2There is no real freedom here: the bulk point x is integrated over and should be continued in accordance
with the desired Wick rotation.
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coordinates in Lorentzian signature, which according to the bulk analytic continuation (2.8)
corresponds to real np but purely imaginary n0

p, then we find that we need to continue all
the components to purely imaginary values. We should also note that these continuations
always respect 1 = δµνn

µ
pn

ν
p = −ηµνkµkν/m2, so we are automatically on the mass shell.

The analytic continuation will be discussed in more detail below.

2.1.2 Bulk-bulk propagator

Next we consider the bulk-bulk propagator GBB(X1, X2). Its defining equation reads

(�g −∆(∆− d))GBB(X1, X2) = 1
√
g
δ(d+1)(X1 −X2) . (2.10)

For the computations that are to follow it turns out that the most convenient solution is
the split representation of [6] where3

GBB(X1, X2) =
ˆ i∞

−i∞

dc

2πi
2c2

c2 − (∆− h)2

ˆ
∂AdS

dQ
R1−d Ch+c Ch−c

(−2Q ·X1/R)h+c(−2Q ·X2/R)h−c .

(2.11)

In the large R limit we send ∆ → ∞ but we have to give some thought to the scaling of
X1 and X2. In the spherical AdS coordinates introduced above we have

X1 =
(
R cosh

(
ρ1
R

)
, R sinh

(
ρ1
R

)
nX1

)
,

X2 =
(
R cosh

(
ρ2
R

)
, R sinh

(
ρ2
R

)
nX2

)
,

Q = (1, nQ).

and the integration measure dQ is the usual one on the d-dimensional sphere. In the
flat-space limit we keep ρ fixed as we send R→∞. The substitution

c ≡ iKR, K ∈ R (2.12)

yields
1

(∆− h)2 − c2 → 1
R2

1
m2 +K2 (2.13)

with ∆(∆ − d) = m2R2 as before, and with the appropriate large R limits of the other
building blocks we find that

GBB(X1, X2)→
ˆ ∞

0

KddK

(2π)d+1

ˆ
dΩd

eiK(ρ1nQ·nX1−ρ2nQ·nX2)
m2 +K2

=
ˆ

dd+1k

(2π)d+1
eik·(x1−x2)

m2 + k2 , (2.14)

3The solutions can also be written as GBB(X1, X2) = R1−dC∆
u∆ 2F1 (∆,∆− d/2 + 1, 2∆− d+ 1;−4/u)

with u = (X1 −X2)2/R2. In this case the two limits discussed later in this section yield, respectively, the
familiar Bessel function expression for the position-space Klein-Gordon propagator and an expression which
is familiar from the large ∆ limit of a one-dimensional conformal block.
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(a) (X1 −X2)2 � R2 (b) (X1 −X2)2 ∼ R2

Figure 2. Two different limits of the bulk-bulk propagator. (a) If the two bulk points are close to
each other (X1 −X2)2 � R2, the large R limit gives a propagator in flat space. (b) If the two bulk
points are kept apart, the limit is described by a geodesic in AdS which connects the two points. In
this case, the propagator falls off exponentially e−∆d(X1,X2) where d(X1, X2) is a geodesic distance
between the two points.

where the integral over the AdS boundary coordinate Q simply becomes an integral over
a d-dimensional unit sphere, and we have made the identification KnµQ → kµ. Notice that
we get the right answer on the nose: unlike the bulk-boundary propagator there are no
relative factors of i or normalization issues. See also figure 2(a).

In the above flat-space limit, we implicitly assumed that the two bulk points are close
to each other, (X1 − X2)2 � R2. Although this would be appropriate for the flat-space
limit, there also exists a pure large ∆ limit of the propagator where the bulk points are
kept apart. To find the behavior in this limit we can close the c contour in the appropriate
right or left half plane to pick up the pole at c = ±(∆ − h). The Q integral can then be
done via a saddle point approximation (which is easy after choosing a specific frame) and
results in

GBB(X1, X2)→ exp(−∆ρ̃) = exp(−∆ arccosh(−X1 ·X2/R
2)) (2.15)

up to a prefactor and other non-exponential terms in ∆ that will not matter below. Note
that what appears in the exponent is a geodesic distance between the two points X1 and
X2, so in this limit we recover a classical particle travelling along the geodesic between
these two points (see figure 2(b)).

In order for the flat-space limit to work all the interactions must take place at distances
below the AdS scale. In the integrals over the bulk vertices X1 and X2 it is therefore
essential that these large ∆ limits are always suppressed for the correlation functions that
we want to analyze. This is a nontrivial condition since the points X1 and X2 are integrated
over in a Witten diagram and in principle both limits must be included. As we see in the
subsequent sections, this large ∆ limit is precisely what sometimes obstructs us from taking
the flat-space limit in position space. For now, we proceed to present our conjectures on the
flat-space limit relegating detailed discussions about possible subtleties to subsection 2.3.

2.2 S-matrix conjecture and amplitude conjecture

Any Witten diagram is a combination of bulk-bulk and bulk-boundary propagators which
are connected at vertices to be integrated over all of AdSd+1. In the preceding section we
have seen that the flat-space limit of these building blocks (when holding the bulk coor-
dinates ρ and nµ fixed) reduces them to the corresponding flat-space expression, and in
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particular bulk-boundary propagators reduce to the usual external leg factors for position-
space Feynman diagrams after a suitable analytic continuation. It is then natural to for-
mulate the

S-matrix conjecture :

〈k̃1 . . . k̃a|S|k1 . . . kb〉
?= lim
R→∞

(√
Z
)a+b

〈O(ñ1) . . .O(ña)O(n1) . . .O(nb)〉|S-matrix

(2.16)

where the boundary correlator should be evaluated in the round metric on the boundary Sd

and analytically continued to the ‘S-matrix’ configurations which in unit vector coordinates
δµνn

µnν = δµν ñ
µñν = 1 correspond to the values

(n0, n) = (−k0, ik)/m , (2.17)

and similarly for the tilded variables, with k0 > 0 for ‘in’ and k̃0 < 0 for ‘out’ states. The
normalization factor

√
Z was given in (2.7).4

Notice that the object on the left-hand side of equation (2.16) is an S-matrix element
and therefore includes possible disconnected components as well as an overall momentum-
conserving delta function. Schematically we can write:

〈k̃1 . . . k̃a|S|k1 . . . kb〉 = (disconnected)

+ (2π)d+1i δ(d+1)

 a∑
j=1

k̃j +
b∑
i=1

ki

 T (k̃1 . . . k̃a; k1 . . . kb) (2.18)

where the scattering amplitude T (. . .) normally has no further delta-function singularities.
To obtain T (. . .) we can consider the connected correlation function which we then divide
by the contact diagram to get rid of the momentum-conserving delta function. This leads
us to the

Amplitude conjecture :

T (k̃1 . . . k̃a; k1 . . . kb)
?= lim
R→∞

〈O(ñ1) . . .O(ña)O(n1) . . .O(nb)〉conn
D(ñ1, . . . , ña, n1, . . . , nb)

∣∣∣∣
S-matrix, cons

(2.19)

with D(ñ1, . . . , ña, n1, . . . , nb) denoting the contact diagram in AdS, which is most easily
defined as the function that is a constant in Mellin space.5 Notice also that, as indicated by
the subscript, we not only continue the momenta to the S-matrix configuration as in (2.17)
but we also evaluate it on the support of the momentum-conserving delta function in (2.18).

4This is the right normalization factor when operators are normalized as 〈O|O〉 = C∆. For unit nor-
malized operators one should replace Z by Z̃ = C2

∆Z in (2.16). Notice also that in our conventions
O = O(can)/(2∆ − d) where O(can) would be the operator dual to a canonically normalized scalar field in
AdS, a common normalization convention in the holographic renormalization literature [21].

5The masses of the external particles in the contact diagram should be taken to be the physical masses
in the interacting theory.
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Validity of the conjectures. We now make two important comments on our conjec-
tures. First, precisely speaking these conjectures are valid only in certain kinematic regions.
At the level of Witten diagrams, this is basically due to the large ∆ limit of the bulk-bulk
propagator, which we discussed at the end of the last subsection. We will give a heuris-
tic explanation of why they can fail in subsection 2.3 and discuss in more detail when
the conjectures hold in the rest of this paper. Second, although here we motivated the
conjectures by the analysis of perturbative Witten diagrams, one can arrive at the same
conclusion from the conformal block expansion once one makes certain assumptions on the
OPE coefficients. We will present a first exploration in this direction in section 6 while a
more detailed analysis will be presented in an upcoming paper.

Comparison between the conjectures. Although the expressions look similar, there
is an important difference between the S-matrix conjecture in (2.16) and the amplitude
conjecture in (2.19). The former in its most general form only really makes sense for real
(on-shell) momenta, because only in that case can we make sense of various delta functions.
The latter has no such restriction and can be applied to complex values of the momenta.
Because of this feature, one might think that the amplitude conjecture is more useful in
practice. However we emphasize that being able to reproduce the momentum-conserving
delta function is not merely of academic interest but is necessary in certain situations in
order to capture the correct physics of scattering amplitudes. The best place to see this
is the scattering amplitude in integrable field theories in two dimensions. Owing to the
existence of higher conserved charges, the (higher-point) scattering amplitudes in integrable
field theories come with extra factors of delta functions, one for each pair of incoming and
outgoing momenta, ∝

∏
j δ

(2)(k̃j + kj). As we see in the next section, the momentum-
conserving delta function in general come from a certain exponentially growing piece of
the boundary CFT correlator. This suggests that the higher-point correlation functions
in integrable field theories in AdS2 grow much faster than the corresponding counterparts
in non-integrable field theories when we take the flat-space limit. This feature is arguably
what distinguishes integrable field theories from non-integrable field theories in AdS2. It
would be interesting to make this precise and check it in explicit examples.6

Connections to previous results. The S-matrix conjecture (2.16) would lead to an
elegant way to obtain scattering amplitudes directly from the correlation function in po-
sition space. A similar conjecture was published for AdS2 in [18], where it was claimed
that the Euclidean amplitude could be obtained as a limit of the position-space expres-
sion. The derivation in that paper however required a more involved wave-packet analysis,
and the momentum-conserving delta function was left implicit. In unrelated work, the pa-
per [1] presented both a Mellin space formula and a phase shift formula that could be used
in certain cases to extract a flat-space scattering amplitude from CFT data. A detialed
comparison with these two prescriptions will be presented in section 5 and 6, respectively.
Finally our conjectures are rather closely related to a recent proposal in [17]. Although
we do not see the need to perform any Fourier transforms as was proposed in that work,

6See recent works [15, 16, 22–26] on integrable (or solvable) theories on AdS2.
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Figure 3. A ‘cylinder with caps’ configuration discussed in [17]. We consider two Euclidean
hemispheres and connect them by a Lorentzian cylinder of length π. We then insert two operators
on the upper cap and the remaining two operator on the lower cap. The right figure shows a
configuration of operator when viewed from the bottom of the lower cap. The angle θ depicted in
the figure becomes a scattering angle in the flat-space limit.

the underlying picture is quite appealing — both to explain the complexification of the
boundary positions and to highlight potential issues with the conjectures.

2.3 Potential subtleties

We now present a heuristic explanation on why the conjectures can fail in certain kinematic
regions. For this purpose it is useful to connect our conjectures to a ‘cylinder with caps’
picture put forward in [17] (see figure 3).7 This picture involves the complexification of the
boundary positions and naturally ties the ‘real-time AdS/CFT’ prescriptions of [27, 28] to
the extraction of scattering amplitudes from conformal correlation functions. To see this,
introduce new coordinates as:

X = (R cosh(r/R) cosh(τ), R cosh(r/R) sinh(τ), R sinh(r/R)n′) (2.20)

with n′ a new unit norm vector. Next we set τ = it so we are in Lorentzian signature and
the metric becomes:

ds2 = dr2 −R2 cosh2(r/R)dt2 +R2 sinh(r/R) dΩ2
d−1 (2.21)

These are the standard global coordinates for Euclidean AdS. The map between old bound-
ary coordinates nµ and the new boundary coordinates (τ, n′) is easily found, and (2.17)
then implies that we need to set:

tanh(τ) = −k
0

m
,

n′

cosh(τ) = i
k

m
(2.22)

to obtain an S-matrix element with external momentum kµ. In terms of the Lorentzian
coordinate t this means that we can take:

in state with k0 > 0: t = −π/2 + i arccoth( k0 /m), n′ = − k

|k|

out state with k0 < 0: t = +π/2− i arccoth(|k0|/m), n′ = − k

|k|

(2.23)

7We thank João Penedones for pointing out the relevance of this picture for our formulae.
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(a) (b) (c)

Figure 4. Geodesic configurations and flat-space scattering. (a) The geodesics that describe the
flat-space scattering in the large R limit. Two particles emitted from the operators in the lower
Euclidean cap first tunnel to the Lorentzian cylinder, then scatter at the center of AdS and tunnel
back to the upper Euclidean cap. (b) The geodesics that give a dominant contribution when two
operators are close to each other. Two operators in the lower cap are directly connected by a
Euclidean geodesic, and so are the operators in the upper cap. These two geodesics can also be
connected by an exchange of some light particle (denoted by a blue dashed line). (c) The geodesics
relevant for the bulk point limit which corresponds to |k0| → ∞ in our setup. When two operators
are close to the edge of the lower cap, the dominant contribution is given by geodesics which connect
four operators in the Lorentzian cylinder.

Notice that with our in-going conventions it is entirely reasonable that n′ points in the
opposite direction of k. What is more interesting is the behavior of t: when tracing it in
the complex time plane we see that we arrive exactly at the complex time contour sketched
already in figures 1 and 2 in [27], the essential bits of which we reproduced in figure 3.
The idea is that a Lorentzian segment, now with a length in global time of exactly π, is
sandwiched between two Euclidean ‘caps’ that are responsible, via operator insertions on
their conformal boundary, for the initial and final state of the scattering event. Modulo
Fourier transforms, this is exactly the same picture as transpired from [17].

We can now use the ‘caps’ picture to explain potential subtleties of our conjectures.
To simplify the discussion we will consider a four-point function with two operators in the
upper cap and the remaining two in the lower cap as in figure 3.

AdS as a particle accelerator. As discussed previously, particles dual to CFT opera-
tors become classical in the flat space limit and travel along geodesics inside AdS. In the
present case, we have to find a geodesic in a mixed-signature spacetime since the bulk geom-
etry consists of the Euclidean part and the Lorentzian part. To understand such a geodesic,
let us start with the two operators inserted in the lower cap, see figure 4(a). The particles
emitted from these operators first need to ‘tunnel’ to the Lorentzian cylinder following the
Euclidean geodesics. In order to smoothly connect them to the Lorentzian geodesics, these
two particles must have zero velocities when they emerge into the Lorentzian cylinder from
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below. Once they appear at the bottom of the cylinder, they then start to accelerate and
approach each other owing to an attractive potential coming from the AdS curvature. In
this sense, the AdS spacetime acts like a particle accelerator. Eventually, these particles
collide at the center of AdS and scatter. Since the Compton wavelengths of these particles
(∝ 1/∆) are much smaller than the AdS radius, the scattering process must be described
by the flat-space S-matrix. The energy of the collision is detemined by how far apart the
particles were at the bottom of the cylinder; the farther they were, more they get accel-
erated. After the collision, the particles move away from each other and eventually reach
the top of the cylinder and then tunnel into the upper Euclidean cap.

Other geodesics. The discussion so far seems to support our conjectures on the flat-
space limit. There is however one important subtlety: the geodesic configuration described
above is not the only one that contributes to the four-point function. To understand this,
let us consider a limiting case in which the two operators in the lower cap are very close to
each other. In this case, we should take into account a Euclidean geodesic which directly
connects these two operators (see figure 4(b)). This latter geodesic has a smaller Euclidean
action than the one described above and therefore gives a dominant contribution.

On the other hand, if we separate the two operators in the Euclidean cap, this latter
geodesic tends to have a larger Euclidean action and therefore can be neglected. In par-
ticular, if we consider the so-called bulk-point limit [20] which in this picture corresponds
to inserting the two operators at the edge of the cap, the former geodesic becomes en-
tirely Lorentzian while the latter geodesic is Euclidean and is therefore suppressed. See
figure 4(c).

These considerations suggest that the validity of our conjectures depends on the kine-
matics. Of course, it is hard to tell just from this heuristic argument when precisely they
work. The purpose of the rest of this paper is to perform a more careful analysis and
delineate the kinematic region in which they are supposed to hold.

2.4 Conformal Mandelstam variables and kinematics

In this subsection we discuss some important aspects of the kinematical relation (2.17)
between real Lorentzian momenta and complexified boundary positions. More details and
technical derivations can be found in appendix A.

2.4.1 Conformal Mandelstam variables

Let us first say a few words about cross ratios. In terms of the spherical coordinates on
the boundary of AdS, we have

− Pi · Pj = 1− ni · nj = 1 + ki · η · kj
mimj

(2.24)

This equation immediately implies the following relation between conformal cross ratios
and momenta:

(Pi · Pj)(Pk · Pl)
(Pi · Pk)(Pj · Pl)

= (mimj + ki · η · kj)(mkml + kk · η · kl)
(mimk + ki · η · kk)(mjml + kj · η · kl)

. (2.25)
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By further imposing the momentum conservation8

∑
i

ki = 0 , (2.26)

one can rewrite the right hand side of (2.25) in terms of Mandelstam invariants.
It is instructive to work out the relation explicitly for four-point functions of identical

scalar operators. The familiar cross ratios are then:

u := P12P34
P13P24

, v := P14P23
P13P24

,
(
Pij := −2Pi · Pj

)
, (2.27)

but it will sometimes be better to use either the Dolan-Osborn variables (z, z̄) [29, 30] or
the radial coordinates (ρ, ρ̄) [31]:

u = zz̄ , v = (1− z)(1− z̄) , z = 4ρ
(1 + ρ)2 , z̄ = 4ρ̄

(1 + ρ̄)2 . (2.28)

We then get the relation9

Conformal Mandelstam variables :

s := −(k1 + k2)2 = 4m2
(

1−
√
ρρ̄

1 +
√
ρρ̄

)2

,

t := −(k1 + k4)2 = 4m2
(√

ρ+
√
ρ̄

1 +
√
ρρ̄

)2

,

ũ := −(k1 + k3)2 = −4m2
(√

ρ−
√
ρ̄

1 +
√
ρρ̄

)2

.

(2.29)

(Here we used ũ instead of the conventional notation u in order to distinguish it from
the cross ratio u.) These equations (2.29) are a new parametrization of the conformal
cross ratios of the boundary CFT correlators, chosen precisely such that they become the
Mandelstam variables of the scattering amplitudes in flat space. For AdS2 this relation
was derived previously in [18] and the result here generalizes it to arbitrary dimensions.

The above equations map the Euclidean CFT kinematics where ρ and ρ̄ are complex
conjugates to the Euclidean region where 0 < s, t, ũ < 4m2, which is the orange triangle in
the center of figure 6 shown below. To reach physical kinematics of scattering amplitudes,
or indeed any other region, some careful analytic continuations are needed and we will
discuss those below. One interesting initial observation is that the expected two-particle
branch cut at s = 4m2 is built in from the beginning: according to equation (2.29) we

8Interestingly, there always exists a conformal transformation that places the external points Pi such
that

∑
i
ki = 0 and therefore s + t + ũ = 4m2 in terms of Mandelstam invariants. This is why, in the

equations below, there are never three independent Mandelstam invariants which would be too many to
match against the two independent cross ratios.

9While preparing this paper, [32] appeared in arXiv in which a similar relation between the cross ratios
and the Mandelstam variables was discussed. It also discusses the relation between the momentum conser-
vation and the saddle-point equation, which we explain in section 3.2. As acknowledged in that paper, the
results in this paper were obtained prioir to the publication of [32].
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Figure 5. The analytic structure of the four-point function in CFT and the flat-space S-matrix.
The conformal Mandelstam variables map the branch-cut singularities of the four-point function to
a two-particle threshold of the S-matrix.

just inherit it from the branch cuts at ρ, ρ̄ = 0 that exist in any correlation function, even
before taking the flat-space limit.10 We illustrated this in figure 5. This behavior should
perhaps be contrasted with the Mellin space prescriptions: in Mellin space the idea is that
infinite sequences of poles condense into cuts and it is for example impossible to explore
other Riemann sheets before taking the flat-space limit. On the other hand, whereas our
prescription nicely yields the two-particle threshold there is no sign of any further cuts
or poles (at least on the first sheet) because conformal correlation functions are always
perfectly analytic in the Euclidean region. In section 3 and beyond we will see that this is
very much related to the subtleties already discussed in section 2.3.

2.4.2 Analytic continuations

By conformal invariance, the n-point boundary correlation functions in the flat Euclidean
boundary metric depend only on the combinations −Pi · Pj . Contact or light-cone singu-
larities arise when there are i, j such that −Pi · Pj = 0. These singularities correspond to
the end points of branch cuts of position-space CFT correlators, which extend to infinity
along the negative real axis in the complex plane of −Pi · Pj . From the last expression in
equation (2.24) we find that

i in, j out or vice versa: −Pi · Pj |S-matrix ≥ 2

i, j both in or both out: −Pi · Pj |S-matrix ≤ 0 (2.30)

with the inequalities holding by virtue of the fact that all the kµi /mi are unit norm timelike
vectors with |k0

i | ≥ mi. The second continuation precisely lands us on a branch cut. To
see how we should approach the branch cut, recall that in flat space one requires the
corresponding Mandelstam invariants like sij = −(ki + kj) · η · (ki + kj), to have a small
positive imaginary part. In terms of such variables −2mimjPi · Pj = (mi + mj)2 − sij , so
we will need to give a small negative imaginary part to −Pi · Pj when i and j are either
both ‘in’ or both ‘out’.

10This simply follows from the fact that the operator product expansion generally gives terms like (ρρ̄)∆

with ∆ being noninteger. Therefore if we view the correlator as a function of two independent parameters
ρ and ρ̄, it has a branch cut at ρ, ρ̄ = 0.
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Re t

Re s

Re ũ = 0
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s − phys
ũ − phys

t − phys

Euc

Figure 6. The Mandelstam (s, t) plane, colored according to the analytic continuation necessary
to reach each region. The main distinction is orange versus blue: in the former one should take ρ
and ρ̄ to be complex conjugates and in the latter they are real and independent. A refinement is
the dark versus light shading. In the darkest central triangles ρ and ρ̄ should be taken to live on
the first sheet, and passing to lighter shades corresponds to one or two analytic continuations of
either ρ or ρ̄ around either 0 or 1. Exactly which sheet corresponds to which region is detailed in
appendix A.

Let us return to the cross ratios for the four-point functions of identical operators. With
the iε prescription understood, it is not hard to deduce (see appendix A) that reaching
physical kinematics in the s-channel means that we should set the (ρ, ρ̄) variables to:

ρ =
√
s− 2m√
s+ 2mei(θ−2π), ρ̄ =

√
s− 2m√
s+ 2me−iθ (2.31)

where θ is the scattering angle defined through

t = 1
2(4m2 − s)(1− cos(θ)), ũ = 1

2(4m2 − s)(1 + cos(θ)) . (2.32)

The factor 2πi indicates that ρ should be evaluated on the second sheet obtained by circling
around zero in a clockwise fashion whereas ρ̄ remains on the first sheet.

We can also consider the Mandelstam plane more generally and to find the analytic
continuations in the cross ratios that are necessary to reach all its different regions. This
is done in detail in appendix A and we summarize a few essential fact in figure 6.

2.4.3 Kinematic limits

The conformal Mandelstam variables allow us to relate kinematic limits of the CFT correla-
tor to those of the scattering amplitude. Here we summarize the correspondence relegating
more details including the derivations to appendix A.
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OPE limit. Let us first analyze the s-channel OPE limit in which both ρ and ρ̄ ap-
proach zero: ρ, ρ̄ → 0. Using the conformal Mandelstam variables (2.29), we can im-
mediately see that this limit corresponds to the low-energy limit, or more precisely the
near-threshold limit

s ∼ 4m2 , t, ũ ∼ 0 . (2.33)

Regge limit. We next consider the Regge limit of the CFT correlator discussed in [20, 33–
35]. Following [35], we write the cross ratios as

u = σ2 , v = (1− σeρ)(1− σe−ρ) ' 1− 2σ cosh ρ . (2.34)

Then, to get to the Regge limit, we first analytically continue v as

v → e2πiv , (2.35)

and send σ → 0 while keeping ρ fixed. In this limit, the conformal Mandelstam variables
scale as

s ∼ 4m2
(

1− 1
cosh2 σ

2

)
, t ∼ −ũ ∼ 4m2

σ

1
cosh2 σ

2
� 1 . (2.36)

This in fact corresponds to the Regge limit of scattering amplitudes (in the t-channel). This
is of course expected from various results in the literature but the virtue of the conformal
Mandelstam variables is that it makes the relation transparent.

Bulk-point limit. Another interesting limit is the so-called bulk-point limit studied
in [20]. This limit corresponds to the following analytic continuation11 of the radial coor-
dinates ρ,

ρ = e−iπ−εeiϕ , ρ̄ = e−iπ−εe−iϕ . (2.37)

Here ε is the regularization parameter, which will be sent to 0 in the bulk-point limit. In
this limit, the conformal Mandelstam variables scale as

s→∞ , t→ −∞ , ũ→ −∞ , (2.38)

while the scattering angle θ is finite. This is a fixed-angle high energy scattering limit,
which was studied by Gross and Mende [36] in string theory.

Massless limit. Although this is not a kinematic limit, it is interesting to discuss the
massless limit m → 0. If we naively take this limit, the conformal Mandelstam vari-
ables (2.29) all vanish. In order to have finite Mandelstam variables, we need to approach
the bulk-point limit as we send m to 0. This is consistent with the results in the literature
on the flat-space limit of the massless scattering, all of which involve taking the bulk-point
limit. It would be interesting to clarify the precise relation between our proposal and those
results, in particular the position-space approach to the massless scattering discussed in [5].
We leave it for future investigations.

11Here we are following the definition of the bulk-point limit in [20]. To relate it to the analytic con-
tinuation to physical scattering kinematics discussed above (2.31), we need to perform a further Euclidean
rotation ρ→ e−πiρ and ρ̄→ eπiρ̄.
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Double lightcone limit. Finally let us briefly mention the double lightcone limit, which
corresponds to

u = ε(1− η) , v = (1− ε)η , (2.39)

with ε� η � 1. In this limit, we obtain

s ∼ 4m2(1− 2
√
ε) , t ∼ 4m2(1− 2√η) , ũ ∼ −4m2(1− 2(

√
ε+√η)) . (2.40)

To our knowledge, this limit does not correspond to a well-studied limit of scattering
amplitudes. However, given the role the double lightcone limit played in the development
of the analytic conformal bootstrap, it might be worth studying this limit in the flat-
space scattering.

3 Illustrative examples

We now test our conjectures in several simple and illustrative examples: two-point func-
tions, contact diagrams and four-point exchange diagrams. The goal of this section is
threefold. First, we explain the details of how the formula works in simple cases. Sec-
ond, we point out that the saddle-point equations for the geodesic networks in AdS can
be interpreted as the momentum conservation at each bulk vertex. We also see a natural
connection with the flat-space limit of the Mellin amplitude, which we explore more in
section 5. Third, we discuss how and when our formula stops working using the exchange
diagram as an illustrative example. In section 4 below, we combine the latter two obser-
vations and propose the AdS analogue of Landau diagrams, which delineate the kinematic
regions in which the position-space recipe for the flat-space limit gives a divergent answer.

3.1 Two-point functions

The easiest example for which we can test (2.16) is the two-point function. In our
normalization

〈O(n1)O(n2)〉 = C∆2−∆

(1− n1 · n2)∆ (3.1)

We multiple by the factor Z and use the continuation in (2.17) to move particle 1 to the
‘in’ position, so (n0

1, n1) = (−q0
1, iq1)/m and particle 2 to the ‘out’ position, which we can

write as (n0
2, n2) = (q0

2,−iq2)/m, with q0 ≥ 0 and q2 = −m2 in both cases. This yields

Z〈O(n1)O(n2)〉|S-matrix = Z C∆2−∆

(1 + q0
1q

0
2/m

2 − q1 · q2/m
2)∆

=
2∆C−1

∆ Rd−1

(−ηµν(q1 + q2)µ(q1 + q2)ν/m2)∆ (3.2)

This expression is best understood by going to a frame where q1 = (m, 0). We get

2∆C−1
∆ Rd−1(

1 +
√

1 + q2
2/m

2
)∆ (3.3)
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and we observe that for large ∆ this function starts to look like a delta function singularity,
in the sense that it becomes a positive ‘bump’ with support contracting to the point where
q2 = 0. To check that all the factors come out right we can integrate:

ˆ
ddq

2∆C−1
∆ Rd−1(

1 +
√

1 + q2/m2
)∆ = 2(2πmR)d∆Γ(∆− d)

Γ(∆)
R→∞
−−−→ 2m(2π)d (3.4)

which demonstrates that, more generally,

Z〈O(n1)O(n2)〉|S-matrix
R→∞−→ 2E1(2π)dδ(d)(q1 − q2) (3.5)

thus proving our general formula (2.16) for single-particle states.

3.2 Contact diagram and momentum conservation

For our next example we consider n-point contact diagrams, which according to our con-
jectures should give rise to the momentum-conserving delta function in the flat-space limit.
The diagram can be written as

Gc(Pi) =
ˆ
dX

n∏
i=1

GB∂(X,Pi) = 1
Rn(d−1)/2

ˆ
dX

n∏
i=1
C∆i

2−∆ie−∆i log(−Pi·X/R) . (3.6)

3.2.1 Vertex momenta and vertex Mandelstam invariants

We will analyze the Euclidean correlator for now, which means that the integral over X
is over the hyperboloid X2 = −R2 and X0 > 0. In the flat-space limit all the scaling
dimensions become large and we can use a saddle point approximation for the integral.
The relevant function to extremize is then

fc(X) = −
∑
i

∆i log(−Pi ·X/R) + λ(X2 +R2) (3.7)

with λ a Lagrange multiplier. In more detail, we define the integrals as
ˆ

AdS
dX = 2R

ˆ ∞
−∞

dd+2X θ(X0)δ(X2 +R2) = 2R
ˆ i∞

−i∞

dλ

2πi

ˆ ∞
−∞

dd+2X θ(X0)eλ(X2+R2)

(3.8)
with the factor 2R inserted so the volume element agrees with the one given by the metric
in equation (2.2). The saddle point equation becomes:∑

i

∆i
Pi

Pi ·X
− 2λX = 0 (3.9)

which we can contract with X to yield

λ = − 1
2R2

∑
i

∆i . (3.10)

and substituting this back we obtain that∑
i

∆i

(
Pi

Pi ·X/R
+X/R

)
= 0 . (3.11)
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Figure 7. Vertex momenta and their conservation. The saddle-point equation for the contact
diagram can be interpreted as the momentum conservation of ‘vertex momenta’ (denoted by κj ’s),
which are momenta of particles measured at a point where all particles meet. Since the particles
follow curved trajectories, these momenta in general do not coincide with the boundary momenta
introduced in section 2.

Now comes a crucial observation: we can interpret (3.11) as a momentum-conservation
condition at the interaction vertex in AdS. To see this, introduce κi defined as

κi := ∆i

R

(
Pi

Pi ·X/R
+X/R

)
. (3.12)

In terms of these variables, the saddle-point equation (3.11) indeed takes the form of the
momentum conservation ∑

i

κi = 0 . (3.13)

In addition, they are on-shell (in the Euclidean sense) and tangent vectors to AdS, i.e.,

κ2
i = m2

i , X · κi = 0 . (3.14)

For these reasons, we call these variables ‘vertex momenta’. Geometrically these vectors
measure the momenta of particles at the position of the interaction vertex in AdS (see
figure 7). The fact that the saddle-point equation for the geodesics coincides with the
momentum conservation was first pointed out in [37] for three-point functions. Our analysis
provides a simple generalization of that statement to higher-point functions.

It is instructive to introduce also the ‘vertex Mandelstam invariants’. If we set

σij := − ∆i∆j∑
k ∆k

Pi · Pj
(Pi ·X/R)(Pj ·X/R) = ∆i∆j∑

k ∆k

(
1− κi · κj

mimj

)
(3.15)

then the saddle point equations (3.11), contracted with Pj , can be written as:∑
j

σij = ∆i . (3.16)

Note furthermore that for n ≥ 4 the relation between the σij and the Pi is constrained via
their cross ratios,

σijσkl
σikσjl

= (Pi · Pj)(Pk · Pl)
(Pi · Pk)(Pj · Pl)

. (3.17)
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Namely the cross ratios of the vertex Mandelstam invariants coincide with the conformal
cross ratios of CFT. The previous two equations give precisely enough constraints to
completely determine the σij . The beauty of using the vertex Mandelstam variables is that
they turn the saddle-point equations, which are originally constraints on (d+2)-component
vectors, into simple algebraic equations (3.16) and (3.17) for σij . Once they are determined,
one can compute X from

Pi ·X/R = − ∆i√∑
k ∆k

√
− σjk
σijσik

(Pi · Pj)(Pi · Pk)
Pj · Pk

. (3.18)

Readers familiar with the Mellin space description of a correlator [6, 38] would im-
mediately notice an interesting similarity: if one replaces σij in (3.16) with the Mellin
variables γij , equation (3.16) coincides with the familiar constraint on γij . There is indeed
a more precise connection. In section 5 we will explain that the Mellin representation in
the flat-space limit can be evaluated via the saddle point method, and at the saddle point
the γij become equal to the σij and therefore in particular obey equation (3.17). In the
remainder of this section we will however stick to the position-space description and discuss
the explicit solutions to the saddle-point equations and their physical implications.

3.2.2 Boundary momenta vs. vertex momenta

So far, we have introduced two different notions of momenta for the CFT correlators. First
there are the boundary momenta ki that we used in section 2 to state our conjecture. In
Euclidean kinematics it is better to momentarily forget about the i’s in equation (2.17)
and set:

kµj = −∆j

R
nµPj , where Pj = (1, nPj ) . (3.19)

These momenta are on-shell, k2
j = m2

j , but it is not at all necessary for them to be conserved
since we are free to choose arbitrary values of the nP . Physically the kµj measure the
momenta of particles at the boundary of AdS, and the relative minus sign means that they
are ingoing.

A second set of momenta are the vertex momentum κi which measure the momenta of
particles at the position of the interaction vertex in AdS and were introduced in the previous
subsection. Like the boundary momenta these are also on-shell, but unlike the boundary
momenta they always satisfy the momentum conservation condition. This indicates that
the vertex and boundary momenta do not agree in general.

The discrepancy arises, of course, because the hyperbolic space is not flat and parti-
cles move along curved trajectories.12 For given Pi the saddle point equations select the
particular bulk pointX such that the particles interact at the vertex in a locally momentum-
conserving fashion. The relation between Pi and X is, especially for higher-point functions,
quite complicated, and it is therefore not always easy to determine the vertex momenta.
Nevertheless, there is a simple and beautiful relation between these two momenta if we

12The ki and κi are normalized tangent vectors to the geodesic, so the contraction with any Killing vector
field is conserved along the trajectories. But this is not relevant for the component-wise comparison in these
paragraphs.
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are in a special kinematics in which the boundary momenta ki are also conserved. To see
this, let us take a closer look at the momentum conservation condition for the boundary
momenta

∑
i ki = 0. Using (3.19), we can rewrite it into

1∑
k ∆k

∑
i

∆iPi = C := (1, 0, 0, . . .) . (3.20)

Now, for this particular choice of the boundary points, the saddle-point equation for the
vertex momenta (3.11) becomes trivial to solve: we find that X = RC does the job since
Pi · C = −1. It immediately follows that κi = (0, ki), so bulk and vertex momenta agree,
and therefore the Mandelstam invariants for the boundary momenta also coincide with the
vertex Mandelstam invariants σij .

Restricting the Pi to the support of the momentum conserving delta function would
be sufficient to extract the amplitude T (. . .) as follows from our amplitude conjecture.
That said, we should remember that important information is lost if we impose the bound-
ary momentum conservation from the outset: our S-matrix conjecture states that the
contact diagram, when suitably continued to Lorentzian signature, becomes a momentum-
conserving delta function. To verify this, we need to start with a more general configuration
in which the boundary momenta are not conserved and carefully analyze what happens if
we approach the support of the momentum-conserving delta function. This analysis turns
out to be quite complicated in general. So we will consider only n = 3 and n = 4 in
what follows.

3.2.3 General momenta, n = 3

As a warm up, let us consider the three-point function, n = 3. In this case, we can solve
the saddle point equation (3.11) even in the absence of the conservation of the boundary
momenta. Specifically we try an ansatz of the form

X/R =
∑
j

cjPj (3.21)

and the saddle point equations then determine the coefficients

c1 =
√
− P2 · P3

2(P1 · P2)(P1 · P3)
∆12|3∆13|2

∆23|1
∑
k ∆k

(3.22)

with ∆12|3 = ∆1 + ∆2 −∆3, and cyclic permutations thereof. The vertex momenta obey

σ12 = 1
2∆12|3 . (3.23)

Note that, for the three-point function, (3.23) immediately follows from the saddle-point
equation written in terms of the vertex Mandelstam variables, (3.17).

The analysis of the three-point function is certainly a simple and instructive exercise
but unfortunately there is not much more we can say, since there are no physical three-
point scattering processes and we cannot really see the emergence of the delta-function.
Thus we will not work out the details of the flat-space limit any further.
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P1

P2

P3
X

(a) ∆1 → 0

P1

P2

P3

X

(b) ∆23|1 → 0

Figure 8. Two different limits of the three-point diagram with ∆2 = ∆3.

Instead let us briefly mention two specific limits of the ∆i variables for later reference.
First we can take the limit where ∆2 = ∆3 and send ∆1 to 0. In that case c1 goes to zero,
so X becomes a linear combination of P2 and P3 which means that X lies on the geodesic
between P2 and P3 in AdS. Another possible limit is the ‘decay’ limit where we send, say
∆23|1 to zero so particle 1 can (almost) decay into particles 2 and 3. In that case c1 blows
up whereas c2 and c3 go to zero, which means that X approaches P1. These are drawn in
figure 8.

3.2.4 General momenta, n = 4

Let us now consider a more physically interesting example, the contact diagram for four
identical particles. We will do a detailed analysis and show that the momentum-conserving
delta function appears from the saddle point value of the diagram, in accordance with our
S-matrix conjecture. Let us first determine the σij by solving the algebraic equations (3.16)
and (3.17). The result is given purely in terms of the conformal cross ratios (2.28) as

σ12 = σ34 = ∆
√
u

1 +
√
u+
√
v
,

σ13 = σ24 = ∆ 1
1 +
√
u+
√
v
,

σ14 = σ23 = ∆
√
v

1 +
√
u+
√
v
.

(3.24)

One can then define corresponding vertex Mandelstam invariants via s := 4m2 − 8
∆σ12,

t := 4m2 − 8
∆σ13 and u := 4m2 − 8

∆σ14. In equation (2.29) we wrote an expression
for the conformal (or boundary) Mandelstam invariants which was valid on the support
of the momentum-conserving delta function; one can verify that it agrees precisely with
equation (3.24).

With the σij in hand we can determine X via equation (3.18). The bulk point is most
easily described as a linear combination of the boundary points as in equation (3.21). With
a little work we find that (3.18) reduces to:

Pi ·X = − R

4ci
. (3.25)
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and that
c1 = α

(P12P13P14)1/2 (3.26)

with others obtained through cyclic permutations of the indices. The common factor α is
given by

α = (P12P13P14P23P24P34)1/4

√
2
(√
P12P34 +

√
P13P24 +

√
P14P23

)1/2 . (3.27)

The on-shell value of fc(X) reads:

fc(X) = ∆
4∑
i=1

log(4ci) (3.28)

To compute the full saddle-point approximation we need to compute the determinant of
the Hessian. The second derivatives are given by:

∂2fc(X)
∂Xµ∂Xν

=
4∑
i=1

∆ Pµi P
ν
i

(Pi ·X)2 + 2ληµν = 4∆
R2

( 4∑
i=1

4ciciPµi P
ν
i − ηµν

)
∂2fc(X)
∂Xµ∂λ

= 2Xµ =
4∑
i=1

2ciPµi

∂2fc(X)
∂λ2 = 0

(3.29)

After introducing the vectors
P̃i = 2ciPi (3.30)

one uses the matrix determinant lemma for∣∣∣∣∣∣
−η +

∑
i P̃i(P̃i)T

∑
i P̃i∑

i(P̃i)T 0

∣∣∣∣∣∣ = (−1)d4 detij
[
δij − (P̃i)T P̃j −

1
4eij

]

= (−1)d 32
√
P12P13P14P23P24P34(√

P12P34 +
√
P13P24 +

√
P14P23

)3
(3.31)

where eij = 1 for all i and j. Mopping up all the other factors ultimately gives

Gc(Pi)
R→∞
−−−→R−d+322∆−d/2−6π−3d/2+1/2∆3d/2−9/2

×
(√
P12P34 +

√
P13P24 +

√
P14P23

)−2∆+3/2

(P12P13P14P23P24P34)1/4 (3.32)

As expected, this is a manifestly crossing symmetric function of the positions that also
obeys the right conformal transformation properties for a four-point function of identi-
cal operators.

Now, according to the prescription dictated by the ‘S-matrix’ conjecture (2.16), we
should obtain a momentum conserving delta function if we multiply the contact diagram
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Gc(Pi) by the normalization factor
√
Z, analytically continue to the ‘S-matrix’ configura-

tion and then take the flat-space limit. In equations this means that

Z2Gc(Pi)|S-matrix
R→∞
−−−→ i(2π)d+1δ(d+1)(k1 + k2 + k3 + k4) (3.33)

should hold, with the momenta ki related to the boundary points Pi through (3.19). In
appendix C we prove that this is indeed the case.13

3.3 Exchange diagram and geodesic networks

We now discuss the next-to-simplest Witten diagram for the four-point functions, namely
the exchange diagram. By analyzing its flat-space limit, we encounter an interesting ob-
struction against the position-space recipe for the flat-space limit. This naturally leads
us to propose the notion of Landau diagrams in AdS, which will be the subject of the
next section.

The exchange diagram is given by

Ge(Pi) =
ˆ
dXdY GB∂(X,P1)GB∂(X,P2)GBB(X,Y )GB∂(Y, P3)GB∂(Y, P4) (3.34)

We will set all the external dimensions equal ∆1 = ∆2 = ∆3 = ∆4 = ∆ and the dimension
of the exchanged particle equal to ∆b for simplicity. Using the split representation for the
bulk-bulk propagator this becomes

Ge(Pi) =
ˆ i∞

−i∞

dc

2πi
2c2

c2 − (∆b − h)2

ˆ
dQ

ˆ
dXdY

R3−3d Ch+c Ch−c
(−2Q ·X/R)h+c(−2Q · Y/R)h−c

× (C∆)4

(−2P1 ·X/R)∆(−2P2 ·X/R)∆(−2P3 · Y/R)∆(−2P4 · Y/R)∆ . (3.35)

3.3.1 Contribution from the saddle

In the flat space limit, we expect this integral to be dominated by the saddle point. After
introducing the Lagrange multipliers λQ,X,Y and θQ, the function to extremize becomes

fe(X,Y,Q, c) =− c [log(−Q ·X/R)− log(−Q · Y/R)]

−∆

 ∑
j=1,2

log(−Pj ·X/R) +
∑
j=3,4

log(−Pj · Y/R)


+ λ2

QQ + θQ(Q0 − 1) + λX(X2 +R2) + λY (Y 2 +R2) .

(3.36)

Imposing
∂fe
∂c

= ∂fe
∂Q

= ∂fe
∂λQ

= ∂fe
∂θQ

= ∂fe
∂λX

= ∂fe
∂λY

= 0 , (3.37)

13In particular, the seemingly random and certainly lengthy prefactor in equation (3.32) is essential to
reproduce the correct normalization in equation (3.33).
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we find that the two bulk points must coincide at the saddle point; namely X = Y (and
λQ = θQ = 0). The remaining saddle point equations reduce to

c
Q

Q ·X
+ ∆

∑
j=1,2

Pj
Pj ·X

− 2λXX = 0 ,

−c Q

Q ·X
+ ∆

∑
j=3,4

Pj
Pj ·X

− 2λYX = 0 .
(3.38)

Contracting these equations with X, we get

λX = − 1
2R2 (2∆ + c) , λY = − 1

2R2 (2∆− c) . (3.39)

Now, to understand the physical meaning of the saddle-point equations, it is again useful
to use the vertex momenta

κj := ∆j

R

(
Pj

Pj ·X/R
+X/R

)
, χ := c

R

(
Q

Q ·X/R
+X/R

)
. (3.40)

Here χ is a vertex momentum associated with the exchanged particle. Unlike the external
vertex momenta, it is off-shell, meaning that χ2 6= m2

b with mb := ∆b/R. In terms of these
variables, the saddle-point equation again takes the form of the momentum conservation

κ1 + κ2 + χ = 0 , κ3 + κ4 − χ = 0 . (3.41)

This in particular means that the vertex momenta of the external particles are conserved,∑
j κj = 0. Note that (3.41) matches our expectation in the flat-space limit: the momentum

conservation holds at each vertex but the internal particle is off-shell.
To determine the saddle-point values of c, Q, and X(= Y ) we can again consider

the vertex Mandelstam variables. Owing to the momentum conservation of the external
particles

∑
j κj = 0, σij ’s are given by the same expressions as the contact diagram (3.24)

and so is X. On the other hand, if we use the momentum conservation at each interaction
vertex (3.41), we obtain alternative expressions

c2 = 4∆2 − 8∆σ12 = 4∆2 − 8∆σ34 . (3.42)

With (3.24) this yields14

c2 = 4∆2−
√
P12P34 +

√
P13P24 +

√
P14P23√

P12P34 +
√
P13P24 +

√
P14P23

. (3.43)

In terms of the vertex momenta, or in terms of the boundary momenta on the support of
the momentum-conserving delta function, this expression is actually much simpler:

c2 = R2s , (3.44)
14The sign of c is arbitrary, since the equations are invariant under c→ −c and Q→ X +Q/(2Q ·X).
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with s the conformal Mandelstam variable (2.29). This is simply a manifestation of the
fact that c2 measures the energy of the exchanged particle. We can then determine Q
solving (3.38). The result reads

Q ∝ λY
∑
j=1,2

cjPj − λX
∑
k=3,4

ckPk , (3.45)

where cj ’s are given by (3.26) and λX,Y given by (3.39). Not written is an unimportant
proportionality factor that fixes the gauge Q0 = 1.

With X = Y it is immediate that the on-shell value of fe coincides with that of the
contact diagram, so we find again that

fe = ∆
4∑
i=1

log(4ci) . (3.46)

As is the case with the contact diagram, we also need the one-loop fluctuation around the
saddle point to reproduce the correct flat-space limit. It turns out that the computation
is most efficiently done if we first perform integration of X, Y and Q exactly and then
compute the fluctuation around the saddle point of c (3.43). Relegating the details to
appendix D, here we display the final result

Ge(Pi)
R→∞
−−−→ Gc(Pi)|R→∞ ×

R2

∆2
b − c2 , (3.47)

where the first factor Gc(Pi)|R→∞ is the flat-space limit of the contact diagram (3.32).
Thus, once we multiply Ge(Pi) with the normalization factors

√
Z and perform the analytic

continuation, we recover the result for the exchange diagram in the flat-space limit including
the momentum conserving delta function:

Z2Ge(Pi)
∣∣∣
S-matrix

R→∞
−−−→ i(2π)d+1δ(d+1)(k1 + k2 + k3 + k4) 1

(k1 + k2)2 +m2 . (3.48)

3.3.2 Contribution from the pole

We have seen above that the contribution from the saddle point beautifully reproduces the
flat-space limit of the exchange diagram. There is however one subtlety in the argument
above: initially the contour of integration of c is placed along the imaginary axis. In order
to evaluate the integral using the saddle-point approximation, we need to shift the contour
so that it goes through the saddle point given by (3.44). Upon doing so, the contour
sometimes crosses poles in the integrand of (3.35), namely the poles at c = ±(∆b − h).
When this happens, the full contribution in the large R limit is given by a sum of two terms,
the saddle-point contribution determined above, and the contribution from the residue of
the pole (see figure 9).

Let us for now discuss the contribution from the pole in the right half plane, c = ∆b−h.
Evaluating the integral (3.35) at the pole we get

Ge(Pi)|pole = (h−∆b)
ˆ
dQ

ˆ
dXdY

R3−3d C∆b
Cd−∆b

(−2Q ·X/R)∆b(−2Q · Y/R)d−∆b

× (C∆)4

(−2P1 ·X/R)∆(−2P2 ·X/R)∆(−2P3 · Y/R)∆(−2P4 · Y/R)∆ .

(3.49)
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Figure 9. The contributions from the saddle point and the pole for the exchange diagram. To
evaluate the exchange diagram using the saddle-point approximation of the c-integral, we need to
deform the original contour (the red dashed line) to a steepest descent contour (the solid red line)
that goes through the saddle point (the blue dot). Upon doing so, the contour sometimes needs
to cross the poles of the integrand and this produces an additional contribution. Physically, the
contribution from the saddle-point corresponds to a scattering process in which the four-particles
meet at a point while the contribution from the pole corresponds to a geodesic network. The former
is related to a flat-space S-matrix while the latter is not.

To analyze the rest of the integral, we can again use the saddle-point approximation. This is
a safe manipulation since the integrand is not singular (for generic Pj ’s). Now the function
to extremize is

fe,pole(X,Y,Q) =−∆b [log(−Q ·X/R)− log(−Q · Y/R)]

−∆

 ∑
j=1,2

log(−Pj ·X/R) +
∑
j=3,4

log(−Pj · Y/R)


+ λQQ

2 + θQ(Q0 − 1) + λX(X2 +R2) + λY (Y 2 +R2) .

(3.50)

Since the integration variable c in (3.36) is replaced by a fixed number ∆b, the saddle-point
equations do not set the two bulk points to be coincident, so generically X 6= Y . Instead
we obtain

∆b
Q

Q ·X
+ ∆

∑
j=1,2

Pj
Pj ·X

− 2λXX = 0 ,

−∆b
Q

Q · Y
+ ∆

∑
j=3,4

Pj
Pj · Y

− 2λY Y = 0 ,

−∆b
X

Q ·X
+ ∆b

Y

Q · Y
+ 2λQQ = 0 , (3.51)
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Figure 10. Geodesic network. The contribution from the pole c = ∆b corresponds to a network of
geodesics in which the conservation of momenta holds at each vertex. Here χ1,2 are internal vertex
momenta while κj ’s are external vertex momenta.

where λX,Y are given by

λX = − 1
2R2 (2∆ + ∆b) , λY = − 1

2R2 (2∆−∆b) . (3.52)

The first two equations can be recast into the momentum conservations at the two bulk
vertices X and Y . To see this, we introduce internal vertex momenta

χ1 := ∆b

R

(
Q

Q ·X/R
+X/R

)
, χ2 := ∆b

R

(
Q

Q · Y/R
+ Y/R

)
. (3.53)

Then the first two equations in (3.51) can be rewritten as

κ1 + κ2 + χ1 = 0 , κ3 + κ4 − χ2 = 0 . (3.54)

There are two important differences compared to equation (3.41): first the two internal
momenta χ1,2 are in general different, and second, unlike χ in (3.41) the internal momenta
χ1,2 are on-shell, i.e. χ2

1 = χ2
2 = m2

b . Geometrically, these features reflect the fact that the
contribution from the pole describes a network of geodesics in which two interaction points
are macroscopically separated in AdS.15 This is also consistent with the analysis in section 2,
which showed that the pole contribution to the bulk-to-bulk propagator corresponds to a
geodesic connecting two bulk points (see also figure 10). This is reminiscent of Landau
diagrams in flat space, which correspond to trajectories of on-shell particles in complexified
Minkowski space. In section 4, we will use this observation to propose the AdS version of
Landau diagrams.

There are two different ways to evaluate the saddle-point value of fe,pole. The first
approach is to explicitly determine the saddle point by solving all the equations (3.51)
and then to evaluate fe,pole on that saddle point. The second approach is to perform the
integrals of X, Y and Q in (3.49) exactly and use the asymptotic form of the conformal

15Unlike the ‘geodesic Witten diagram’ introduced in [39], here the bulk vertices do not lie on the geodesic
connecting the boundary points (as long as mb > 0). Both constructions do reduce to a conformal block at
large ∆, albeit with different normalizations.
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Figure 11. Regions in the complex s plane where the pole at c = ∆b is picked up (lighter shaded)
and the smaller subregion where the flat-space limit diverges (darker shaded). The different colors
correspond to mb = 0.5, 1, 1.5, 1.85 and we have set m = 1. The problematic region for the
exchange diagram always lies within the disk given by |s − 4m2| < 4m2. We assumed that the
external momenta are chosen such that momentum conservation holds.

block. As explained in appendix D, the second approach turns out to be simpler and the
result reads

fe,pole = −∆ log
(
P12P34

16

)
+ g (∆b) . (3.55)

with

g(x) := −4∆ log(∆)+(2∆+x) log(∆+ x
2 )+(2∆−x) log(∆− x

2 )+x log
(

2m−
√
s

2m+
√
s

)
, (3.56)

where s is the Mandelstam variable.

3.3.3 Exchange of dominance

We have seen that the exchange diagram receives two different contributions, the one
associated with the saddle point of c and the other associated with the pole of c. As
discussed above, the first contribution correctly reproduces the flat-space limit while the
second contribution corresponds to a network of geodesics in which the two bulk points are
macroscopically separated in AdS. Therefore the large R limit of the exchange diagram
gives the flat-space result if and only if the second contribution can be neglected.
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Clearly the most interesting configuration is when we are on the support of the
momentum-conserving delta function so the external momenta obey

∑4
i=1 ki = 0. In that

case the algorithm is the following (see figure 9).

1. Compare the position of the steepest descent contour through the saddle point at
c = R

√
s and the position of the pole at c = ∆b. If the steepest descent contour is to

the left of the pole, the flat space limit gives the correct answer.

2. If the steepest descent contour is to the right of the pole, compare the real parts of
the exponents (3.46) and (3.55). In fact, if

∑4
i=1 ki = 0 then the value of fe at the

saddle point value vanishes and so we simply need to check the sign of the real part
of (3.55): if it is positive then the flat-space limit diverges, and if it is negative then
the flat-space limit gives the correct answer.

In figure 11, we plotted the region in which the flat-space limit works/fails in the
complex s-plane. As one can see there, the bound-state pole s = m2

b is at the edge of a
larger ‘blob’ where the flat-space limit gives a divergent answer. The size of the region
grows as we decrease the mass of the bound state, and when it becomes massless mb → 0,
the region is given by a disk of radius 4m2 centered at the two-particle threshold s = 4m2.
Therefore, if we are agnostic about mb then the flat-space limit of the exchange diagram
is only guaranteed to be finite for |s− 4m2| > 4m2. We furthermore observe that the bad
region vanishes entirely as mb → 2m, and that for any 0 ≤ mb < 2m it always includes at
least a little bit of the physical line s > 4m2.

4 Landau diagrams in AdS

In section 2 we discussed two large ∆b limits of the bulk-bulk propagator GBB(X,Y ):
one where the distance between X and Y becomes much smaller than the AdS radius
R, which reproduced the flat-space Klein-Gordon propagator, and one where this dis-
tance is kept finite in units of R, which reproduced the simple exponential GBB(X,Y ) ∼
exp(−∆bd(X,Y )) with d(X,Y ) = arccosh(−X · Y/R2) the geodesic distance between X

and Y (in units of the AdS radius).
In the flat-space analysis of Witten diagrams the bulk points X and Y are integrated

over and in the large ∆ analysis their locations are dynamically determined by the saddle
point equations. It is therefore not entirely surprising that both behaviors of the bulk-bulk
propagator can play a role. As was exemplified by the exchange diagram of the previous
subsection, for a propagator in a generic Witten diagram the saddle point equations read:

∂f

∂c
= 0 =⇒ log(−Q ·X)− log(−Q · Y ) = 0 (4.1)

∂f

∂Q
= 0 =⇒ −c

(
X

Q ·X
− Y

Q · Y

)
+ 2λQQ = 0 (4.2)

Together they yield Y = X, and with all the bulk vertices close together we reproduce the
flat space result because all the interactions take place at a distance much smaller than
the AdS radius. The only potential hiccup in this procedure are the poles in the complex c
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plane: if the steepest descent contour through the saddle point in the c plane passes on the
wrong side of one of these poles then its residue needs to be taken into account, resulting
in unwanted additional contributions that can spoil the extraction of an amplitude from
the position-space correlator.

An AdS Landau diagram can be defined as a network of geodesics in AdS such that
vertex momentum is conserved at every interaction point. We recall that the vertex mo-
mentum for each external leg is

κi = ∆i

R

(
Pi

Pi ·X/R
+X/R

)
, (4.3)

and for each internal leg it is

χi = ∆i

R

(
Qi

Qi ·X/R
+X/R

)
, (4.4)

where for every bulk-bulk propagator GBB(X,Y ) the value of Q is determined through
momentum conservation and

2λQQ = ∆b

(
X

Q ·X
− Y

Q · Y

)
(4.5)

and Q2 = 0 and Q0 = 1. Notice that the first equation in (4.1) no longer needs to be obeyed
because c is fixed to one of its poles; for definiteness we chose the pole at c = ∆b but we
will discuss this further below. Clearly the AdS Landau diagrams extremize the ‘action’

f =−
∑

〈ik〉 ∈ Ext
∆i log(−Pi ·Xk)−

∑
〈kl〉 ∈ Int

∆〈kl〉
(
log(−Q〈kl〉 ·Xk)− log(−Q〈kl〉 ·Xl)

)
+
∑
k

λk(X2
k +R2) +

∑
〈kl〉 ∈ Int

(
λ〈kl〉Q

2
〈kl〉 + θ〈kl〉(Q0

〈kl〉 − 1)
)

(4.6)

where 〈ik〉 runs over the set of external legs between the boundary points Pi and bulk
points Xk connected by a bulk-boundary propagator, and 〈kl〉 labels all pairs of internal
legs, so legs connected by a bulk-bulk propagator. We will call the saddle point equations
the AdS Landau equations and the on-shell value of this action then gives the contribution
of the AdS Landau diagram to the flat-space limit of the Witten diagram.

Notice that an alternative action can be obtained by eliminating Q and simply using
the large ∆ expression for the bulk-bulk propagator:

f̃ = −
∑

〈ik〉 ∈ Ext
∆i log(−Pi ·Xk)−

∑
〈kl〉 ∈ Int

∆〈kl〉 d(Xk, Xl) +
∑
k

λk(X2
k +R2) (4.7)

with d(Xk, Xl) = arccosh(−Xk ·Xl/R
2) as above. In this sense an AdS Landau diagram is

a sort of ‘minimal distance’ diagram: the ∆’s provide a ‘spring constant’ that determines
how much the action decreases if we pull points further apart, and the external leg factors
provide a ‘renormalized distance’ between bulk and boundary points.

Returning to our conjectures we see that we can divide the configuration space of all
values of the Mandelstam invariants into different regions as follows. We first look at the
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original saddle point equations and determine the integration contours for the c variables in
the correct flat space limit. If poles have been crossed in deforming the original integration
contour to this steepest descent contour then the corresponding leg is ‘freed’ and the bulk
points are allowed to separate. For each region we can construct the AdS Landau diagram
with the corresponding free internal legs, demanding that all the non-free internal legs are
contracted to a point. In regions where the number of free legs is not zero, our conjectures
have a chance of working only if the on-shell value of the action is subleading compared to
the contact diagram.16

4.1 Comparison with flat space Landau diagrams

Much like flat space Landau diagrams, our AdS Landau diagrams correspond to classical
on-shell particles propagating over large distances with momentum conservation holding
at the vertices. Let us compare the equations in a bit more detail.

In flat space the Landau conditions can be formulated as follows [40, 41].17 Suppose
the external momenta are qµi . One then associates a momentum kµr and a parameter αr to
each internal leg r and a position xµs to each vertex s. Then for the internal leg between
position xµ and yµ we impose that any non-zero propagation is physical, so

xµ − yµ = αkµ . (4.8)

Now either α is zero, the leg is contracted and the diagram said to be reduced, or the
propagation needs to be on-shell. In equations, for every leg we need that:

α(k2 +m2) = 0 . (4.9)

The last condition is momentum conservation for each vertex. If we ignore signs corre-
sponding to in- or outgoing momenta then this can be schematically written as:∑

r

kµr +
∑
i

qµi = 0 (4.10)

with the sum running over all legs, both external and internal (and both contracted and
not contracted), that end on the given vertex. The parameter α is interesting here: for a
large range of values of the Mandelstam invariants (in particular, all the physical values
as well as the Euclidean region) the only possible singularities have α ≥ 0. Singularities

16In fact, for the contact diagram on the support of the momentum conserving delta function the on-shell
action is zero. Therefore the condition for the conjectures to hold becomes Re(f) < 0.

17A priori all the positions and momenta here are to be understood in Minkowski space with a metric with
mostly plus signature. More interesting singularities can be obtained by complexification. In particular, to
obtain singularities in the ‘Euclidean domain’ where s, t, u are all positive (and below threshold), we can
analytically continue the spacelike components of kµ and xµ to purely imaginary values (for example, in
the center of mass frame s = 4m2 + 4~p2 so s < 4m2 requires ~p2 < 0). Absorbing the signs in a redefinition
of the metric, this is commonly described as a configuration with all minus signature metric and real
momenta. However our conjectures carry additional factors of i. More precisely, equation (2.17) informs us
that imaginary ~p corresponds to real nµ, which means that standard Euclidean AdS is appropriate for the
Euclidean domain in the Mandelstam invariants.
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with other values of α can appear on other sheets. More extensive reviews of the Landau
equations can be found, for example, in [42–44].

From the preceding discussions one can distill a nearly perfect analogy with the AdS
equations: the conservation of the on-shell momenta in flat space becomes simply the
conservation of the on-shell vertex momenta in AdS, and equation (4.5) fixes the direction
of the ‘momentum’ Qµ to be a linear combination of X and Y such that the relevant
vertex momenta at X and Y are tangential to the geodesic between X and Y . This latter
condition is precisely the expected AdS analogue of flat-space propagation with a fixed
momentum.

An final subtlety is the parameter α in the flat-space Landau equations. Its AdS
analogue is λQ since that is the natural relative parameter between the momentum through
a leg and its displacement. In particular, λQ = 0 if the leg is contracted which corresponds
to α = 0 in flat space. But in flat space we can furthermore deduce that α ≥ 0 for
singularities corresponding to physical or Euclidean kinematics, and it is not immediately
clear that the sign of λQ is similarly important. To see this we will consider the defining
equation for λQ, which is

λQ = ∆b

4

( 1
(Q · Y )2 −

1
(Q ·X)2

)
. (4.11)

To see the relevance of the sign of λQ we first have to discuss the irrelevance of the sign
of c. Consider then a solution of the AdS Landau equations for a given value of c. We claim
that there must exist a solution at the opposite value −c with Q pointing in the opposite
direction. To see this, notice that we can always choose a frame where we only need to
consider the R2 spanned by X and Y , implying that we can take X = (cosh(ρX), sinh(ρX)),
Y = (cosh(ρY ), sinh(ρY )). Since Q is a linear combination of X and Y which obeys Q2 = 0
and Q0 = 1, it must be that Q = (1,±1) =: Q± and that correspondingly

λ±Q = c

4
(
e±2ρY − e±2ρX

)
. (4.12)

The choice between the ‘+’ and the ‘−’ sign is not fixed in our partial analysis, but it will
be fixed by the vertex momentum conservation equations which given c provide a definite
direction to Q. However, we also notice that the momentum conservation equations are
invariant under sending c→ −c and exchanging Q+ and Q−. Doing so sends18

λ±Q → −
c

4
(
e∓2ρY − e∓2ρX

)
= e∓2(ρX+ρY )λ±Q . (4.13)

So, no matter whether the original solution had Q+ or Q− at +c, if λQ was positive
at +c then it is also positive at −c, and vice versa. In summary: the sign of λQ does
not depend on the choice between picking up the pole at +∆b or −∆b. Suppose then
that we set c = ∆b. To see that positive λQ is the ‘correct’ direction, note that from
equations (4.4) and (4.5) it follows that the corresponding vertex momentum points inward
at X and outward at Y . This is exactly in agreement with the relative minus signs in vertex

18The gauge constraint Q0 = 1 introduces some non-covariance in the expression for λQ. This is why λQ
is not completely invariant.
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(a) Normal diagram with λQ > 0

XY
κ1

κ2κ3

κ4
χ1χ2

P1

P2 P3

P4

(b) ‘Flipped’ diagram with λQ < 0

Figure 12. Normal and ‘flipped’ scalar exchange diagram.

momentum conservation equations like equation (3.54), where all the other vertex momenta
are defined to point inward.

To conclude the analogy we just need to deduce that saddle points with λQ < 0 are
unimportant in Euclidean configuration. Clearly something is amiss with them, since they
would correspond to ‘flipped’ solutions where particles propagate in the direction opposite
to their vertex momenta. This is illustrated in figure 12 using the scalar exchange diagram
as an example. In equations what happens is the following. If λQ < 0 and c = +∆b then
(−Q · Y ) > (−Q ·X), implying that the action can be reduced by decreasing c. We take
this as an indication that the saddle point in the c plane lies to the left of the pole, much
like in the unshaded region in figure 11 for the exchange diagram. This means that the
pole is not picked up and indeed the solution with λQ < 0 is unimportant.

Let us stress that this argument was restricted to Euclidean kinematics. Note that in
flat space Landau singularities with non-positive α can become important when considering
more involved analytic continuations in the Mandelstam variables, for example by passing
onto other sheets. In AdS the same observation holds: such continuations may force a
deformation of the c integration contour which forces one to take into account a contribution
of the pole independently of the location of the saddle point. It would be interesting to see
if a criterion similar to the positivity of λQ can be formulated for general complex values
of the Mandelstam invariants.

Finally let us stress the most striking difference between the flat space and AdS Lan-
dau equations appears to be that the latter can be solved much more generally than the
former. In fact, if we do not require the λQ variables to be positive then it appears that
the AdS Landau equations have a solution for any values of the external momenta. This
is not because the number of equations has changed but rather because of the more per-
missive nature of the AdS Landau equations. Most importantly, conservation of the vertex
momenta can be achieved by moving the bulk point X to a suitable location — something
which is impossible in flat space because of translation invariance.

Of course the AdS Landau diagrams are only important if (1) the poles are picked
up, and (2) the on-shell value of the action (4.6) has positive real part. As we have seen
above, this leads to ‘blobs’ where our conjectures are not valid because the flat-space limit
diverges. It is our expectation that there is always a large region where the conjectures
work and the AdS Landau diagrams do not dominate, and it would be interesting to find
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∆

∆

∆

∆

∆b

∆b

∆b

Figure 13. The triangle diagram in AdS.

such a region. For four-point functions we can use the conformal block decomposition and
some initial steps in this direction are discussed in section 6. It would also be worthwhile to
further investigate the natural conjecture that the support for flat-space Landau diagrams
lies within the closure of the divergent blobs for AdS Landau diagrams.

4.2 Anomalous thresholds and the triangle diagram

It is worthwhile to illustrate the general discussion of AdS Landau diagrams with the
example of the triangle diagram, which is the simplest diagram exhibiting an anomalous
threshold, i.e. a singularity in the Mandelstam s plane not directly attributable to an
intermediate physical state. In more detail, we will consider an all-scalar triangle diagram
with equal external masses m, equal internal masses µ, and a momentum configuration as
in figure (13). In flat space the loop integral is easily written down and one finds that for

1
2m < µ <

√
2

2 m, 0 < s < 2m2, (4.14)

there is a cut in the Mandelstam s variable on the physical sheet starting at

sanom = 4m2 − m4

µ2 . (4.15)

Since this is less than the natural physical threshold 4µ2, the singularity is said to be
anomalous. Our aim in this section is to reproduce this anomalous threshold from the
corresponding Witten diagram.

In AdS the triangle Witten diagram reads

Gt(Pi) =
ˆ
dXdY dZGB∂(X,P1)GB∂(Y, P2)GB∂(Z,P3)GB∂(Z,P4)

×GBB(X,Y )GBB(Y,Z)GBB(X,Z). (4.16)

with scaling dimensions ∆ ∼ mR and ∆b ∼ µR for the propagators as given in figure 13.
As per the previous discussion, the action of the AdS Landau diagram to extremize is:

f̃t(X,Y, Z) =−∆ log(−P1 ·X/R)−∆ log(−P2 · Y/R)
−∆ log(−P3 · Z/R)−∆ log(−P4 · Z/R)
−∆bd(X,Y )−∆bd(Y, Z)−∆bd(X,Z), (4.17)
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with d(X,Y ) = arccosh(−X · Y/R2). We will again assume that we are on the support of
the momentum conserving delta function and will also pass to the center of mass frame.
Then the symmetries of the problem dictate the following ansatz:

P1 = (1, cos(θP ), sin(θP ) , P2 = (1, cos(θP ),− sin(θP ) ,

P3 = (1,− cos(θP ), sin(θP ) , P4 = (1,− cos(θP ),− sin(θP ) ,

X =
(
R cosh

(
ρX
R

)
, R sinh

(
ρX
R

)
cos(θX), R sinh

(
ρX
R

)
sin(θX)

)
, (4.18)

Y =
(
R cosh

(
ρX
R

)
, R sinh

(
ρX
R

)
cos(θX),−R sinh

(
ρX
R

)
sin(θX)

)
,

Z =
(
R cosh

(
ρZ
R

)
, R sinh

(
ρZ
R

)
, 0
)
.

Although we wrote equations for AdS2, the diagram does not depend on Mandelstam t so
our result is actually valid for any spacetime dimension. The only independent parameters
are ρX , ρZ and θX and the remaining AdS Landau equations can be found from:

∂f̃t
∂ρX

= ∂f̃t
∂ρZ

= ∂f̃t
∂θX

= 0 , (4.19)

whereas the Mandelstam s variable is related to θP as:

θP = −1
2 arccos

(
s− 2m2

2m2

)
+ π . (4.20)

The precise branch can be fixed by requiring θP ∈ [π/2, π] for s ∈ [0, 4].
Unfortunately the equations in (4.19) are still somewhat difficult to solve analytically

and so we will proceed numerically. In agreement with the general discussion earlier in
this section, but in marked contrast with the flat-space equations, we managed to find
solutions to the AdS Landau equations everywhere we looked in the complex s plane.19

For each value we computed the on-shell action and checked the sign of Re(f̃t). The region
where Re(f̃t) > 0 is the problematic region because the Landau diagram dominates over
the correct saddle point. In figure 14 we show the result for µ/m = 0.501, 0.52, 0.6, 0.706(≈√

2/2) in detail on the left. We again uncover a blob-like region, entirely contained in
the region |s − 4m2| < 4m2, where the flat-space limit gives a divergent answer and the
conjectures of section 2 do not hold. It is satisfying to see that the anomalous threshold is
correctly reproduced: on the right we show that for general µ there is a perfect agreement
between the flat-space and AdS Landau diagram thresholds.

19The actual algorithm was fairly delicate. We used FindRoot in Mathematica to solve (4.19) for different
values of s. Unfortunately this method would often fail without a nearly perfect initial guess of the values
{ρX , ρZ , θX}. We therefore proceeded iteratively, starting from an ‘easy’ point like s = 4 and then searching
radially outward in small steps. We adjusted the step size dynamically, reducing it if no solution could be
found. Additional radial searches were applied to check for non-convexities in the domain. Additional care
needs to be taken because of the branch cuts in the square roots in the saddle point equations.
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Figure 14. Left: regions in the complex s plane (shaded) where the AdS Landau diagram domi-
nates over the flat-space saddle point. We have set m = 1. The dots, lines and crosses are flat-space
data: they are respectively the start of the anomalous threshold at 4m2 −m4/µ2, the branch cuts
emanating from it, and the physical threshold 4µ2 which is a little further along the cut. (The
anomalous and physical threshold coincide when µ/m =

√
2/2.) The shaded regions are the ‘bad’

regions obtained numerically. Note that they always lie within the disk given by |s− 4m2| < 4m2

whose boundary is the black dashed circle. Right: the red dots indicate, for a given µ ∈
(
1/2, 1/

√
2
)
,

the smallest real s for which the AdS Landau diagram dominates. They are in perfect agreement
with the yellow curve which is the flat-space anomalous threshold. The physical threshold is in-
dicated by the purple curve. The blue curve will be useful later for discussion in section 5. The
vertical lines correspond to the branch cuts for different µ as in the left figure.

5 Mellin space

In this section we will compare our conjectures with the flat-space prescription of [1] that
was based on Mellin space [6, 38]. Recall that the Mellin space expression for a Witten
diagram with n points G(Pij) is

G(Pij) =
ˆ

[dγij ]M(γij)
∏

1≤i<j≤n
Γ(γij)P

−γij
ij (5.1)

where
Pij := −2Pi · Pj (5.2)

and the Mellin space (integration) variables γij satisfy
n∑
j 6=i

γij = ∆i, γij = γji. (5.3)

The integration measure [dγ] is shorthand for a contour integral over the n(n− 3)/2 inde-
pendent Mellin variables and includes a factor of 1/2πi for each variable. The integration
contour is of Mellin-Barnes type: it runs from −i∞ to +i∞ and separates the poles in
the Gamma functions and the Mellin amplitude in the usual way. The Witten diagram is
then encoded in the meromorphic Mellin amplitude M(γij). For example, for an n-point
contact Witten diagram the Mellin amplitude is just a constant:

contact diagram: M(γij) = N/Rn(d−1)/2−d−1 (5.4)
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with the canonical normalization constant

N = 1
2π

hΓ
(∑

i ∆i − d
2

) n∏
i=1

C∆i

Γ(∆i)
.

Below we will investigate what happens to the Mellin representation in the flat-space
limit in order to see what our conjecture (2.16) becomes for Mellin-representable func-
tions.20 This will also allow us to tie our conjectures to one of the two conjectures in [1],
which we recall claimed that the scattering amplitude can be obtained directly in terms of
the Mellin amplitude via:

(m1)n(d−1)/2−d−1T (k1 . . . kn) = lim
∆i→∞

(∆1)n(d−1)/2−d−1

N
M

(
γij = ∆i∆j∑

k ∆k

(
1 + ki · kj

mimj

))
,

(5.5)

Notice that all momenta in this equation are again taken to be ingoing (so k0 < 0 for
momenta corresponding to ‘out’ states). As a zeroth order check, the prescription (5.5)
clearly works for the contact diagram given in (5.4). Below we will essentially recover
this conjecture, but in the process we will also be able to explain the appearance of
the momentum-conserving delta function and find several subtleties that will explain the
anomalous behavior discussed in sections 3 and 4.

5.1 The saddle point

In the large R,∆ limit it is natural to rescale γij = Rσij with σij fixed. We then find that

G(Pij)
R→∞−→ Rn(n−3)/2e

∑
i
∆i log(R)/2

ˆ
[dσij ]M(Rσij) exp (RF (σij ;Pij)) (5.6)

with
F (σij ;Pkl) :=

∑
1≤i<j≤n

(σij log(σij)− σij − σij log(Pij)) . (5.7)

If the Mellin amplitude does not scale exponentially with R then it is natural to assume
that the integral can be approximated using a saddle point analysis. Since the σij variables
obey linear constraints the saddle point equations are actually a little bit involved because
one needs to pull back the partial derivatives ∂F/∂σij to the constraint surface. When the
dust settles one finds that

0 = ∂F

∂σij
+ 2

(n− 1)(n− 2)
∑

1≤k<l≤n

∂F

∂σkl
− 1
n− 2

(∑
k 6=i

∂F

∂σik
+
∑
k 6=j

∂F

∂σkj

)
. (5.8)

A simple check of these equations is that they are trivially obeyed for n = 3, in agreement
with the fact that there are no independent integration variables left in the original Mellin

20Although the Mellin space representation works very well for Witten diagrams [45, 46], it is more
general and according to recent work [19] can also be used for certain non-perturbative CFT correlation
functions. It would be extremely interesting to further explore the applicability of Mellin space because of
the immediate implication on our conjectures as outlined below.
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integral. Notice that these saddle point equations have to be solved simultaneously with
the constraints

∑
j 6=i σij = ∆i/R. For the given F (σij ;Pkl) we find that

∂F

∂σij
= log(σij)− log(Pij) . (5.9)

The case n = 4 is illustrative. We find that
∂F

∂σ12
+ ∂F

∂σ34
= ∂F

∂σ13
+ ∂F

∂σ24
= ∂F

∂σ14
+ ∂F

∂σ23
. (5.10)

If all the σij and Pij are real and positive then this gives:

σ12σ34
σ13σ24

= P12P34
P13P24

σ14σ23
σ13σ24

= P14P23
P13P24

(5.11)

so the cross-ratios in the Mellin variables should equal the cross-ratios in position space!
Similar-looking expressions arise for n > 4.

Instead of solving these equations in full generality, let us consider the obvious attempt
for the solution σ∗ij which is

σ∗ij = ∆i∆j

2R
∑
k ∆k

Pij = ∆i∆j

R
∑
k ∆k

(
1 + ki · η · kj

mimj

)
(5.12)

which are just the values for the Mellin space prescription (5.5). This attempt solves the
saddle point equations but the constraint equations now read:∑

j 6=i
ki · η · kj = m2

i (5.13)

up to unimportant subleading terms in 1/R. But this is now a constraint on the ki (so on
the Pi) which is solved whenever ∑

j

kµj = 0 (5.14)

so precisely when we position the boundary operators on top of the support of the
momentum-conserving delta function. Positioning the operators in this configuration is
therefore part of the amplitude conjecture as discussed below equation (2.19). Since the
Mellin amplitudeM(Rσij) did not affect the location of the saddle point it is just an overall
factor, and we can efficiently write the value at the saddle point as:

G(Pij)
R→∞−→ Gc(Pij)Rn(d−1)/2−d−1M(Rσ∗ij)/N (5.15)

where Gc(Pij) is the contact diagram in the same large R limit. It then immediately
follows that our amplitude conjecture reduces precisely to the Mellin space prescription
conjecture (5.5) as long as we can trust the saddle point approximation.

As for the contact diagram itself, we can reproduce all the computations of subsec-
tion 3.2 in Mellin space. For example, for n = 4 and all equal ∆i = ∆ we can solve the
Mellin saddle point equations to find:

σ∗12 = σ∗34 = ∆
√
P12P34/R√

P12P34 +
√
P13P24 +

√
P14P23

(5.16)
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and the obvious permutations. With some work, the saddle point approximation can then
be shown to yield

Gc(Pij)
R→∞−→ 2π2e2∆ log(∆)−2∆

∆2

(√
P12P34 +

√
P13P24 +

√
P14P23

)−2∆+3/2

(P12P13P14P23P24P34)1/4 Mc(Rσ∗ij) (5.17)

which reduces to precisely the same expression as equation (3.32) and so the position space
and Mellin space analyses of this diagram are in complete agreement.

5.2 The steepest descent contour

In our previous analysis we determined that the Mellin space prescription (5.5) follows from
our conjectures if we use a saddle point approximation for the Mellin integration variables.
What remains to be checked is where the saddle point analysis can be trusted. In section 3
we found issues with the position-space analysis because the steepest descent contour for a
bulk-bulk propagator may not pass inbetween the poles at c = ±∆. As we discuss below,
the same can happen in Mellin space where the steepest descent contour for the Mellin
variables may lie on the wrong side of poles in the Mellin amplitude itself. We will see
that the additional contribution from these poles is the Mellin space analogue of the AdS
Landau diagram contributions discussed in section 4.

First consider the poles in the Gamma functions that are part of the definition of
the Mellin amplitude given in equation (5.1). In our analysis these disappeared when
we used the Stirling approximation, so really we should verify if none of the σij is real
and negative so this approximation is trustworthy. In terms of the Mandelstam invariants
sij := −(ki + kj)2 we find that

σ∗ij = 1
2
∑
kmk

((mi +mj)2 − sij) . (5.18)

We see σ∗ij becomes real and negative precisely when the corresponding Mandelstam in-
variant lies above the two-particle threshold. We can therefore use the Mellin saddle point
as long as we are on the principal sheet for all the Mandelstam invariants and stay at least
an infinitesimal amount away from the physical values.21

To illustrate this phenomenon we consider a four-point function of identical operators,
see also figure 15. After resolving the constraints on the Mellin variables we can write that

G(Pij) = (P13P24)−∆
ˆ
dγ12dγ14
(2πi)2 M(γ12, γ14)Γ2(γ12)Γ2(γ14)Γ2(∆−γ12−γ14)u−γ12v−γ14 .

(5.19)
The Gamma functions provide exponential damping for large imaginary values of their
arguments, but this can be offset by extra phases introduced by the rotation of u and v

in the complex plane. Starting from real and positive values of these cross ratios, we can
rotate them by at most 2π before the exponential damping is overcome and the Mellin

21This analysis also highlights a potentially important difference between the Mellin space prescription
and our amplitude conjecture: the former only works on the principal sheet but the latter has a chance of
giving the right answer also on the other sheets that can be reached by passing through the multi-particle
cuts. It would be interesting to explore this further.
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representation becomes invalid. In more detail we can say that the Mellin representation
works for

√
u,
√
v and

√
u/v away from the negative real axis. In terms of the Mandelstam

invariants this means that

− π < arg
(
s− 4m2

ũ− 4m2

)
< π, −π < arg

(
t− 4m2

ũ− 4m2

)
< π, −π < arg

(
s− 4m2

t− 4m2

)
< π.

(5.20)
We see that for physical values of the Mandelstam variables (in either of the three channels)
we are just at the boundary of the range of validity of the Mellin space representation and
we need to use a small iε prescription.22

Figure 15 shows the steepest descent contour in the σ12 plane for values of Mandelstam
s approaching the physical threshold. We remark that in order to construct this figure we
already performed the γ14 integral, after which the location of the saddle point and the
steepest descent contour for large R depend only on Mandelstam s. More precisely, if we
do the γ14 integral by saddle point approximation then

G(Pij)|cons
R→∞−→

ˆ
dσ12
2πi (. . .)M(Rσ12, Rσ

∗
14) exp

(
2R
(
σ12 log(σ12) (5.21)

+ (m− σ12) log(m− σ12) + σ12 log
(
s+ 4m2

s− 4m2

)))
where we have also made the substitution γ12 = Rσ12 and expressed the cross ratios in
terms of the Mandelstam invariants. In deriving this expression we assumed that the
Pi were chosen to lie on the support of the momentum-conserving delta function. The
ellipsis refer to subleading terms in 1/R which do not affect the location of the steepest
descent contour in figure 15 (but which are essential for recovering the delta function as
described above).

A second potential issue is due to the existence of poles in the Mellin amplitude it-
self. These are present for non-contact Witten diagrams in AdS and therefore we need
to understand how they affect the saddle point and the steepest descent contour analysis.
Unfortunately at present we lack the technology to analyze the most general Witten dia-
gram in the most general kinematical setup. We will therefore focus on the scalar exchange
diagram as a case study.

5.3 The exchange diagram revisited

Let us again consider the scalar exchange diagram, already discussed in section 3.3, in-
volving four external operators of dimension ∆ with an exchange of a scalar operator with
dimension ∆b. The corresponding Mellin amplitude is [6]:

N−1M(γ12) = −R5−d
∞∑
k=0

Rk
2∆− 2γ12 −∆b − 2k , (5.22)

22In practice we can probably send ε to zero as R goes to infinity. We have not worked out this scaling
in detail.
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(a) s = 6.2 + 0.3i
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(b) s = 6.2 + 0.05i

Figure 15. Steepest descent (red curve) and ascent (blue curve) contours of σ12 integral for
s = 6.2 + 0.3i (left) or s = 6.2 + 0.05i (right). The black dot is the saddle point, and the cross
indicates the starting poles of the semi-infinite sequences of poles in Γ2(Rσ12). The other poles
are represented by the black solid line. As s approaches the physical region, the steepest descent
contour gets close to the first Γ-function pole, but does not cross it.

with

Rk =
Γ(2∆+∆b−d

2 )2

2Γ(4∆−d
2 )

(1 + ∆b−2∆
2 )2

k

k!Γ(∆b − d
2 + 1 + k)

. (5.23)

For the flat-space limit we recall the analysis in [1]: set k = Rκ to find that, at large R,

Rk
R→∞−→ 1

4mR2

√
64Rm3

π(4m2 −m2
b)2 exp

(
− 64Rm3

(4m2 −m2
b)2

(
κ− (2m−mb)2/8m

)2
+ . . .

)
.

(5.24)
The sum over k therefore localizes at κ∗ = (2m −mb)2/8m and the remaining Gaussian
sum (over k, not κ) gives a factor (4mR)−1 so we find that

Rd−5N−1M(Rσ∗12) R→∞−→ − 1
4mR2(2m− 2σ∗12 −mb − 2κ∗) = − 1

R2
1

s−m2
b

(5.25)

as expected from the flat-space formula in Mellin space [1].
Now we can analyze the steepest descent contour. Since the Mellin amplitude for the

exchange diagram only depends on γ12, we can safely do the γ14 integral by a saddle point
approximation and start our analysis from (5.21), the important part of which is:

G(Pij)|cons
R→∞−→

ˆ
dσ12
2πi (. . .)M(Rσ12, Rσ

∗
14) exp

(
Rφ

(
m,

4m2 + s

4m2 − s
, σ12

))

φ(α, β, σ) := 2σ log(σ) + 2(α− σ) log(α− σ) + 2σ log (β) .

(5.26)

We will once more assume that we are on the support of the momentum-conserving delta
function. The main idea is illustrated in figure 16, where deforming the original integration
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(b) s = 4.2 + 2i

Figure 16. Steepest descent (red curve) and ascent (blue curve) contours of scalar exchange
diagram with m = 1, s = 2.2 (left) or s = 4.2 + 2i (right). The black dot is the saddle point. The
red dashed line indicates the original integral contour. The green crosses are poles of the Mellin
amplitude and those with a red circle are picked up during contour deformation. The black crosses
are the starting poles of Γ-functions and the rest are represented by black solid lines.

contour to the steepest descent contour may yield a number of contributions from the Mellin
poles. Of course, if Mellin poles get picked up then we still have to check whether their
contribution is leading or subleading at large R. So we naturally arrive at three regions:
in region I no Mellin poles are picked up, in region II Mellin poles are picked up but their
contribution is subleading, and finally in region III Mellin poles are picked up and leading.
Only in region III does the flat space limit not work.

Finding these three regions is a technical exercise that involves finding the stationary
phase contour in (5.26) and then estimating the contribution of any poles that get picked
up in regions II and III. The details are left to appendix B and the result is sketched in
figure 17. This figure should of course be compared with figure 11 in section 3. Clearly the
main results in each figure, namely the region III ‘blobs’ where the flat-space limit diverges,
are exactly the same. The analyses were also remarkably similar: in both cases there were
‘anomalous’ contributions from either the pole at c = ∆b or from the poles in the Mellin
amplitude. Nevertheless the regions of type II are different: sometimes Mellin poles get
picked up whereas the pole at c = ∆b does not. This is not a contradiction: outside the
blobs these contributions vanish anyway, so the discrepancy just shows that not all zeroes
are created equally.

5.4 A bound on anomalous thresholds?

Compared to scattering amplitudes, conformal correlation functions have an extra feature
that we have not exploited so far: a conformal block decomposition. Since a conformal
block for an operator of dimension ∆b and spin ` corresponds to a semi-infinite sequences
of pole in the Mellin amplitude starting at ∆b − `, we are in the unique position that we
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Figure 17. Light shading: regions in the complex s plane where we pick up poles in the Mellin
amplitude. Dark shading: regions where these poles dominate and our flat-space limit diverges.
We have set m = 1 and the blue, orange, green and red domains respectively correspond to mb =
0.5, 1, 1.5, 1.85. We have also highlighted the pole at s = m2

b for each color as well as the cut at
s = 4. Although this is not entirely obvious from the plot, the blue region extends rightward to
include the orange, green and red regions and similarly for the other colors.

know the singularities in the Mellin amplitudes if we know the spectrum of the theory (and
assume that the correlation function can be represented as a Mellin amplitude). In other
words, unlike scattering amplitudes Mellin amplitudes cannot have anomalous thresholds
like the one discussed for the triangle diagram: if the first physical state, so the first non-
trivial conformal block, corresponds to an operator with twist τb then the Mellin amplitude
should have poles only for γ12 ≤ ∆ − τb/2. As examples we note that for the exchange
diagram τb = mbR whereas for the triangle diagram discussed in section 4.2 τb = 2µR with
µ the mass of the internal particle.

In the flat-space limit we are supposed to evaluate the Mellin amplitude at

γ12 = ∆
8m2 (4m2 − s) (5.27)

and therefore the Mellin poles can only interfere with the flat-space limit if

s > 4m(τb/R−m) (5.28)

on the real axis. For complex s the Mellin conjecture (5.5) would predict that there are
no other singularities in the complex s plane as long as (5.20) is obeyed; for our amplitude
conjecture we in addition need to restrict ourselves to s in region I so no Mellin poles are
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picked up. (This region is easily found using the results in appendix B.) Either way, we
see that the absence of anomalous thresholds in the Mellin amplitude leads to a region
in the Mandelstam plane where Landau singularities should never appear, no matter how
complicated the diagram.

Could the inequality be a universal threshold for Landau singularities? As a zeroth
order check we have plotted the inequality (5.28) on the right in figure 14 and indeed
find that it is obeyed by the anomalous triangle threshold. Of course, to obtain a general
result we need to demand that equation (5.28) holds also for t and u with τb replaced with
the first physical operator in the corresponding conformal block channel, and there may be
additional subtleties if the Mellin amplitude depends non-trivially on both the Mandelstam
variables. We should also note that this putative bound hinges on the validity of either the
Mellin or the amplitude conjecture, but if it holds then it is a result that applies purely to
flat-space scattering amplitudes. It would be interesting to investigate this further, either
with QFT in AdS methods or perhaps even without reference to AdS.

6 S-matrices from conformal block expansions

Up to now we have motivated and examined our conjecture that CFT correlators become S-
matrices in the flat space limit from a perturbative standpoint, examining specific diagrams
for weakly coupled QFTs in AdS space. The goal of this section is to offer a complementary
perspective by providing a non-perturbative argument for the validity of our central claim,
in the case of 2-to-2 scattering. In that case we can explicitly use the OPE to express
amplitudes in terms of the CFT data, and this will allow us to show that CFT correlators
do indeed, under certain assumptions, become objects which obey the expected unitarity
conditions for scattering amplitudes.

For simplicity we will consider identical scalar particles of mass m and we will mostly
focus on physical kinematics, i.e. s > 4m2 and real scattering angle. We will be able to
see explicitly under which circumstances our conjectures have a chance of being valid, and
under which it certainly fails.

6.1 Preliminaries

For the purposes of this section, we set:

〈k̃3, k̃4|S|k1, k2〉 = i(2π)d+1δ(d+1)(k1 + k2 + k3 + k4)S(k̃3, k̃4; k1, k2) (6.1)

Note that S(ki) contains both connected and disconnected contributions, which may seem
a bit unusual. In terms of S(ki) our claim is:

S(k̃3, k̃4; k1, k2) = lim
R→∞

〈O(ñ3)O(ñ4)O(n1)O(n2)〉
Gc(ñ3, ñ4, n1, n2)

∣∣∣∣
S-matrix, cons

(6.2)

where Gc(x1, . . . , x4) is the contact diagram in AdS. Implicit in the equation is that
∆→ mR with the physical mass m fixed, which henceforth we set to unity. We can think
of the above formula as something that can be done for any family of CFT correlators

– 45 –



J
H
E
P
1
1
(
2
0
2
0
)
0
4
6

that depends on the parameter R such that the scaling dimensions grow with R. Below
we will show that under certain assumptions the resulting S(ki) will be finite and obey the
expected unitarity conditions for an elastic amplitude.

By conformal invariance we can of course write:

〈O(x1)O(x2)O(x3)O(x4)〉 = G∆O(z, z̄)
x2∆O

13 x2∆O
24

, Gc(x1, x2, x3, x4) = D∆O(z, z̄)
x2∆O

13 x2∆O
24

(6.3)

and with the conformal block decomposition:

G∆O(z, z̄) =
∑
∆,`

a∆,`
G∆,`(z, z̄)

(zz̄)∆O (6.4)

with a∆,` = λ2
O∆,`

the squared OPE coefficient, φ× φ ∼
∑

∆ λO∆,`O∆,`.
As reviewed in section 2, the conformal cross ratios u and v are often parametrized in

terms of the Dolan-Osborn variables z and z̄ or in terms of the radial coordinates ρ and ρ̄.
In the following we will work with r and η which are related to the ρ and ρ̄ variables via:

r(z, z̄) = √ρ
√
ρ̄, η = 1

2

(√
ρ

ρ̄
+
√
ρ̄

ρ

)
. (6.5)

Equation (2.29) is easily adapted to find the map between (r, η) and the Mandelstam
variable s and the scattering angle23 θ:

s = 4(1− zeff), η = − cos(θ), (6.6)

where the introduction of
zeff := 4r

(1 + r)2 (6.7)

will be useful to simplify the notation below. The technical advantage of working with r, η
is that we may reach the physical kinematics scattering region, which is s− iε > 4 and real
θ, from the Euclidean section without worrying about branch cuts. Indeed, if we start from
the Euclidean region where r ≥ 0 and η ∈ [−1, 1] then we can reach the physical s-channel
scattering region by taking r negative with a small negative imaginary part. At the same
time η is taken to −η while always remaining real.

A particular family of correlators that will be important for us is that of generalized
free fields, which describe free massive particles propagating in AdS space. For this theory
the correlator of the elementary fields takes the form:

〈φ(x1)φ(x2)φ(x3)φ(x4)〉 = 1
x2∆O

12 x2∆O
34

+ 1
x2∆O

13 x2∆O
24

+ 1
x2∆O

14 x2∆O
23

= 1
x2∆O

13 x2∆O
24

(
1

(zz̄)∆O
+
∑
∆,`

an,`
G∆n,`,`(z, z̄)

(zz̄)∆O

)
.

(6.8)

23Recall that Mandelstam t = − 1
2 (s− 4) (1− cos(θ)).
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where ∆n,` = 2∆O + 2n+ ` corresponds to the scaling dimension of double twist operators
of the form φ∂`�nφ, and the OPE coefficients are given by:

an,` = (d− 2)`
(d/2− 1)`

2 [(∆O − d/2 + 1)n(∆O)`+n]2

`!n!(d/2 + `)n(n+ 2∆O − d+ 1)n(`+ 2n+ 2∆O − 1)`(`+ n+ 2∆O − d/2)n
.

(6.9)
Below it will be useful to define an OPE density which is defined for continuous values
of ∆:

acont∆,` ≡ an,`
∣∣∣∣
n= ∆−2∆O−`

2

. (6.10)

Note that in the flat-space limit the generalized free correlator should reduce to trivial
scattering. For the last two terms in equation (6.8) this is indeed the case, since they are
just products of two-point functions between one ‘in’ and one ‘out’ particle and the analysis
of the two-point functions in section (3.1) is directly applicable. The first term corresponds
to a Witten diagram where the two ‘in’ particles and the two ‘out’ particles are contracted.
The corresponding Feynman diagram is certainly not part of a scattering amplitude, and
we will analyze what remains of this contribution below.

6.2 Conformal block expansion at large ∆O

After these preliminary remarks, we begin by examining the flat space limit. In the limit
of large scaling dimensions ∆ the conformal block reduces to [47]:

G∆,` ∼∆→∞
NG

r∆

(1− r2)ν
C

(ν)
` (η)√

(1 + r2)2 − 4r2η2 , NG = `!
(2ν)`

4∆ . (6.11)

with ν = (d− 2)/2. The second ingredient in our formula for S(ki) is the contact term. In
section 3.2 we determined that at large ∆O and in Euclidean kinematics we have:

D∆O(r, η) = 1
ND

(
1 + r2 + 2rη

(1 + r)2

)2∆O (1 + r)3√
r(1 + r2)2 − 4r3η2 .

(6.12)

where24

ND = 2
7+d

2 ∆O5 d−1
2 π

d−1
2 . (6.13)

To proceed we need to make some simplifying assumptions consistent with the existence
of a dual QFT description in flat space in the large radius limit. Let us assume that in
the particular family of correlators under consideration, the spectrum of states consists
of the identity, a finite set of scalar “bound states” with 1 � ∆ < 2∆O and infinite
towers of states with spins ` ≥ 0 and with ∆ ≥ 2∆O + `. The latter will become the
multiparticle continuum in the large R limit. Note that these assumptions are satisfied
for instance for the generalized free field considered above. Physically we are stating that
a hypothetical holographic flat-space QFT description should contain only massive states,
and that we are examining the scattering of the lightest particle (otherwise multiparticle

24In this section we work with unit normalized operators which means that this normalization factor is
a little different from equation (3.32).
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states would appear below 2∆O). There are further assumptions that must be made on
the OPE coefficients, as we shall see shortly.

We can now use the expressions above to write:

lim
∆O→∞

G∆O(r, η)
D∆O(r, η) = lim

∆O→∞

( √
r

(1 + r)3(1− r2)ν

)

×
[
I(r, η) +

∑
0<∆b<2∆O

N bound
∆b

(
a∆b,0
abound∆b

)
r∆b

z2∆O
eff

+
∑

∆>2∆O+`
`=0,2,...

N cont
∆

(
a∆,`
acont∆,`

)
r∆

z2∆O
eff

C
(ν)
` (η)

]
(6.14)

where I(r, η) is the identity block contribution,

I(r, η) ≡ ND

√
(1 + r2)2 − 4r2η2

z2∆O
eff

(1− r2)ν (6.15)

and we have defined the parameters

N cont
∆ = NGND a

cont
∆,` , N bound

∆b
= NGND a

bound
∆b

. (6.16)

We will give abound∆ below.
Our expression contains three kinds of contributions: the identity, “bound states”

and the “continuum”, i.e. states above the twist gap τ > 2∆O. We will examine below
each contribution in turn, but the logic is as follows. The third contribution is the most
interesting one. We will see that for physical kinematics i.e. s > 4m2 and under certain
assumptions on the OPE coefficients it is finite and becomes the partial wave decomposition
of the S-matrix, with an expression for the spin-` phase shifts in terms of the CFT data.
But before we see this we must take care of the first two contributions, which will turn out
to be either zero or divergent depending on the choice of kinematical region.

6.2.1 Identity and bound states

We begin with the contribution of the identity. As stated above, from an S-matrix per-
spective it corresponds to an unphysical diagram that connects the particles in the ‘in’
states and the particles in the ‘out’ states with nothing propagating in between. It might
therefore be reasonable to subtract it by hand. Alternatively, we see that in the large ∆O
limit the factor z−2∆O

eff dominates and as long as

|zeff| > 1⇔ |s− 4| > 4 , (6.17)

the unwanted contribution vanishes automatically. In particular for physical kinematics
this requires s > 8. On the other hand, the factor diverges as long as |zeff| < 1.

Now for the bound states. In this case we need to know something about the behaviour
of their OPE coefficients in the large ∆O limit. We will assume that for each such state
we have

g2
∆b
≡ lim

R→∞

a∆b,0
abound∆b

<∞ (∆b < 2∆O) (6.18)
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where:

abound∆b
:=

πdΓ
(

2∆O+∆b−d
2

)2

4∆Od−5

C2
∆OC∆b

Γ
(

∆b
2

)4
Γ
(

2∆O−∆b
2

)2

Γ(∆O)4Γ(∆b)2 . (6.19)

We have defined g2
∆ in this way since it becomes a physical coupling in the flat-space limit

for a QFT in AdS space, as discussed in [1]. There is also some evidence for the validity of
this bound from the numerical conformal bootstrap [1, 9] and a proof [48] for the special
case d = 1.

Going to physical kinematics means we take r < 0, zeff < 0 and changing the sign of
η. With the appropriate iε insertions this yields:

r∆b

z2∆O
eff

→ (−r)∆b

(−zeff)2∆O
e−iπ(∆−2∆O) , η → −η . (6.20)

Note that the change in sign of η is immaterial in our case, because all states appearing in
the OPE must have even spin and so η always appears squared.

In the flat space limit we set sb ≡ ∆2
b/∆O

2 and find

N bound
∆b

(
a∆b,0
abound∆b

)
(−r)∆b

(−zeff)2∆O
∼

∆O→∞
∆O2d− 3

2 g2
∆b
R(s, sb)× E(s, sb)∆O (6.21)

where R(s, sb) is independent of ∆O and

E(s, sb) :=
(4− sb
s− 4

)2
[

(
√
s− 2)(2 +√sb)

(
√
s+ 2)(2−√sb)

]√sb
. (6.22)

The exponential factor implies that the contribution of the bound states is either zero
or infinite. In fact, the expression for a single ‘bound state’ conformal block is exactly
the same as the contribution of the pole at c = ∆b in the exchange diagram discussion
of section 3.3, as follows from the discussion in appendix D. (If it diverges then it also
agrees with the contribution from the Mellin poles discussed in section 5.3.) Therefore,
as can also be gleaned from the expression (6.22) itself, the region where the contribution
from a bound state diverges is the same as already shown in figures 11 and 17. The worst
case scenario corresponds to sb = 0, i.e. massless bound states, for which |E(s, sb)| < 1
if |s − 4| > 4, i.e. the same result as for the identity. As we increase sb divergences are
avoided in an increasingly wider region.

6.3 The phase shift formula

Now let us look at those states which lie above the twist gap τ > 2∆O. We would like to
commute the large ∆O limit with the sum over blocks. For general kinematics we cannot
do this: each term in the sum will diverge. This does not necessarily mean that our
formula for S(ki) is wrong, but merely that we cannot commute the OPE and flat space
limits. However, let us again restrict to physical kinematics. As explained above, after
continuation we get the sum

i

( √
−r

(1 + r)3(1− r2)ν

) ∑
∆>2∆O+`
`=0,2,...

N cont
∆

(
a∆,`
acont∆,`

)
(−r)∆

(−zeff)2∆O
e−iπ(∆−2∆O)C

(ν)
` (η) . (6.23)
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Notice that here it is important that we perform the continuation, and in particular take
r to be arbitrarily close to the negative real axis, before taking the large radius limit.

The S-matrix is usually expressed in terms of polynomials related to Gegenbauer poly-
nomials in the following way:

P
(d)
` (η) := pd,`C

(ν)
` (η) , pd,` = (d− 2 + 2`)22d−3πν Γ(ν)] . (6.24)

We now notice that

( √
−r

(1+r)3(1−r2)ν

)
1
pd,`
N∆

(−r)∆

(−zeff)2∆O
∼

R→∞

4
√
s

(s− 4)ν

e−
(∆−2∆O

√
1−zeff)2

2∆O(−zeff)√
2π∆O(−zeff)

 , ∆ > 2∆O .

(6.25)
We see that for real and negative zeff this is bounded and exponentially suppressed except
in a region centered at ( ∆

2∆O

)2
∼ 1− zeff = s

4
(6.26)

and with half-width of order
√

2∆O(−zeff). Hence, the sum over states effectively receives
only contributions from that region as long as the OPE ratios which appear in (6.23) are
suitably bounded.

Let us now restrict ourselves to a kinematic region where both identity and bound
states do not contribute. Putting all the ingredients together we find

S(ki) = 2i
√
s

(s− 4)ν
∑

`=0,2,...
e2iδ`(s)P

(d)
` (η)

e2iδ`(s) := lim
∆O→∞

∑
∆>2∆O+`

2
(
a∆,`
acont∆,`

)
e−iπ(∆−2∆O)

e−
(∆−2∆O

√
1−zeff)2

2∆O(−zeff)√
2π∆O(−zeff)

 .

(6.27)

This is the main result of this section. It tells us that in the physical region the conformal
block expansion computes an object which at least kinematically takes the same form as the
partial wave decomposition of an S-matrix, with spin-` phase shifts computable in terms
of the CFT data. Note that the derivation of this formula required restricting ourselves
to the region s > 8. However, this is a shortcoming of our original conjecture relating the
S-matrix to the correlator, and not of the formulae above which are expected to be valid
for the full range of physical kinematics. For instance, for the GFF correlator our formula
gives:

e2iδ`(s) = lim
∆O→∞

∞∑
n=0

2

e−
(∆n,`−2∆O

√
1−zeff)2

2∆O(−zeff)√
2π∆O(−zeff)

 = 1 . (6.28)

as it should be, independently of the range of s.
Arguably one of the most important properties of the S-matrix is that it should satisfy

unitarity, which in the current context states that:

|e2iδl(s)| ≤ 1 . (6.29)
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This is not automatic from our formula, and to show it will require us to make one last
but crucial assumption:

lim
∆O→∞

∑
|∆−E∆O|<∆Oα

(
a∆,`
acont∆,`

)
= ∆Oα, with E > 2 fixed, and for some α ∈ [0, 1

2) .

(6.30)
Physically we are demanding that in the flat space limit, the average OPE density per unit
size bin in scaling dimension space matches that of a generalized free field. Note that the
requirement of α < 1/2 is such that the averaging must be apparent on a scale which is
smaller than the scale of variation of the gaussian, namely O(

√
∆O). We can think of this

assumption as a natural condition for a family of CFTs to have a well-defined flat-space
limit. It would be interesting to explore whether this is really an assumption or if it can
be proved as a general property of CFT correlators. Using this assumption it is not hard
to show that firstly the sum over states indeed localizes in a region around ∆ ∼

√
s∆O

of width ∼
√

∆O and secondly that the all-important unitarity condition on the S-matrix
actually holds.

The attentive reader may have noticed that in fact, for both these statements to be
true it would actually be sufficient that the equal sign in (6.30) was demoted to a less-than
sign. She may have also noticed that a similarly looking formula for the phase shift was
given already in [1]. These two observations are in fact related: equality is needed in order
for our formula to match the one given in [1], as we show in detail in appendix E. A second
argument for the equality sign to hold in equation (6.30) is that it leads to a nice relation
between the imaginary part of the connected amplitude and the double discontinuity of
the CFT correlator as defined in [49], as we now discuss.

Consider the connected part of the S-matrix, which arises by subtracting the full GFF
solution from the correlator,

T (s, η) = 2
√
s

(s− 4)ν
∑

`=0,2,...
i(e2iδ`(s) − 1)P (d)

` (η) . (6.31)

Thanks to our assumption (6.30) we may write

e2iδ`(s) − 1 = lim
∆O→∞

∑
∆>2∆O+`

2
(
a∆,`
acont∆,`

)
(e−iπ(∆−2∆O) − 1)

e−
(∆−2∆O

√
1−zeff)2

2∆O(−zeff)√
2π∆O(−zeff)

 (6.32)

where the equality sign in that equation was crucial to move the subtracted ‘1’ inside the
sum. This now means that the imaginary part of the amplitude will involve

1− Re e2iδ`(s) = lim
∆O→∞

∑
∆>2∆O+`

2
(
a∆,`
acont∆,`

)
sin
[
π(∆− 2∆O)

2

]2
e−

(∆−2∆O
√

1−zeff)2

2∆O(−zeff)√
2π∆O(−zeff)

 .
(6.33)

and hence
Im T (s, η) = lim

∆O→∞

dDiscG(r, η)
D(r, η) . (6.34)
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where we may define here

dDiscG(r, η) = lim
ε→0+

1
4 [2G(−r,−η)− G(r + iε, η)− G(r − iε, η)] , r < 0 . (6.35)

This relation is the precise sense that the double discontinuity of a correlator captures the
imaginary part of a scattering amplitude. Notice that we have derived the above equation
for physical kinematics, since there we could use the conformal block decomposition, but
for the Lorentzian inversion formula of [49] or the dispersion relation of [50] the double
discontinuity is integrated over a region in cross ratio space that does not reduce to a
physical kinematics in the flat-space limit. The precise flat-space limit of these equations
will be discussed in future work.

7 Conclusions

In this work we presented two related conjectures concerning the flat-space limit of the
correlators on the conformal boundary for a gapped QFT in AdS. For a given Witten
diagram we have seen that all the propagators and vertices reduce to their flat-space coun-
terparts, and our S-matrix conjecture is the natural one that ‘erases the circle’ and reduces
it to a Feynman diagram contributing to an S-matrix element in the flat-space limit. In
contrast with many other conjectures, the flat-space limit can be taken directly in position
space and no integral transform is necessary. On the other hand, for certain choices of the
external momenta the interactions may be spread out over distances comparable to the
AdS scale and therefore the conjectures do not always work.

Earlier recipes for extracting amplitudes from correlators include one based on Mellin
space and a phase shift formula, both presented in [1]. In regions where our conjectures
work we can recover these recipes, as we showed in detail in section 5 and 6, but we view
our conjectures as more general: they also work for functions that are not representable
in Mellin space (with disconnected correlators being the easiest example) and they are not
restricted to elastic scattering like the phase shift formula. An important qualification is
that, within the domain given in equation (5.20), the Mellin-space prescription seems to
work for any correlator that can be written in Mellin space and does not suffer from the
same divergences as our conjectures.

In section 3 we discussed how the conjectures work for simple Witten diagrams but fail
for some values of the Mandelstam s for the exchange diagram. This led us to introduce the
general notion of Landau diagrams in AdS in section 4. As in flat space, they correspond
to classical particles propagating over long distances and interacting in a momentum-
conserving fashion; unlike in flat space, the momentum conservation equations can always
be solved and an AdS Landau diagram exists for all values of the external momenta. They
can however only be important if the real part of the corresponding on-shell ‘action’ is
positive, which indicates a failure of the conjectures because the flat-space limit of the
correlator diverges.

The most important open question concerns the range of external momenta where the
limit used in our conjectures is actually finite, and the assumptions needed to show this.
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Notice that in all the examples we considered a divergence in the flat-space limit only
occurred within a subregion of

|s− 4m2| ≤ 4m2 , (7.1)

and similarly for t and u. This is in good agreement with the physical picture given in sec-
tion 2.3: close operator insertions in the Euclidean cap generate less energetic particles, and
the Euclidean geodesic connecting them dominates over the Lorentzian one. Furthermore,
for functions that can be represented in Mellin space we have also seen that singularities
are also unlikely to arise if s is real and

s < 4m(µ−m) (7.2)

and again similarly for t and u, and with µ the energy of the first state in the corresponding
channel. Could these inequalities hold more generally? Are there more refined inequalities
to be found? We can try to answer these questions either at a perturbative or at a non-
perturbative level.

Perturbatively there are important open questions concerning the structure of the most
general AdS Landau diagram and the region where it diverges. We also need to better un-
derstand the AdS version of the well-known intricacies of flat-space Landau diagrams as
described for example in [43] and references therein. For example, we can extend the
numerical investigation of the triangle diagram in section 4.2 to include the box and the
acnode diagrams which are known to have a richer set of anomalous thresholds. Similarly
we should investigate singularities on other Riemann sheets, which generally have com-
plex displacement parameters α, as well as understand the AdS analogue of ‘second type’
singularities that correspond to pinch configurations with infinite momenta. Furthermore,
recall that flat-space Landau diagrams can only be drawn for specific configurations of the
external momenta whereas AdS Landau diagrams can always be drawn, as discussed in
section 4. Correspondingly, the flat-space Landau diagrams capture the threshold where
(anomalous) singularities can appear but do not capture the branch cut that is often at-
tached to such thresholds. It would be interesting to see if the AdS Landau diagrams can
do better and whether branch cuts in the flat-space amplitude can always be taken to lie
in the ‘blobs’ where the AdS Landau diagrams diverge.

In this work we have not yet made enough use of the conformal block decomposition of
conformal correlation functions. As is by now well-known, this property implies all sorts of
wonderful boundedness and analyticity properties of the correlation functions themselves.
Can we use them to infer boundeness25 (unitarity) and analyticity of the flat-space scat-
tering amplitudes? Abstractly, consider a one-parameter family of consistent conformal
correlation functions and make a few natural assumptions concerning its spectrum as the
parameter R→∞. When does such a family limit to a consistent S-matrix? And suppos-
ing that it does, what are the analyticity properties of the resulting scattering amplitudes?
To answer these questions it is essential to obtain a better handle on the possible behavior

25There are many interesting and well-known consequences of analyticity and unitarity including elastic
unitariy as was recently explored in [51]. For all of these it would be very interesting to find their AdS
ancestors. As an example we can mention the high-energy behavior, which was done in [52, 53].
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of correlation functions and their OPE coefficients in the flat-space limit. The analysis in
section 6 provided a first step in this direction. In particular we showed that, for a four-
point function of identical operators the unitarity condition can be rather precisely tied to
the OPE coefficient density. On the other hand, additional tools are necessary to conclude
anything about the analyticity of the resulting amplitude. We expect to soon report some
further progress in this direction.

We should note that in all of the above the divergences in the flat-space limit were
considered a ‘given’ and that we only attempted to avoid them by choosing the external
momenta appropriately. However one could also try to subtract all the AdS Landau dia-
grams by hand so the flat-space limit is everywhere finite, thereby improving the region
of validity of our original conjectures. A possible way to do this is suggested by our com-
putation in section 6: from the conformal block perspective one could naturally subtract
crossing-symmetric sums of AdS exchange diagrams for every block below the two-particle
threshold, the effect of which can then be reinstated by adding simple poles to the resulting
S-matrix after taking the flat-space limit. It would be interesting to find out whether this
procedure can also be done if the number of blocks below threshold becomes unbounded
as R→∞, which should be the case if we do not scatter the lightest particle in the theory.

Finally it would be interesting to generalize our formalism to scattering amplitudes of
massless particles, including photons and gravitons. One important point which is not fully
understood is how infrared divergences in such theories arise when taking the flat-space
limit. Landau diagrams in AdS introduced in this paper might provide a useful tool for
addressing this question. Another related question is to develop a detailed understanding
of the soft theorem in flat space [54–56] (see also recent discussions in [57] on the soft
therem and the flat-space limit of AdS/CFT). We hope our position-space approach will
prove useful for this purpose since it would allow us to directly analyze the flat-space limit
of the Ward identity of the boundary correlators. Of course the ultimate goal would be to
understand quantum gravity in flat space by taking the flat-space limit of AdS/CFT, but
also on this front we still have a long journey ahead of us.
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A Analytic continuation in cross ratio space

It is worthwhile to see what the analytic continuation to the S-matrix configuration becomes
in terms of the familiar cross-ratios (u, v) and (z, z̄) for four-point conformal correlation
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functions. In spherical boundary coordinates they are

u = zz̄ = (1− n̂1 · n̂2)(1− n̂3 · n̂4)
(1− n̂1 · n̂3)(1− n̂2 · n̂4) ,

v = (1− z)(1− z̄) = (1− n̂1 · n̂4)(1− n̂2 · n̂3)
(1− n̂1 · n̂3)(1− n̂2 · n̂4) .

(A.1)

For the analytic continuation to the S-matrix configuration it will be necessary to view two
cross ratios as independent complex variables.

We will consider the analytic continuation to a scattering amplitude where particles 1
and 2 are incoming and particles 3 and 4 are outgoing. Therefore, upon substitution of

(n0, n) = −(k0,−ik)/m , (A.2)

we will take k0
1 and k0

2 positive and k0
3 and k0

4 negative. We will assume that we are on
the support of the momentum conserving delta function

∑
i k

µ
i = 0, where the remaining

kinematical Lorentz-invariant degrees of freedom are captured in terms of the Mandelstam
invariants26

s = −(k1 + k2)2, t = −(k1 + k4)2, ũ = −(k1 + k3)2 =
∑
i

m2
i − s− t . (A.3)

In terms of which we find that

u =
(
s− (m1 +m2)2) (s− (m3 +m4)2)

(ũ− (m1 +m3)2) (ũ− (m2 +m4)2) , v =
(
t− (m2 +m3)2) (t− (m1 +m4)2)

(ũ− (m1 +m3)2) (ũ− (m2 +m4)2) .

(A.4)
We can now analytically continue from the Euclidean region, where the Mandelstam in-
variants s, t and ũ are all real and positive, to the physical S-matrix region for the 12 →
34 process, where s ≥ max

(
(m1 +m2)2, (m3 +m4)2)+ iε and t and ũ such that the scat-

tering angle is real. The corresponding continuation in the cross-ratios u and v is shown in
figure 18(a). We see that u makes a clockwise turn around the origin and v remains real.
The corresponding continuation in terms of the z and z̄ variables is shown in figure 18(b):
we start from a Euclidean configuration with z̄ = z∗, take one variable (which we take to
be z) in a clockwise fashion through the branch cut on the negative real axis, and end on
an ‘S-matrix’ configuration where again z̄ = z∗ but on another sheet.

In the equal mass case we can write that

√
u = s− 4m2

ũ− 4m2 ,
√
v = t− 4m2

ũ− 4m2 . (A.5)

In this formulation the Euclidean configuration corresponds to the principal branch of the
square roots. We find that restricting to physical Lorentzian momenta implies that

√
u ≤ 0

and
√
v ≥ 0. In terms of the scattering angle θ, defined as

t = 1
2(4m2 − s)(1− cos(θ)), ũ = 1

2(4m2 − s)(1 + cos(θ)) (A.6)

26Notice that the Mandelstam t variable is defined following CFT conventions where the ‘t-channel’ is
traditionally the one where operators 1 and 4 are fused together.
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u, v

0

u

v

(a) Analytic continuation of u and v

z, z̄

0 1

z

z̄

(b) Analytic continuation of z and z̄

Figure 18. Analytic continuation to s-physical S-matrix configuration. Left: u takes a full
clockwise turn around 0 while v does not. Right: the orange dashed curve indicates that z moves
on the second Riemann sheet. Black dotted lines indicate that z and z̄ are complex conjugate of
each other at the starting point (corresponding to a Euclidean configuration) and the end point
(corresponding to an S-matrix configuration).

we find a particularly simple form in the ρ variables, namely

ρ =
√
s− 2m√
s+ 2mei(θ−2π), ρ̄ =

√
s− 2m√
s+ 2me−iθ . (A.7)

So the physical parameters s and θ simply correspond to the modulus and argument of
the ρ variables. Notice that it is again understood that ρ, like z above, is evaluated on
the second sheet obtained by circling around zero in a clockwise fashion in order to ensure
that

√
u ≤ 0.

So far we have focused on s-channel physics, with operators 1 and 2 moved to an
‘in’ configuration and particles 3 and 4 to an ‘out’ configuration. Of course we could
have continued the positions differently in order to reach the physical regions of the t

and the u channel which would involve different analytic continuations of the cross ratios.
We can also consider the ‘Euclidean’ configuration where all Mandelstam invariants lie
between 0 and 4m2 — in this configuration

√
u and

√
v are both real and positive, and

the ρ variable does not need to be analytically continued around zero. Figure 19 shows
the various continuations that are necessary to reach these regions.27 For each of the
physical regions the indicated continuation lands us above the cut in the corresponding
Mandelstam variable.

27Note that the continuations of z, z̄ are somewhat arbitrary because those of Mandelstam variables only
depend on products of z, z̄ (for example see (2.29)). In addition, the symmetry z ↔ z̄ adds even more
arbitrariness. In particular, to reach a given point on s − t plane, a phase rotation in z(z̄) can be traded
with one in z̄(z) provided the phases are the same. Therefore, depending on different conventions the reader
may find different continuation prescriptions for z, z̄, but the one for u, v should have no ambiguity.

– 56 –



J
H
E
P
1
1
(
2
0
2
0
)
0
4
6

Re t

Re s

Re ũ = 0

-8 -4 4 8 12

-8

-4

4

8

12

ũ − phys
z z̄1 0

t − phys
z z̄ 1

z z̄0 1

z z̄1

z z̄ 0

z z̄ 0

z z̄0

z z̄ 1

s − phys
z z̄0

z z̄1

z, z̄ ∈ [1,∞) z, z̄ ∈ [0,1]

z, z̄ ∈ (−∞,0]

Euc

Figure 19. Analytic continuation of cross ratios on the real s− t plane. The orange triangle is the
Euclidean region and where all analytic continuations start from. The larger triangle (including the
Euclidean region) is the region where u and v stay in their principal branch. It is also the so-called
Mandelstam triangle where all Mandelstam variables are below their two-particle threshold. The
lighter orange regions correspond to s/t/ũ-physical region, respectively. All the blue regions are
Lorentzian regions where z and z̄ are real and independent, and lie within the indicated intervals.
The round arrows (notice the different directions) indicate how the cross ratios z, z̄ should be
analytically continued through the (−∞, 0] or [1,∞) branch cut in the complex plane. In unlabelled
regions z, z̄ stay in the principal branch.

A.1 Different kinematic limits

To gain a bit more insight we will now explore various kinematic limits and relate each
of them between Mandelstam invariants s, t and cross ratios z, z̄. The limits under
consideration are a double lightcone limit and five s→∞ limits:

double lightcone limit: z → 0, z̄ → 1

s→∞ :



θ fixed

cos(θ) > 1
0 < cos(θ) < 1 (bulk-point limit)

t fixed
(Regge limit)


t > 0
t = 0 (forward limit)
t < 0

(A.8)

where we recall that

t = 1
2(4m2 − s)(1− cos(θ)). (A.9)
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-4 4 8 12

-8

-4

4

8

12 ∞

∞

1

2

3

4
5

6
s − phys

ũ − phys

t − phys

Euc

s → ∞
θ fixed

cos θ > 1
0 < cos θ < 1
(bulk-point limit)

t fixed(Regge limit)

t > 0
t = 0 (forward limit)
t < 0

double lightcone limit (s → 4, t → 4) 1
2
3

4
5
6

Re t

Re s

Re ũ = 0

Figure 20. Different kinematic limits in real s − t plane. The dark blue dashed lines indicate
analytic continuation of s, t into their complex planes, respectively. Details of analytic continuation
are explained in the text. The dark blue arrows lie on the real s − t plane. The orange triangle
is the Euclidean region, and within it lies the starting point of all limits and their corresponding
analytic continuation.

In the Mandelstam s and t plane these different limits are shown in figure 20 and in
the complex z and z̄ plane they are shown in figure 21. Note that the starting point for
each limit always lies inside the Euclidean region and the endpoints of the limits are always
outside. The iε prescription we adopted for these continuations is as follows: if the endpoint
of s/t is greater than 4, then keep Im (s/t) non-negative; if the endpoint of s/t is smaller
than 0, then keep Im (s/t) non-positive; otherwise the continuation can be arbitrary.

Let us offer a few comments on these limits. First of all, we find that the double
lightcone limit where z → 0 and z̄ → 1 corresponds to s→ 4m2 and t→ 4m2. (We are not
too concerned about the precise order in which these limits are taken here.) At this point
the two lightcones in the position space correlation function intersect, and similarly the
s-channel and t-channel cuts intersect in the amplitude. In both cases the region beyond
this point is a bit mysterious. For example, as shown in figure 21, limit 2 requires an
analytic continuation of z around 0 and z̄ around 1, and so we are beyond the radius of
convergence of any conformal block decomposition. It would be interesting to see if some
theory can be developed in order to better understand this region.

Secondly let us consider the fixed angle high-energy limit 3 . In cross ratio space
this corresponds to the familiar bulk point limit. This is known to be the region in cross
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z, z̄

0 1

z

z̄

1 s→ 4, t→ 4

z, z̄

0 1

z

z̄

2 s→∞, cos θ > 1

z

z, z̄

0 1

z̄

3 s→∞, 0 < cos θ < 1

z, z̄

0 1
z

z̄

4 s→∞, t > 0

z, z̄

0 1

z

z̄

z, z̄

5 s→∞, t = 0

z, z̄

0 1
z

z̄

6 s→∞, t < 0

Figure 21. Different kinematic limits in z, z̄. The dashed curves indicate that the cross ratios
are in the second sheet. The grey dotted lines indicate that z and z̄ are complex conjugate of each
other.

– 59 –



J
H
E
P
1
1
(
2
0
2
0
)
0
4
6

ratio space where the flat-space scattering amplitude can be obtained from the conformal
correlation function in the case of massless external particles, which is of course important
in the context of AdS/CFT. In our case we recover this limit at high energies where in some
approximate sense the masses of the external particles no longer matter. We have however
not checked in detail that the bulk point limit prescription is exactly reproduced here.

Lastly there are the various Regge limits28 4 , 5 and 6 which correspond to large
s and fixed t. In plot 4 , z and z̄ approach 1 in a way such that

1− z
1− z̄

s→∞=
(√

t+ 2√
t− 2

)2

. (A.10)

In plot 5 , z = z̄ when approaching 1, whereas in plot 6 , z and z̄ are complex conjugate
of each other up to a phase e2πi.

As discussed in the main text, these limits exactly correspond to the Regge limit of
conformal correlation functions. In this case only the z variable is continued around 0 and
so we are at the boundary of the radius of convergence of the s channel conformal block
decomposition.

B Steepest descent contours for the exchange diagram in Mellin space

In this appendix we analyze the location of the steepest descent contour for the exchange
diagram in Mellin space and determine the contribution of any Mellin poles that are picked
up in deforming the original integration contour to the steepest descent contour.

First we have to decide which poles are picked up. This is determined by the crossing
point of the steepest descent contour with the real axis. With the integrand as in (5.26)
the saddle point is located at

σ∗12 = 4m2 − s
8m (B.1)

and at this point

φ

(
m,

4m2 + s

4m2 − s
, σ∗12

)
= −2m log

( 8m
4m2 + s

)
(B.2)

so we see that
Im
[
φ

(
m,

4m2 + s

4m2 − s
, σ∗12

)]
= 2m arg

(
4m2 + s

)
(B.3)

so the real σ12 axis is crossed at

σ̄12(s) := m arg[4m2 + s]
arg[4m2 + s]− arg[4m2 − s] (B.4)

where we used that the steepest descent contour crossed the real axis for 0 < σ12 < m

as explained above. (As a consistency check we recover σ∗12 from σ̄12(s) for s real and
Euclidean via a limiting procedure.) We pick up Mellin poles if:

σ̄12(s) < m−mb/2 . (B.5)
28Note that here we discuss the Regge limits in the s-channel, as opposed to t-channel one in section 2.4.3.

The two limits are simply related by s↔ t, u↔ v.
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This gives rise to a region in the complex s plane that is shown as the lightly shaded region
in figure 17. Notice that it in particular includes the entire physical line s > 4m2 and the
pole at s = m2

b . A little further experimentation shows that we do not pick up any Mellin
poles for Re(s) < 0 as long as mb > m, and also that for fixed Re(s) > 0 the function σ̄12(s)
is increasing with |Im(s)|, so if we do not pick up poles for a given s with Re(s) > 0 then
we will also not pick up poles for any s with greater imaginary part. Altogether this means
that the region where we pick up poles is within the region defined by Re(s) > 4m(mb−m)
for mb > m.

The picked up Mellin poles give rise to a sum which we should compare to the order
of magnitude of the Mellin saddle point at σ∗12. In equations, we can say that we are safe if

k̄(s)∑
k=0

Rk exp
(
Rφ

(
m,

4m2 + s

4m2 − s
,m−mb/2− k/R

)
−Rφ

(
m,

4m2 + s

4m2 − s
, σ∗12

))
R→∞−→ 0

(B.6)
with k̄(s) = R(m −mb/2 − σ̄12(s)). We will henceforth assume k̄(s) > 0 otherwise there
is nothing to estimate. To analyze the k sum we will ignore the phase factor and instead
investigate the slightly larger expression
k̄(s)∑
k=0

Rk exp
(
Rφ

(
m,
|4m2 + s|
|4m2 − s|

,m−mb/2− k/R
)
−Rφ

(
m,

4m2 + s

4m2 − s
, σ∗12

))
R→∞−→ 0 .

(B.7)
We now substitute the large R expression for the Rk and can attempt to find a saddle
point approximation for the sum. Notice that the location of the saddle point has changed
compared to the discussion around equation (5.24) because of the extra k-dependent factor.
We find two stationary points at

k∗±(s)/R = mb

8

(
−4± |4m

2 + s|
m
√
Re(s)

)
(B.8)

If Re(s) > 0 then exactly one of the saddle points is real and positive. The value of the
summand at the saddle point is

exp
(
R (2m+mb)

(
log(2m+mb)−

1
2 log

(
|4m2 + s|+ 4m

√
Re(s)

))
(B.9)

+R (2m−mb)
(

log(2m−mb)−
1
2 log

(
|4m2 + s| − 4m

√
Re(s)

)))
up to an unimportant prefactor.

We can now distinguish several possibilities:

• If 0 < k̄(s) but Re(s) < 0 then the stationary points in the sum are complex.
We checked numerically that the summand is monotonically increasing and so it is
bounded from above by its value at k̄(s). This can only happen when mb < m.

• If Re(s) > 0 and 0 < k∗+(s) < k̄(s) then the saddle point approximation should work
well for the sum.

• If Re(s) > 0 and 0 < k̄(s) < k∗+(s) then we can again take the value at k̄(s) as an
upper bound for the sum.
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Each of these cases corresponds to a domain in the complex s plane (which all lie within
region I as defined around figure 17 because we assume k̄(s) > 0). We have numerically
checked that the summand in (B.7) in the first and third possibility always goes to zero
in the large R limit, so the problematic region is the subregion of the second possibility
where (B.9) does not vanish at large R. This is now easily plotted numerically, leading to
the domains shaded in figure 17.

C Verification of momentum conserving delta function

In this appendix we show that in the flat-space limit, the normalized, analytically continued
four-point contact diagram Gc(Pi) equals the momentum conserving delta function,

Z2Gc(Pi)|S-matrix
R→∞
−−−→ i(2π)d+1δ(d+1)(k1 + k2 + k3 + k4), (C.1)

where the normalization factor is defined in (2.7):

Z = 22∆Rd−1

C2
∆

. (C.2)

Our starting point is (3.32), which is reproduced here:

Gc(Pi)
R→∞
−−−→R−d+322∆−d/2−6π−3d/2+1/2∆3d/2−9/2

×
(√
P12P34 +

√
P13P24 +

√
P14P23

)−2∆+3/2

(P12P13P14P23P24P34)1/4 . (C.3)

In Euclidean signature the Pij are all real and positive and so the amplitude in the large
∆ limit gets support only around Pij = 0. This changes if we analytically continue to the
S-matrix configuration (2.17) as our conjecture dictates. Consider again the case where
particles 1 and 2 are the ‘in’ particles and 3 and 4 the ‘out’ particles. We are then instructed
to take P12 and P34 negative with a small negative imaginary part. We may write:

Gc(Pij)|S-matrix
R→∞−→ iR−d+322∆−d/2−6π−3d/2+1/2∆3d/2−9/2

× (f(Pij))−2∆+3/2

(P12P13P14P23P24P34)1/4

∣∣∣∣∣
S-matrix

(C.4)

where we have introduced

f(Pij) := −
√
P12P34 +

√
P13P24 +

√
P14P23. (C.5)

Our first benefit is the factor of i, which matches (2.18). Taking into account the wave
function factors

√
Z we realize that the large ∆ limit of the normalized contact diagram

should, after substitution of Pij = 2(1 + m−2ki · η · kj), become equal to the momentum
conserving delta function:

lim
R→∞

iZ2R−d+322∆−d/2−6π−3d/2+1/2∆3d/2−9/2 (f(Pij))−2∆+3/2

(P12P13P14P23P24P34)1/4

?= i(2π)d+1δ(d+1)(k1 + k2 + k3 + k4)
(C.6)
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A complication in the verification of this claim is that both sides are meant to be
understood as functions of on-shell momenta, so the independent variables on either side
are really the spatial components ki of the four momenta.

Our first claim is that the contact diagram is maximized on the support of the delta
function. At large ∆ it is the function f(Pij) that provides exponential damping and it is
maximized whenever

∂log(f(Pij))
∂ki3

= ∂log(f(Pij))
∂ki4

= 0 (C.7)

which is solved on the momentum conserving configuration. More generally the form
of f(Pij) leads us to believe that there should be a Minkowskian version of Ptolemy’s
inequality that rigorously proves the maximization of f(Pij) uniquely and exactly when
momentum conservation is obeyed, but we have not tried to obtain it. At the saddle point
we easily find that

f(Pij)|saddle point = 8, (C.8)

independently of the values of the momenta themselves.
Next we need to check the volume of the bump centered at the momentum conserving

configuration, so whether the integrations over both sides of (3.33) agree. To integrate, we
parametrize Pi, or equivalently kµi , using rapidity and spherical coordinates:

Pi = (1,∓ cosh(θi), i sinh(θi)n̂(d)
i ) − /+ : in/out-going

kµi = (±m cosh(θi),m sinh(θi)n̂(d)
i ) + /− : in/out-going (C.9)

n̂
(d)
i = (cos(φi,1), sin(φi,1) n̂(d−1)

i )

Integrating over the right-hand side of (3.33) givesˆ
d|k3||k3|d−1ddk4

[
i(2π)d+1δ(d+1)(k1 + k2 + k3 + k4)

]
= i(2π)d+1

(
E2

CM
4 −m2

)d/2−1
ECM

4

= i(2π)d+1m
d−1

2 cosh(θ1) sinhd−2(θ1).

(C.10)

This function of θ1 needs to be matched on the left-hand side. To perform the integrals
we again resort to the saddle point approximation. Going to the center of mass frame of
ingoing particles 1 and 2, the momentum-conserving saddle point now reads

θ∗3 = θ∗4 = θ1, n̂
(d)∗
4 = −n̂(d)

3 . (C.11)

We also need to calculate the determinant of the matrix of second-order derivatives of
log(f(Pij)). Let us denote this as Detd for the d-dimensional case. It turns out that
using our coordinates the determinant at the saddle point can be easily calculated for any
dimension. To be precise, we set the ordering of the coordinates as

{θ3, θ4, φ4,1, . . . , φ4,d−1} (C.12)
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and then the result reads

Detd
Det2

∣∣∣∣
saddle point

=
(

sinh2(θ1)
8

)d−2

sin2d−4(φ3,1) sin2d−6(φ3,2) . . . sin2(φ3,d−2) (C.13)

where Det2 satisfies√
1

Det2
(f(Pij))3/2

(P12P13P14P23P24P34)1/4

∣∣∣∣∣
saddle point

= 32
cosh(θ1) sinh2(θ1)

. (C.14)

The simplicity of this calculation follows from the fact that additional matrix elements
in higher dimensional cases compared to the two-dimensional case are all zeros except for
the diagonal terms. To check this, we need to calculate

∂2 log(f(Pij))
∂θk∂φ4,l

, k = 3, 4, 2 ≤ l ≤ d− 1

∂2 log(f(Pij)
∂φ4,l∂φ4,m

, 1 ≤ l ≤ m ≤ d− 1
(C.15)

A useful observation is that when l ≥ 2, ∂f(Pij)/∂φ4,l is only proportional to ∂P34/∂φ4,l
and it vanishes at the saddle point. Explicity, we have

P34 = 2(1− cosh(θ3) cosh(θ4) + sinh(θ3) sinh(θ4)n̂3 · n̂4) (C.16)

∂P34
∂φ4,l

∣∣∣∣∣
saddle point

= 2 sinh(θ3) sinh(θ4)
∂
(
n̂

(d)
3 · n̂

(d)
4

)
∂φ4,l

∣∣∣∣∣∣
saddle point

= 0 (C.17)

where the last equal sign is because at the saddle point ∂n̂(d)
3 /∂φ4,l is orthogonal to n̂(d)

4
and vice versa. It follows similarly that all the second-order partial derivatives in (C.15)
are zero due to orthogonality, except for one term, which is

∂2f(P34)
∂φ2

4,l

∣∣∣∣∣
saddle point

= 2 sinh2(θ1) sin(φ3,1)2 . . . sin(φ3,l−1)2 . (C.18)

Altogether we find that the integral over the left-hand side becomes29

ˆ
d|k3||k3|d−1ddk4

[
iZ2R−d+322∆−d/2−6π−3d/2+1/2∆3d/2−9/2 (f(Pij))−2∆+3/2

(P12P13P14P23P24P34)1/4

]

' iZ2R−d+322∆−d/2−6π−3d/2+1/2∆3d/2−9/2(m cosh(θ1))2(m sinh(θ1))2d−2

×
(
π

∆

)(d+1)/2
(

sinh2(θ1)
8

)−(d−2)/2 8−2∆+5/3

cosh(θ1) sinh2(θ1)
R→∞= i(2π)d+1m

d−1

2 cosh(θ1) sinhd−2(θ1) (C.19)

which exactly agrees with (C.10). We have therefore shown that our S-matrix conjecture
is also correct for the four-point contact Witten diagram of identical operators in any
spacetime dimension.

29The product of sine functions in (C.13) precisely cancels against the spherical integration mea-
sure of n̂(d)

4 .
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D Saddle-point analysis of the exchange diagram

In this appendix, we explain details of the saddle-point computation of the exchange di-
agram discussed in subsection 3.3. For this purpose, we first integrate out X, Y and Q

in (3.35) to get

Ge(Pi) = R−d+5

32πh(P12)∆(P34)∆

ˆ i∞

−i∞

dc

2πi
1

c2 − (∆b − h)2

Γ
(
∆− h

2 + c
2

)
Γ
(
∆− h

2 −
c
2

)
2πh(Γ(∆− h+ 1))2

2

× [kcGh+c,0(ρ, ρ̄) + k−cGh−c,0(ρ, ρ̄)] , (D.1)

where G∆,l is the conformal block and ka is defined by

ka :=

(
Γ(h2 + a

2 )
)4

Γ(h+ c)Γ(c) . (D.2)

In the flat-space limit (∆ ∼ c� 1), (D.1) can be approximated by

Ge(Pi) ∼
R−d+5

32πh(P12)∆(P34)∆

ˆ i∞

−i∞

dc

2πi
N

c2 −∆2
b

(
ch−1eg(c) + (−c)h−1eg(−c)

)
, (D.3)

with

N = 2π1−2h∆4h−2(ρρ̄)h/2√
(1− ρ2)(1− ρ̄2)(∆2 − c2

4 )h+1(1− ρρ̄)h−1
,

g(x) =− 4∆ log(∆) + 2
(

∆ + x

2

)
log

(
∆ + x

2

)
+ 2

(
∆− x

2

)
log

(
∆− x

2

)
+ x

2 log ρρ̄ ,

(D.4)
where ρ and ρ̄ are the radial coordinates. We can then perform the saddle-point analysis
for the c-integral. The two exponential factors eg(c) and eg(−c) give two different saddle
points but their contributions turn out to be identical. Including the one-loop fluctuations
around the saddle-point we get the result quoted in the main text

Gc(Pi) ∼ Gc(Pi)|R→∞ ×
R2

∆2
b − c2 . (D.5)

On the other hand, the contributions from the poles can be determined by evaluating
eg(c) and eg(−c) at the positions of the poles c = ±∆b. For the c = ∆b pole, eg(−c) can be
neglected and the dominant contribution at large R is given by a product of eg(∆b) and
(P12P34)∆. This leads to the formula (3.55) in the main text.

E Comparison with the phase shift formula of [1]

In reference [1], following a different derivation, a formula for the spin-` phase shifts was
proposed for the scattering of two identical particles which in our notation can be written as

e2iδ`(s) = lim
∆O→∞

N`(s)−1 ∑
|∆−
√
s∆O|<∆Oα

w(∆)2a∆,`e
iπ(∆−2∆O) ,

N`(s) =
∑

|∆−
√
s∆O|<∆Oα

w(∆)2a∆,` ,
(E.1)
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where the constraint on α > 0 was not examined very carefully, other than it should
be smaller than one. The explicit form of the weight w(∆) will not be required here.
It is sufficient to say that its dependence on ∆ is such that w(∆)2acont∆,` does not vary
exponentially with ∆ in the limit of large ∆O. This implies that for the GFF theory
we have

N gff
` (s) =

∆O→∞
∆Oα

[
w(∆)2acont∆,`

] ∣∣∣∣
∆=
√
s∆O

. (E.2)

Let us now assume that N`(s) is universal for CFTs which describe QFTs in AdS, and in
particular equal to the GFF result above. This assumption was originally made in [1] in
order to match the above phase shift formula with the prescription for the S-matrix based
on the Mellin amplitude in that same reference, which is our equation (5.5). We now point
out that using the result above this is nothing but the condition

∑
|∆−
√
s∆O|<∆Oα

(
a∆,`
acont∆,`

)
= ∆Oα (E.3)

i.e. the same as our assumption (6.30). This also leads to

e2iδ`(s) = lim
∆O→∞

∆O−α
∑

|∆−
√
s∆O|<∆Oα

(
a∆,`
acont∆,`

)
eiπ(∆−2∆O) . (E.4)

Comparing this to our own expression (6.27) we see that they differ only in the way the
averaging in the sum over states is being done: with a gaussian in our case and with a
rectangular “window” in the above. Both averaging kernels tend to delta functions in the
large ∆O limit. As long as both limits exist they must describe the same limiting function.
The main difference is that the Gaussian prescribes that the sum over states must be done
over a precise region of width O(

√
∆), whereas the exact width of the averaging window

was not as precisely determined in the above.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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