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Abstract—The paper presents a comparison of the two 

languages Python and R related to the classification tools and 
demonstrates the differences in their syntax and graphical 
output. It indicates the functionality of R and Python packages 
{dendextend} and scipy.cluster as effective tools for the 
dendrogram modelling by the algorithms of sorting and ranking 
datasets. R and Python programming languages have been 
tested on a sample dataset including marine geological 
measurements. The work aims to detect how bathymetric data 
change along the 25 bathymetric profiles digitized across the 
Mariana Trench. The methodology includes performed 
hierarchical cluster analysis with dendrograms and plotted 
clustermap with marginal dendrograms. The statistical libraries 
include Matplotlib, SciPy, NumPy, Pandas by Python and 
{dendextend}, {pvclust}, {magrittr} by R. The dendrograms 
were compared by the model-simulated clusters of the 
bathymetric ranges. The results show three distinct groups of 
the profiles sorted by the elevation ranges with maximal depths 
detected in a group of profiles 19-21. The dendrogram 
visualization in a cluster analysis demonstrates the effective 
representation of the data sorting, grouping and classifying by 
the machine learning algorithms. The programming codes 
presented in this study enable to sort a dataset in a similar 
research aimed to group data based on the similarity of 
attributes. Effective visualization by dendrograms is a useful 
modelling tool for the geospatial management where data 
ranking is required. Plotting dendrograms by R, comparing to 
Python, presented functional and sophisticated algorithms, 
refined design control and fine graphical data output. The 
interdisciplinary nature of this work consists in application of 
the coding algorithms for spatial data analysis.  

Keywords—clustering, data analysis, data sorting, data 
ranking, dendrogram, R, Python, machine learning, programming 
language 

I. INTRODUCTION  
To statistical analyze and sort information presented in a 

large geospatial datasets as unsorted raw data, it is necessary 
to discretize attributes and analyze variables, which have 
values common or similar in nature [1-2]. A typical ranking, 
grouping or sorting data algorithm splits a large dataset into 
several subgroups according to their values. An example of 
such a technique is an unsupervised clustering that has a 
graphical output as a dendrogram, a hierarchically plotted tree 
with sorted and ranked data. This study aims at the following 
question: since a raw dataset contains quantitative variables 
(depths) with known characteristics and a large number of 

values (25 cross-sections of the bathymetric profiles) should 
all these values be kept as such or it is more sensible to group 
them into clusters through data sorting and hierarchical 
ranking? The solution to this question was proposed by a 
comparative testing of Python and R. Thus, the focus of this 
research is laid on visualizing and plotting dendrograms by 
cluster analysis using machine learning algorithms of R and 
Python programming languages.  

The structure of the paper consists of six sections, ten 
figures and three code listings. Section 1 (Introduction) 
summarizes the scope, focus and goal of the research aimed 
on geospatial data sorting by Python and R through the 
unsupervised clustering with dendrograms as a graphical 
output. This section also formulates the research problem 
through introducing questions of the hierarchical data ranking 
by the machine learning methods in Python and R. Section 2 
(Methods) briefly describes the existing works on the 
statistical analysis and algorithms of the machine learning. It 
presents first a theoretical background of the cluster analysis 
(Subsection A) and then a programming background 
demonstrating technical solutions of the statistical methods by 
Python and R libraries (Subsection B). Section 3 
(Programming scripts: Python and R) starts with a short 
description of the data capture and then presents three code 
listings of R (Subsection A) and Python (Subsections B and 
C), each supported by the visualized graphical output. Section 
4 (Results) reflects the previous section by presenting the 
results of the statistical analysis by R and Python in 
subsections A and B, respectively. Section 5 (Discussion) 
compares the approaches of R and Python libraries for 
dendrogram visualization and discusses the functionality of 
both tools. Section 6 (Conclusion) resumes the presented 
research and ends with a recommendations for further studies. 
In a summary, it reflects the perspectives of the geostatistical 
analysis in marine geology using other tools besides Python 
and R (Matlab, Octave, GMT, AWK, C++). The link to the 
GitHub repository with available data and methods used in this 
paper is provided.  

II. METHODS 
A Hierarchical Cluster Analysis (HCA) is one of the 

existing unsupervised statistical methods described in the 
literature on general statistical analysis and data analysis [18-
22]. The HCA enables to classify a given data frame of 
variables into the sorted groups (or clusters, from which the 
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name of the method is derived). According to the algorithm 
of the machine learning, clusters are defined by similarities 
between variables which enable them to be assigned into one 
cluster group. There are various approaches of the 
hierarchical data clustering algorithms. The divisive 
clustering recursively performs the partition of the samples 
from a single cluster to the least similar ones [23-24]. The 
agglomerative clustering computes the similarity between 
each of the clusters and joins the two most similar ones [25]. 
The single linkage approach measures the shortest distance 
between two points in each cluster [26-27]. The complete 
linkage computes the longest distance between two points in 
each cluster [28]. The average linkage calculates the average 
distance between each point in one cluster to every point in 
the other cluster [29-30]. This theoretical principle of the 
statistical data sorting was used as a background [31-35] with 
the programming codes modified for the data set. 

Figure 1. Workflow for hierarchical clustering with p-values of data frame. 

A. Theoretical Background 
The dendrograms plotted in a cluster analysis represent the 

results of the statistical method aimed at the classification of 
the data samples. The core idea of the data sorting by 
dendrogram techniques is a digital pattern recognition which 
refers to a division of the dataset into a set of classes. The 
algorithms is based on the assessment of the similarity of their 
attribute values. The dendrogram trees as a diagram of the 
cluster analysis are used in a machine learning for cases where 
classes are not pre-defined and should be recognized by the 
algorithm of the statistical analysis [3-5].  

Clustering data aims at the dividing of the initial dataset 
into a number of groups by the defined criteria for data sorting 
based on the similarity of their attribute values. For each 
cluster in clustering, quantities (called „p-values“) are 
calculated via the multiscale bootstrap resampling. A p-value 
of a cluster is a value between 0 and 1 which indicates how 
strong the cluster is supported by the data [6].  

B. Programming Background 
The study is technically based on two programming 

languages: Python and R. The data modelling and plotting are 

performed by the statistical libraries and packages embedded 
in both languages. The libraries of Python include Matplotlib, 
SciPy (cluster function), NumPy and Pandas (for reading data 
from .csv files). The main package of R used for dendrogram 
plotting and visualizing cluster analysis is {dendextend} 
developed and described by [7].  

Figure 2. Clustering via multiscale bootstrap resampling. 

Additionally, the activated packages of R included the 
{pvclust} developed by [9], a package for assessing 
uncertainty in the hierarchical cluster analysis, the {magrittr} 
providing a mechanism for chaining commands by a forward-
pipe operator, %>% [10-11], and a set of auxiliary packages 
specially for graphical visualization, e.g. {RColorBrewer}, 
{grid}, with embedded techniques by common R syntax [12]. 
Common methodologies of using syntax of the programming 
languages were derived from the existing literature, general 
manuals and technical references of the programming and data 
analysis [13-17]. 

Figure 3. Unsorted dendrogram diagram tree showing 25 profiles. 
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III. PROGRAMMING SCRIPTS: PYTHON AND R  
The dataset was derived from the QGIS project where 25 

cross-section bathymetric profiles were digitized across the 
Mariana Trench, the deepest place on the Earth with complex 
geological settings located in the Pacific Ocean [18-20]. The 
length of each profile was 1000 km, and the distance between 
every pair was set to 100 km using existing methodology [21-
22]. The attribute information has been derived from each 
profile and stored in a table. The table (.csv) with three 
columns contained coordinates (latitude and longitude) and 
elevations depths (m). Afterwards the table was imported for 
data analysis by the statistical libraries of Python and R.  

Figure 4. Sorted dendrogram diagram tree showing sorted and grouped 25 
profiles, ranked by bathymetric depths into three clusters.  

The {magrittr} package of R was used to decrease the 
development time and to improve the readability and 
maintainability of the R code. the main feature of {magrittr} 
is a 'pipe'-like operator ‘%>%’, which ‘pipes’ a value of the 
previous expression to forward it into the next expression or a 
function call, as demonstrated below. 

A. R code used for plotting dendrograms 
# Step-1. Generate data frame from the raw table  
MDepths <- read.csv("Depths.csv", header=TRUE, sep = ",") 
# Step-2. Delete non available values (NAs) 
MDF <- na.omit(MDepths)  
row.has.na <- apply(MDF, 1, function(x){any(is.na(x))}) 
sum(row.has.na) # sum up NA, should be: [1] 0 
head(MDF) # check up data frame 
# Step-3. Plot the 1st dendrogram (here: by 25 clusters) 
library(dendextend) 
dend <- MDF[1:25,] %>% 
scale %>%  
dist %>% # calculate a distance matrix,  
 hclust (method = "average") %>%  
 as.dendrogram %>%  
 set("labels", c(("profile"), rep(1:25), sep="")) 
%>% 
 set("labels_col","blue") %>% 
 set("labels_cex", c(.7)) %>% 
 set("branches_k_color", k=5) %>%  
 set("branches_lwd", 1) %>%   
 set("nodes_pch", 19) %>%   
 set("nodes_cex", 1) %>% 
 set("nodes_col", "plum1") %>% 
 set("leaves_pch", 19) %>%  
 set("leaves_col", c("blue", "red"))  
dend %>% plot(main = "Mariana Trench: \nCluster Analysis 
 Dendrogramm-1 of the Bathymetric Profiles 
\nUnsorted  Dendrogramm") 
# Step-4. Plot the 2nd dendrogram from the 1st by sorted 
clusters 
dend2 <- sort(dend) 

dend2 %>%    
 set("branches_k_color", k=3) %>%  
 set("branches_lwd", 1) %>%      
 set("labels_col","blue") %>%  
 set("labels_cex", c(.7)) %>% 
 set("branches_k_color", k=5) %>%  
 set("branches_lwd", 1) %>%   
 set("nodes_pch", 19) %>%   
 set("nodes_cex", 1) %>% 
 set("nodes_col", "plum1") %>%   
 set("leaves_pch", 19) %>%  
 set("leaves_col", c("blue", "red")) 
dend2 %>% plot(main = "Mariana Trench: \nCluster Analysis 
Dendrogramm-2 of the Bathymetric Profiles \nSorted 
Dendrogramm") 
# Step-5. Comparing two dendrograms: sorted and unsorted 
tanglegram(dend, dend2) 
tanglegram(dend, dend2) %>%  
plot(main = "Mariana Trench: \ nComrapison of the 
Cluster Dendrogramms 1 and 2") 
# Step-6. Hierarchical Clustering with P-Values via 
Multiscale Bootstrap Resampling 
data(MDF)  
set.seed(518)  
result← pvclust(MDF, method.dist="cor", 
method.hclust="average", nboot=10) 
# Default plot of the result  
plot(result, main = "Mariana Trench Bathymetric Profiles 1-
25: \nHierarchical Clustering with P-Values (AU/BP, %)  
 \nvia Multiscale Bootstrap Resampling") 
pvrect(result) 
# Step-7. Plotting the results pvclust and dendextend 
result %>% as.dendrogram %>%  
 set("branches_k_color", k = 5, value = c("purple", 
  "orange", "cyan1",  
  "firebrick1", "springgreen")) %>% 
  plot(main = "Mariana Trench Bathymetric Profiles 
 1-25: Cluster Dendrogram\nwith AU/BP Values 
 (%).  nAU: Approximately Unbiased p-Value \n 
 and BP: Bootstrap Probability") 
result %>% text  
result %>% pvrect 
# The final plots can be saved as pdf from R via "Save As". 
# Step-8. Additional functionality of R enables to get 
information on clusters vis this code snippet: 
dend %>% get_nodes_attr("members", id = c(2,5)) 
dend <- MDF[1:25,] %>%  scale %>% dist %>%  
 hclust %>% as.dendrogram 
 set("branches_k_color", k=3) %>%  
 set("branches_lwd", 1.2) %>%    
 set("labels_colors") %>%  
 set("labels_cex", c(.9,1.2)) %>%      
 set("leaves_pch", 19) %>%  
 set("leaves_col", c("blue", "red"))  
plot(dend) 
# Step-9. Finally, an alternative variant to plot 
dendrograms is possible via the hclust function: 
model <- hclust(dist(MDF), "ave") 
dhc <- as.dendrogram(model) 
ddata <- dendro_data(dhc, type = "rectangle") 
pclusters <- ggplot(segment(ddata1)) +     
 geom_segment(aes(x = x, y = y, xend = xend,  
  yend = yend)) + coord_flip() +     
  scale_y_reverse(expand = c(0.2, 0))  
pclusters 
 

The code presented above shows the stepwise process of 
the dendrogram plotting by R. Specifically, it includes the 
following steps divided into two parts. The first part of the 
code generates a data frame. It includes step 1 where the table 
was read in and a data frame was generated. The step 2 
includes cleaning up the data frame from the non available 
(NA) data values. Now the main part 2 started after the data 
frame was generated and prepared. It includes a hierarchical 
cluster analysis and a dendrogram plotting. The step 3 
includes plotting the 1st dendrogram (here: by 25 clusters). 
The step-4 is plotting the 2nd dendrogram from the initial 1st 
one, sorted by the cluster sizes. Afterwards, during the step 
5th two dendrograms were compared (unsorted and sorted). At 
the step 6th the hierarchical clustering with P-values via the 
Multiscale Bootstrap Resampling was performed. The final 
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step 7th visualizes results as sorted dendrogram by the pvclust 
and dendextend. 

B. Python code used to plot dendrograms 
# Step-1. Loading necessary Python libraries 
import pandas as pd  
from matplotlib import pyplot as plt  
from scipy.cluster import hierarchy  
from scipy.cluster.hierarchy import dendrogram, linkage  
import numpy as np  
import os 
# Step-2. Generating data set from the raw table 
os.chdir('/Users/pauline/Documents/Python') 
df = pd.read_csv("Tab-Morph.csv") 
df = df.set_index('profile') 
del df.index.name 
df 
# Step-3. Calculating distances between each sample 
Z = hierarchy.linkage(df, 'average') 
# Make the dendrogram 
dendrogram(Z, labels=df.index, leaf_rotation=0, 
orientation="left",  
 distance_sort='ascending') 
plt.title('Hierarchical cluster dendrogram for the 
geomorphic  similarity \nof the 25bathymetric 
profiles, Mariana Trench',  fontsize=10, 
fontfamily='sans-serif') 
plt.show() 
 
 The code presented above shows a Python approach for the 
plotting dendrograms in several steps. Step 1 included loading 
necessary Python libraries: Pandas, Matplotlib, Scipy, 
Numpy and OS. Step 2 includes a setup of the working 
directory through the OS and then generating dataset from the 
raw table (csv). Step 3 includes the calculation of distances 
between each sample and plotting the dendrogram. It also 
includes technical characteristics of the visualization: title, 
orientation of the annotations, fonts and colors. The algorithm 
uses a Python syntax. 

C. Python code used to plot dendrograms as marginal 
charts on a clustermap 

# Step-1. Loading Python libraries 
from string import ascii_letters 
import numpy as np 
import pandas as pd 
import seaborn as sb 
from matplotlib import pyplot as plt 
import os 
# Step-2. Importing data and generating data frame 
os.chdir('/Users/pauline/Documents/Python') 
sb.set(style="white") 
df = pd.read_csv("Tab-Bathy.csv") 
sb.set(color_codes=True) 
# Step-3. Defining and plotting a clustermap 
#g = sb.clustermap(df, metric="correlation") 
g = sb.clustermap(df, cmap="mako", robust=True) 
#g = sb.clustermap(df, z_score=0) 
#g = sb.clustermap(df, standard_scale=1) 
rotation = 45 
for i, ax in enumerate(g.fig.axes):   ## getting all axes 
of the fig object ax.set_xticklabels(ax.get_xticklabels(), 
rotation = rotation) 
# Step-4. Adding titles and defining the plot size 
g.fig.suptitle('Mariana Trench: Clustermap of the 
bathymetric observations. \nDataset: 25 cross-section 
profiles, 518 observations in each. \nMethod: ignored 
outliers in colormap limits')  
plt.subplots_adjust(bottom=0.20,top=0.90, right=0.90, 
left=0.10) 
plt.show() 
 
 The code presented above shows a Python approach for the 
plotting clustermap (also known as ‘heatmap’) using the 
following workflow. First, necessary libraries were loaded: 
OS, Numpy, Pandas, Matplotlib, Seaborn. The next step 
includes a visual setup of the graphics: selection of the 
Seaborn template variants for the plotting (here: a white 

background of the graphics, the color codes by Python and a 
‘paper’ context). The next step includes a setup of the 
working directory and reading in a table. The next step 
includes defining variables from a table and instructing 
Python which ones should be plotted on the X and Y axes, 
and adjusting visual characteristics of the title and the subtitle 
(rotation of annotations, fonts). The final step includes saving 
the graphics and converting a file into a Portable Network 
Graphics (PNG) format. 

IV. RESULTS 

A. Results of the dendrogram clustering by R programming 

A stepwise workflow is demonstrated in the previous 
sections, which uses R codes for the cluster analysis, data 
partition, sorting and grouping, and dendrograms plotting. 
Dendrograms represent hierarchical schemes of grouping 
objects which is one of the most common forms of the 
graphical display in a cluster analysis [23-24]. The 
dendrograms, or the hierarchical tree diagrams, are one-
dimensional graphs used to depict the mutual relationships 
between variables in a dataset, as commonly used in the 
geological science for finding correlations [33-34]. In the 
presented case, the correlation between the 25 profiles and 
their bathymetric values (absolute depths) were assessed.  

The procedure for plotting dendrograms was performed 
using the code provided above and illustrated on the 
screenshots of the workflow, Fig. 1 and Fig. 2. The conceptual 
idea of the dendrograms of cluster analysis procedure consists 
in the application of the similarity assessment between the 
pairs of the object groups: profiles and depths. Hence, the 
profiles were sorted by their absolute depths, which is 
represented by an unsorted dendrogram (Fig. 3). Afterwards 
the profile variables were grouped into the clusters, which is 
illustrated by the sorted dendrogram (Fig. 4). The dendrogram 
of the bathymetric settings of the  deep-sea trench (Fig. 3) 
reflects two pairs of variables characterized by a close 
correlation.  

 
Figure 5.  Comparison between cluster groups for dendrograms 
The number of the bathymetric profiles and depths of the 

sampling points measured along each of these profiles are 
characterized by the Y axis, where r>8 shows a close 
correlation between the two groups. The second group 
includes the profiles 7–14 (green colored) with the profiles 
15–18 (blue colored) and a group of 19–25 (purple colored), 
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as shown on Fig. 3. The first group includes the connecting 
groups of the profiles Nr. 1 with 3, 5 and 6 from one side 
(beige and rose colored). The results of the dendrogram 
comparability were received using ‘tanglegram’ function 
when two dendrograms were visually compared using two 
approaches of the sorting algorithms (Fig. 5 and Fig. 6). The 
multiscale bootstrap resampling was performed by two types 
of the p-values using {pvclust} package: an AU, that is 
Approximately Unbiased p-value, and a BP, that is a Bootstrap 
Probability value.  

Figure 6.  Comparison of two tree tangelgrams which contain the same 
groups of the bathymetric values (depth). 
 The two dendrograms were visually placed in front of each 
other (Fig. 5 and Fig. 6), and their labels were connected with 
the colored lines to make then more distinguishable.  

Figure 7. Hierarchical clustering with p-values by multiscale bootstrap 
resampling. Visualizing the grouped profiles by the correlation distance. 
 The profile branches as main classes indicating differences 
in the depth ranges are marked with a dashed line showing 
three main resulting groups in a dendrogram (Fig. 4). Finally, 
revealing the findings in an uncertainty of the hierarchical 
cluster analysis was done via the library {pvclust} of R. The 

AU p-value is computed by the multiscale bootstrap 
resampling (Fig. 7) which is a better approximation to the 
unbiased p-value comparing to the BP value computed by the 
normal bootstrap resampling. For each cluster in a hierarchical 
clustering, quantities called p-values were calculated via the 
multiscale bootstrap resampling (Fig. 7). The 26 attributes of 
the bathymetric profiles were assessed by the depths ranges 
which resulted in a hierarchical clustering (Fig. 7). The values 
on the edges of the clustering represent p-values (%). The red-
colored values show the AU p-values while the green-colored 
ones mean the BP values. Four red-colored rectangles in a 
bootstrap probability clustering (Fig. 8) represent clusters with 
the AU larger than 95%, which means that the results show 
rather strong correlation by the data.  

Figure 8.  Cluster dendrogram with AU/BP values: approximately 
unbiased p-Values (in %) and bootstrap probability: the profiles are grouped 
into 5 distinct classes (colored ‘orange’, ‘red’, ‘cyan’, ‘green’ and ‘purple’) 
 The p-value of a cluster is a value between 0 and 1 (Y axis 
indicating height), which shows how strong does the cluster 
correlate with the data. In other words, it shows the similarity 
between the groups (X axis, indicating a distance for the 
correlation using average cluster method).  

B. Results of the dendrogram clustering by Python 
 The Python based approach for plotting dendrograms of the 
hierarchical clustering was performed using the 
‘scipy.cluster’ module of the Python SciPy library by 
methods described in the section 2.2. The results presented on 
Fig. 9 show groups of similar sample points based on their 
bathymetric values of the absolute depths throughout the 
observed 25 profiles. As can be seen on Fig. 9, four clusters 
of samples that have similar observed depths ranges were 
identified. Thus, the dendrogram graphically illustrates the 
final results of the hierarchical clustering.  

The X axis indicates the depths ranged by the observed 
values of the mean elevations. The Y axis shows the profiles 
grouped by the similarity of their values. The samples are 
divided into four distinct classes according to their similarity 
with the main class (‘blue’) being further sorted into three 
subclasses (colored ‘green’, ‘red’ and ‘cyan’), Fig. 9. These 
clusters show that there is a significant change in elevations 
caused by the variations of the bathymetric patterns across the 
Mariana Trench. Particularly, it can be seen between the 

Funding agency: CSC SOA Grant Nr. 2016SOA002. 
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samples No. 5 and 25 and a set of profiles 14–17 and 19–22. 
These areas are located in the south-western part of the trench 
where the deepest place of the Earth is located: the Challenger 
Deep.  

 

Figure 9. Dendrogram approach by Python: the lines of groups of a 
dendrogram are colored according to the connections based on isolation 

distance of the 25 bathymetric profiles in cluster analysis  

Another way of representing the dendrograms by Python 
is visualizing a clustermap, a two dimensional matrix with the 
dendrograms located sidewise (Fig. 10). The dendrograms are 
obtained through the data sorting, dividing and grouping by 
Python. The main panel of the matrix is a graphical 
representation of the depth where individual matrix values are 
shown by colors (Fig. 10).  

The colors are ranging by depth elevations colored almost 
black in the extreme depths over 7,500 m and light-colored in 
shallow areas. From Fig. 10 one can see that the maximal 
depths (black cells) are recorded by the profiles 21, 20 and 
19. The majority of values are located between -3,500 to -
4,500 m (colored by turquoise blue). The heatmap with 
marginal dendrograms visualizes patterns in the bathymetric 
values across the 25 profiles. 

Figure 10.  A cluster map visualizes the depth values (shown as colors 
in each cell) by a range of 25 profiles (X axe) at each of the observation points 
(Y axe, in total 518 points for each profile).  Marginal dendrograms show 
groups of profiles sorted by depth values. 

V. DISCUSSION 
As demonstrated in this research, the dendrograms 

visualized by R and Python libraries enable to perform the 
comparative analysis of the bathymetric data. The specific aim 
of this paper was to group and sort data by their absolute 
depths in order to detect similarities in the bathymetric 
patterns of the Mariana Trench. Various approaches of 
clustering analysis were tested by existing algorithms.  

The comparison of the approaches provided by R and 
Python libraries for dendrogram visualization was presented 
in this research. According to the received results, the R based 
{dendextend} package is more feasible in plotting 
dendrogram diagrams comparing to Python. The R package 
{dendextend} demonstrated additional functions (e.g. 
bootstrap probability) aimed at the controlling of the graphical 
visualization of the dendrograms. 

VI. CONCLUSIONS 
The paper presented a comparison of the two graphical 

representation in Python and R. Currently, R demonstrated 
better graphical representation tools and technical 
functionality to visualize sorted data. However, in view to the 
constant source code development, maintenance and 
expanding of Python libraries, new packages might be 
introduced in the future to improve their graphical 
functionalities. The presented research demonstrated 
geological modelling of GIS retrieved data by programming 
tools usually used in the IT domain.  

This study demonstrated a multidisciplinary data analysis 
with the algorithms of R and Python tested to perform data 
analysis, sorting and ranking for modelling variations in the 
bathymetry of the Mariana Trench. The work demonstrated 
effective visualization, plotting and statistical data processing 
by the programming algorithms in both languages through 
comparing their syntax and graphical output. An example of 
the geospatial dataset consists in the 25 bathymetric cross-
section profiles of the Mariana Trench as a raw data array.  

Several libraries of Python and R were tested and 
programming code snippets are provided for repeatability of 
these approaches in a similar research of the bathymetric 
quantitative data analysis. The work shown the effective 
methods for the geospatial data visualization and statistical 
data sorting, grouping and ranking. Using two different 
languages specifically for the dendrogram visualization 
provided positive results in a data analysis. However, R 
demonstrated more sophisticated functionality and refined 
graphical data plotting comparing to Python. However, Python 
demonstrated more flexibility, compactness and simplicity of 
the code syntax, and effective visualization. 

Statistical modelling of the marine geological datasets can 
be done by a variety of multiple approaches, methods and 
algorithms, described in the available relevant literature on 
statistical methods in science [35-37]. To mention some 
specific examples, representing effective cases of data analysis 
include the following ones: regression models [38-39], k-
means clustering, grouping and sorting [40], Python or R 
based advanced statistical scripting approaches [41-47].  

Besides programming tools, analysis of the geological 
datasets can be performed by shell scripts as plugins 
embedded in GIS, or as scripting method of the geodata 
analysis and visualization using Generic Mapping Tools 
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(GMT). Despite being a specifically cartographic toolset 
primarily designed for mapping, GMT also includes available 
modules for the statistical data analysis: histograms, plotting 
median and mean in a datasets [48-55].  

Other examples of the geospatial mapping for analysis of 
the datasets is illustrated by automated vectorization of the 
isolines using AutoTrace [56], geostatistical approaches by 
ArcGIS [57-63]. Effective way of the data analysis is a 
combination of various methods, for instance, C++, Matlab, 
cartographic mapping by ArcGIS [64-65], CARIS HIPS and 
GMT [66], or AWK and Octave with GMT [67]. However,  
few works use programming full with codes available for 
geological modelling. In view of this, the novelty of the 
presented work consists in its methodological demonstration 
of the programming tools used for geological datasets. 

The source codes and datasets are available at the GitHub: 
https://github.com/paulinelemenkova/Dendrograms-by-
Python-and-R  
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