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1. Introduction

Industrial photovoltaic panels are mainly based on the use of sili-
con material. Crystalline silicon has the largest market share due to:
the availability of the raw material, its non-toxicity, efficiency and
high level of technology readiness [1]. The photoelectric properties of
the solar cells are strongly linked to the production chain, including
purity of the raw material, crystallization, wafering, cell processing,
and module integration. During crystallization, the grain structure
and associated defects are generated, defining the grain size, the
defect density (e.g., dislocations), the crystallographic orientation dis-
tribution, twin-relationships and distribution of impurities. The crys-
tallization features need to be controlled in order to optimize final
electrical properties because they can act as recombination centers of
charge carriers, thus lowering the efficiency of the photoelectric pan-
els [2�5]. Research and development efforts include the study of
new methods using seeding [6] in classical directional solidification
processes used in the industry to produce multi-crystalline silicon.

During the manufacturing of silicon ingots in crucibles, twin grain
boundaries are commonly observed in any solidification process and
strongly influence the final grain structure. Voigt et al. [7,8] analyzed
the orientation of each grain on a 5 £ 5 cm2 wafer. They observed
that most of the grains are in twin relationship and more than 50% of
the grain boundaries correspond to S3, S9, S27 and S81 twins
boundaries. The most common twins in silicon are of S3 type and
can be described as an odd number of 60° rotation of the crystal
lattice around a h111i direction. Hence, new grains in S3 relationship
nucleate on {111} planes [3], their formation being enhanced by the
low energy needed for twinning process [9]. Jackson [10] proposed a
criterion aiming at predicting the morphology of the solidification
front that can be applied to silicon to identify the faceted growth
orientations. The Jackson criterion is based on the parameter
a ¼ ðh=ZÞðL=kBTMÞ, where h is the number of nearest neighbor sites
adjacent to an atom in the plane of the solid-liquid (s/l) interface, Z is
the total number of nearest neighbors of an atom in the crystal, L is
the latent heat of fusion, TM is the melting temperature of the mate-
rial and kB is the Boltzmann constant. If a is higher than a critical
value equal to 2, the s/l interface is faceted, and rough otherwise. In
the case of pure silicon, a is equal to 2.7 for {111} growth planes and
lower than 2 for all other planes. Therefore, it indicates that growing
facets are solely {111} planes in silicon. Being coherent boundaries,
S3 twins exhibit no dangling bonds and do not directly lower the
final efficiency of solar cells [11]. However, the nucleation of a grain
inS3 twin relationship can be at the origin of the formation of higher
order incoherent, symmetric or asymmetric twin boundaries such as
S9 or S27 by competition [12] and hence responsible for dislocation
emission [3,13], impurity segregation and electron-holes pair recom-
bination degrading the photoelectric properties.

To be able to control the formation of the grain structure and of
the defects during the solidification process, it is essential to under-
stand the dynamics of grain nucleation, growth and competition. In
the last few years, the GaTSBI (Growth at high Temperature observed
by Synchrotron Beam Imaging) device dedicated to the characteriza-
tion of silicon solidification from the melt using synchrotron in-situ
X-ray imaging has been developed [14,15]. The authors use two
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complementary techniques: X-ray radiography to observe the mor-
phology of the s/l interface, e.g. {111} facets, and X-ray topography
giving access to crystallographic orientations of grains as well as pos-
sible presence of plane bending due to local strain fields induced by
defects formed in the sample during growth.

Various numerical methods have been used to model polycrystal-
line silicon growth during directional solidification. Lan and co-authors
[16,17] have performed three-dimensional (3D) phase field computa-
tions considering highly anisotropic interfacial energy and kinetic
coefficients. They evidenced the formation of {111} faceted interfaces
at the grain boundaries during growth as commonly observed experi-
mentally. Miller et al. [18] also performed phase field computations for
a bicrystal in a two-dimensional (2D) domain. The grain boundary
behavior was found to highly rely on the crystallographic orientations
of the two neighboring grains in competition. Despite being the most
advanced method for modeling of phase boundaries created by
impingement of s/l interfaces, the phase field approach is computa-
tionally intensive. As a consequence, no simulations have been
reported yet for practical applications, i.e. for simulation of a grain
structure representative of a casting process. Nadri et al. [19] devel-
oped a two-dimensional model aiming at predicting the columnar
grain structure evolution along a polycrystalline silicon ingot. This
approach considers random nucleation at the bottom of the crucible,
grain boundary formation due to the presence of grooves at the s/l
interface, as well as growth and twinning events. Although the model
is able to give a general tendency, its 2D approximation prevents any
quantitative comparison with experimental observations in particular
as concern the grain crystallographic orientation. Wu et al. [20] used a
model designed for 3D simulations of dendritic grain structures in
metallic alloys by means of a Cellular Automaton (CA) method. So nei-
ther the kinetics of the s/l interface, nor the development of {111} fac-
ets and nucleation of grains in twin relationship on these facets were
accounted for. Recently, Qi et al. [21] also proposed a CA method to
compute the development of grains using input data obtained from
phase field microscopic simulations. This new method was able to sat-
isfactorily reproduce experimental observations [12] and demon-
strated the efficiency of the CA approach although the domain size
was limited and the simulations were restricted to 2D. Thus, a model
is still missing for addressing the grain structure formed upon silicon
crystallization at the scale of the process.

CA aims at modeling complex phenomena through the use of local
simple laws. These laws define the evolution of state and properties
of cells, the latter being the unit polyhedron of a regular lattice that
entirely paves the region of interest. They depend upon their sur-
rounding environment, e.g. states and properties within nearby cells.
CA modeling of grain boundary formed upon solidification of den-
dritic grains was proposed by Gandin and Rappaz [22]. This method
simulates the development of grain envelopes rather than the full
dendritic microstructure, with the advantage to be applicable for
large simulation domains. This is necessary as the development of
Fig. 1. X-ray radiography images during solidification of a silicon sample using the GaTSBI
boundary grooves with (a) temperature gradient G ¼ 2200 K m�1; cooling rate _T ¼ �0:003 K
ð95:1B; 48:3B; 62:1BÞ, and (b) G ¼ 1200 K m�1; _T ¼ �0:016 K s�1, g1 ¼ ð17:6B; 88:3B; �43:4BÞ
the grain structure is strongly dependent on phenomena taking place
at large distances, such as recalescence [22,23], melt convection [24],
transport of the equiaxed dendritic grains [25], macrosegregation
[26�30]; all being influenced by time-dependent boundary condi-
tions applying on complex casting geometries. In turn, the develop-
ment of the grain structure strongly influences heat and mass
transfers at the scale of the casting. Coupling of the CA method with a
solution of the average conservation equations solved at the scale of
the casting using the finite element (FE) method was thus achieved,
leading to the so-called CA-FE model. Lastly, the CA method was
extended to 3D for quantitative description of the crystal orientation
[31�33]. It was applied to compute multiple pass welding grain
structures [34,35] and is currently developed for application to addi-
tive manufacturing [36�38].

The present work aims at modeling silicon growth upon directional
solidification using the 3D CA method. In-situ experimental observa-
tions during growth showing faceted interfaces, successive twinning
and grain nucleation [3,4] are first introduced. Their description is at the
basis of the developments of the CA algorithms so as to reproduce {111}
facets growth and nucleation of grains in twin relationship. Compari-
sons with in-situ experimental observations and post-mortem charac-
terizations by EBSD (Electron Back Scattered Diffraction) analyses are
then presented. Due to the well-defined heat flow conditions of
the experimental set-up, the frozen temperature approximation is
adopted. Results are discussed to better outline the model capa-
bilities and the basic phenomena leading to formation of grains
in twin relationship upon silicon crystallization.

2. Experimental

The GaTSBI experimental device is briefly described hereafter.
This equipment is dedicated to solidification studies of high tempera-
ture materials using synchrotron in-situ X-ray radiography and
topography [14,15]. Typical radiographs are displayed in Figures 1
and 2. To obtain these images, a monocrystalline silicon sample is
placed in a two resistive heaters furnace. The sample is first partially
melted by increasing the temperature of the upper and bottom heat-
ers up to 1719K and 1566K, respectively. This temperature difference
imposes a constant temperature gradient of the order of 3000 K m�1. A
cooling rate is then applied on both heaters to trigger and control the
solidification speed. During the melting and solidification steps, the
sample is crossed by an X-ray synchrotron beam. Two imaging modes
are used: radiography based on density differences between the solid
and liquid phases to produce absorption based-contrasted images and
diffraction (historically named topography). During solidification, sev-
eral grains nucleate as described in details in reference 3. They com-
pete to form the final grain structure. The interaction of the different
grains creates grain boundaries. Fig. 1 shows magnified regions around
grain boundary grooves formed at the encounter of s/l interfaces of the
grains.
experimental device [14,15] revealing (a) rough/faceted and (b) faceted/faceted grain
s�1, Euler angles of the LHS grain, g1 ¼ ð223:8B; 28:3B; 15:3BÞ, and of the RHS grain, g2 ¼
and g2 ¼ ð�21:3B;89:7B; 47:3BÞ.



Fig. 2. X-ray radiography images as part of a time sequence during solidification of a silicon sample revealing (a, c) faceted growth and (b, d) twin nucleation at the sample edge.
Temperature gradient: 1200 K m�1, cooling rate�0:016 K s�1, Euler angles of the seed, g ¼ ð356B; 44B; 3BÞ.
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The groove or shape of the undercooled s/l interface morphologies
depend on the relative crystallographic orientation of the neighbor-
ing grains. Three morphologies are described between grains accord-
ing to Duffar et al. [39]: rough/rough, rough/faceted and faceted/
faceted. Rough/faceted grain boundary grooves were observed exper-
imentally by X-ray radiography during silicon crystallization as illus-
trated in Fig. 1(a) [3,40]. Faceted/faceted grooves were observed by
an optical imaging method by Hu et al. [41] and by X-ray imaging
[40,42]. Fig. 1(b) shows a faceted/faceted grain boundary groove dur-
ing growth in an experiment described in reference [42] with pre-
scribed temperature gradient between heaters, 3000 K m�1, cooling
rate on both heaters,�0:016 K s�1, [001] seed orientation in the solidi-
fication direction, and [110] and ½110� orientations normally and
transversally to the sample, respectively. During this experiment, the
measured local temperature gradient was 1200 K m�1 [3]. At mold
walls and edges, {111} facets can also be observed and have a projec-
tion on the radiography related to the orientation of the {111} plane
as can be seen in Fig. 2.

As in other experiments characterized by X-ray imaging, several
twin grains nucleate on {111} facets after growth starts from the pris-
tine seed. Such nucleation of a twin on a {111} facet at the edge of the
sample is observed in Fig. 2. These nucleation events are repeated
successively during growth on the {111} facets. The nucleated grains
enter in competition together with the grain from the pristine seed
and form the final grain structure as can be seen in Figure 3. The later
displays four maps extracted from EBSD measurements performed in
Fig. 3. Grain structure maps for a directionally solidified silicon sample obtained by EBSD a
transverse direction of the sample, y, and (c) normal direction to the sample, z, are projected
represented using the color code of the IPF. The CSL map characterizing the grain boundary
blue and yellow, respectively. Temperature gradient: 1200 K m�1, cooling rate�0:016 K s�1, E
a scanning electronic microscope on the sample after solidification.
Fig. 3(a), (b) and (c) are grain structure maps represented with the
Inverse Pole Figure (IPF) color code using the longitudinal, x (also
growth direction), transverse, y, and normal, z, directions of the sam-
ple, respectively. Fig. 3(d) is the Coincidence Site Lattice (CSL) map
revealing the grain boundary type and the twin relationships. S3
boundaries correspond to twins on {111} facets with a rotation of an
odd number of 60° about the normal to the facet. According to the in-
situ observation compared to the final grain structure, they are the
only twin boundaries formed by nucleation of new twin grains, the
other twin boundaries (e.g., S9 and S27) being only formed by
growth competition. The nucleation temperatures at the bottom of
faceted/faceted grain boundary grooves and at the bottom of edge
facets were estimated. Values of undercooling lower than 1 K were
measured at both faceted/faceted grooves and edge facet bottom, the
undercooling at the edge facets being higher than in the grain bound-
ary grooves [42].

3. Modeling

The description of the CA model and its extension for direct simu-
lation of a polycrystalline silicon structure is given hereafter, includ-
ing the nucleation and growth of grains in twin relationship. The
basics of the CA growth and capture algorithms are first recalled.
New algorithms for activation and growth of facets, followed by
nucleation and growth of grains in twin relationship, are then
nalyses [4]. The (a) longitudinal direction of the sample, x (also growth direction), (b)
in the frame made of the measured {[100], [010], [111]} crystallographic directions and
relationships is shown in (d) with twin boundaries S3, S9 and S27 appearing in red,
uler angles of the seed, g ¼ ð356B ; 44B; 3BÞ.
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introduced. The 3D model is available and has been used for the sim-
ulations. For the sake of simplicity, the figures are yet presented in
2D.

3.1. CA grid and indexes

The cellular automaton method used in the present model is
based on a regular lattice of square (2D) or cubic (3D) cells with a
constant size, lCA. The lattice covers the whole simulation domain and
constitutes the CA grid. Each cell n is uniquely defined by its coordi-
nate center, Cn (xn, yn) (Cn (xn, yn, zn) in 3D), and two indexes In and Ign .
Index In describes the cell state. In the present model, cells are liquid,
In ¼ 0; or belongs to the microstructure as a consequence of a nucle-
ation or capture events, In ¼ 1. The grain index of cell n, Ign , indicates
the grain number to which it belongs to, i.e. Ign ¼ g: Crystallographic
orientations of grains are described by angles, f in 2D and (f1, f, f2)
in 3D using the Euler angles with the Bunge convention [43]. For sili-
con crystals, they represent rotation angles defining the h10i crystal-
lographic directions from a reference frame attached to the sample
(h100i in 3D). Note that in a 2D approximation, the h10i crystallo-
graphic directions lie in the reference frame so a single rotation angle
f is sufficient.

3.2. CA growth and capture algorithms

Figure 4 illustrates the main growth and capture algorithms used
by the cellular automaton method [33]. Each cell n having at least
one neighboring liquid cell is associated with a quadrangle with diag-
onals representing its four h10i directions (six h100i in 3D). In Fig. 4
the quadrangle is a simple square (a regular octahedron in 3D).
Growth of the diagonals is computed by integration over time of a
growth kinetic law that is either related to experimental measure-
ments or to theories. For instance, in case of dendritic microstruc-
tures [44], a dendrite tip growth kinetic model is well established
and could be fitted by a simple power law between the velocity along
the h10i directions, v h10 i

n (v h100 i
n along h100i directions in 3D), and

the tip undercooling [44], DT, the latter defined by the difference
between the melting point of the material, TM, and the tip tempera-
ture, T. For silicon growth [45], a linear law is appropriate. Experi-
mental observations, within the spatial resolution of the set-up, also
show that the rough part of the solidification front growing direction-
ally remains smooth, grooves solely locally destabilizing the s/l inter-
face due to the presence of {111} facets [42]. This means that the
grains defining the directionally solidifying s/l interface grow with
the same stationary undercooling being independent of the crystal
Fig. 4. Schematics of (a) the two-dimensional standard cellular automaton growth algorithm
ing (blue) quadrangles delimited by the four S h10 i

n vertices associated to the growth envelop
center Gm and its vertices S h10 i

m , (grey colored) captured cells and (white colored) liquid cel
the same value of the grain index. Only the quadrangle associated to cell n is sketched while
rangles.
orientation. To reproduce these observations, the following form of
the growth kinetics along h10i directions (h100i in 3D) is proposed:

v¼ A =cos að Þ DT ð1Þ
where A is a measured growth kinetics parameter [42]. Angle a
denotes the misorientation between the best aligned h10i direction
of the grain (h100i in 3D) and the temperature gradient. Thus, for a
given isotherm velocity vL, the stationary undercooling of a grain
with crystallographic orientations characterized by misorientation a
reaches undercooling DT, i.e. a unique value for all grains whatever
its orientation. With this methodology, for a given undercooling and
when stationary growth is achieved, the s/l interface made of an
assembly of grains with different crystallographic orientation defines
a planar front. Applied to a growing cell n along h10i directions (h100i
in 3D), Eq. (1) computes velocity v h 10 i

n (v h 100 i
n in 3D) using the tem-

perature Tn estimated at the cell center Cn.
The origin of the h10i directions (h100i in 3D) coincides with the

growing center, Gn, defined at the time of capture of cell n. Joining
the four vertices S h10 i

n (six S h100 i
n in 3D) defines a quadrangle or

growth envelope centered inGn (blue quadrangles in Fig. 4). Upon
growth from time t to time t þDt, the S½01�n S½10�n side of the S h 10 i

n quad-
rangle (a triangular surface joining three adjacent S h100 i

n directions in
3D) encompasses the center of the liquid cell m (Im ¼ 0Þ as sketched
in Fig. 4(a). The cell m is thus captured and its state index is switched
to Im ¼ 1 so as to permit its growth and further propagation of the
grain envelope to the neighboring liquid cells. A growth center Gm
and vertices S h10 i

m (S h 100 i
m in 3D) are then initialized, defining a quad-

rangle (octahedron in 3D) for the cell m. This is achieved by a homo-
thetic transformation of quadrangle S h 10 i

n (S h100 i
n in 3D) at the time of

capture, t þDt. The closest S h10 i
n (S h100 i

n in 3D) vertex to the projec-
tion of the cell center Cm onto the capturing side is identified and
coincides with its corresponding S h 10 i

m (S h 100 i
m in 3D) vertex

(S½01�m ¼ S½01�n in Fig. 4(b)). The homothetic ratio is lower than unity. Its
value is defined so as to keep the growth center Gm close to the cell
center Cm and to prevent overly large growth envelopes. Finally, the
Moore environment is used to define the cell neighborhood, i.e. using
the eight nearest neighboring cells [44].

3.3. Facets activation and growth

The new algorithm to initiate and grow {11} facets ({111} in 3D) is
now described. Four facets (eight in 3D) are defined for each grain g and
tracked with virtual planes using Cartesian equations Df11g

g : af11gg xþ
bf11gg yþ cf11gg ¼ 0 (Df111g

g : af111gg xþ bf111gg yþ cf111gg z þ df111gg ¼ 0 in 3D).
An activation undercooling, DTf11g

g (DTf111g
g in 3D), is associated to each
for cell n centered in Cn and (b) the capture algorithm for cell m centered in Cm, show-
e centered in Gn at time t and t þDt, (red) the location of the newly initialized growth
ls. All captured cells belong to the same grain g defined by the orientation angle f and
all captured cells with at least one neighboring liquid cell have similar growing quad-
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plane. Its value is randomly chosen using a given normal distribution law
of mean value DT 11f g

g;m and standard deviation DTf11g
g;s (DT 111f g

g;m and
DTf111g

g;s in 3D). The choice of the mean value and standard deviation is
detailed in the results section.

3.3.1. Facet activation
Upon capture of cell m by the growing cell n belonging to grain g

(Fig. 4), its undercooling DTm is computed. It is compared to the acti-
vation undercooling of each {11} plane ({111} in 3D) leading to fac-
eted growth for grain g, DTf11g

g (DTf111g
g in 3D). The condition to

activate one of the facets is simply DTm<DTf11g
g (DTm<DTf111g

g in
3D). However, not all {11} facets ({111} in 3D) can develop. This is
illustrated in Figure 5 with schematics of facets formation during
directional solidification (a, b) at sample boundaries and (c, d) at a
grain boundary. Note that distinction between m cells at edges and in
the bulk of the CA grid is simply made by considering neighborhood.
With the chosen Moore configuration, a bulk cell has N ¼ 8 neighbors
(N ¼ 26 in 3D) while an edge cell necessarily has less than N neigh-
bors. The selected {11} facets ({111} in 3D) are deduced from geomet-
rical considerations.

In the case of a grain in connection with an edge (a, b), a local
frame Vg is defined. It is centered in Gðxm þ lCA=2; ym�lCA=2Þ with
perpendicular h10i directions (h100i in 3D) for unit vectors. Coordi-
nates of the liquid cell m in frame Vg are then computed, ð~xm; ~ymÞg
(ð~xm; ~ym;~zmÞg in 3D), the sign of which are used to define the normal
of the facet, n{11} (n{111} in 3D). Applied to the vertical left-hand-side
(LHS) sample edge in Fig. 5(b) by considering the liquid cell m1 at the
time of capture with the corresponding frame Vg centered in G1

defined by cell m1, coordinates are ~xm1
<0 and ~ym1

>0 leading to
selection of the ð11Þ facet with að11Þg ¼�1 and bð11Þg ¼ 1. The ð11Þ
Fig. 5. Identification of {11} planes for faceted growth during directional solidification are sk
forming a grain boundary with no S3 relationship. Liquid cells (b) m1 and m2 being captured
perpendicular h10i directions of the grain g and centered in G1 and G2. In case of a (d) grain
and g2 are shown, both centered in G.
plane is activated if DTm1
<DT ð11Þ

g . Similarly at the vertical right-hand-
side (RHS) sample edge in Fig. 5(b) by considering the liquid cell m2

at the time of capture with the corresponding frame Vg centered in
G2 defined by cell m2, coordinates are ~xm2

>0 and ~ym2
> 0 leading to

selection of the (11) facet with að11Þg ¼ 1 and bð11Þg ¼ 1. The (11) plane
is activated if DTm2

<DT ð11Þ
g . Upon activation, an initial value is com-

puted for coefficients cf11gg using c 11f g
g;t0 ¼� a 11f g

g xmþb 11f g
g ym

� �
where t0

is the time at {11} facet activation of grain g, i.e. cð11Þg;t0 and cð11Þg;t0 if both
facets are activated in Fig. 5(b). The Cartesian equation of all activated
facets is then fully determined. The corresponding procedure is
applied in 3D.

A similar approach is applied to identify the most favorable planes
that will potentially lead to the formation of faceted grooves at grain
boundaries. A bulk liquid cellm being captured is tested for being at a
grain boundary. This is done by seeking for at least two different
grain indexes among its neighboring captured cells. The {11} plane
identification ({111} in 3D) for each grain found (g1 and g2 in Fig. 5
(c)) is achieved by using coordinates of cell center Cm and frames Vg

associated to each grain (Vg1 and Vg2 in Fig. 5(c)) defined by the same
coordinates center G positioned between cells in the closest grid
direction opposite to the temperature gradient (ðxm; ym�lCA=2Þ in
Fig. 5(d)). The unit vectors of the frames Vg correspond to perpendic-
ular h10i directions (h100i in 3D) of grains g (g1 and g2 defined by f1

and f2 in Fig. 5(c), respectively). They are deduced from coordinates
of cellm in frame Vg, ð~xm; ~ymÞg (ð~xm; ~ym;~zmÞg in 3D), the sign of which
are used to define the normal of the selected facet n{11} (n{111} in 3D).
Applied to the configuration in Fig. 5(c) by considering liquid cell
m at the time of capture with frame Vg1 , coordinates are ð~xm>0; ~ym

>0Þg1 leading to selection of the (11) facet with að11Þg1 ¼ 1 and bð11Þg1 ¼ 1
etched in 2D for (a, b) a grain in contact with vertical sample edges and (c, d) two grains
by the solidification front are represented, together with two frames Vg defined by the
boundary, frames Vg1 and Vg2 defined by the perpendicular h10i directions of grains g1
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and ð~xm<0; ~ym>0Þg2 leading to selection of the ð11Þ facet with að11Þg2 ¼
�1 and bð11Þg2 ¼ 1. Consequently, the selected planes for growth at the

grain boundary are the (11) plane from g1 and the ð11Þ plane from g2.
Again, activation of facets will take place on g1 if DTm <DT ð11Þ

g1 , on
g2 if DTm<DT ð11Þ

g2 , or simultaneously on both grains if the latter two
conditions are fulfilled. Upon activation, an initial value is computed
for coefficient cf11gg using cf11gg;t0 ¼�ðaf11gg xm þ bf11gg ymÞ, where t0 is the
time at {11} facet activation of grain g. A similar procedure is applied
in 3D.
3.3.2. Facet growth
Facets of a grain g being described by its Cartesian equation Df11g

g :

af11gg xþ bf11gg yþ cf11gg ¼ 0 (Df111g
g : af111gg xþ bf111gg yþ cf111gg z þ df111gg

¼ 0 in 3D), its growth is simply modeled by the time integration of

the crystal growth velocity of the {11} facets v
f11g
c (vf111gc in 3D)

defined along the normal n{11} (n{111} in 3D). In practice it is sufficient

to update with time coefficient cf11gg (df111gg in 3D) using:

cf11gg ¼ vf11gc ðt�t0Þ þ cf11gg;t0 ðdf111gg ¼ vf111gc ðt�t0Þ þ df111gg;t0 in 3DÞ: ð2Þ

The algorithm described above (Fig. 4) is modified. This is
achieved by conditioning the capture of a liquid cellm by the growing
cell n belonging to grain g considering its location with respect to the
facets described by their Cartesian equations. The cell center Cm of
coordinates (xm, ym) ((xm, ym, zm) in 3D) is injected in the equation of
the activated facets of grain g to compute the quantity af11gg xm þ bf11gg

ym þ cf11gg;t0 (af111gg xm þ bf111gg ym þ cf111gg zm þ df111gg;t0 in 3D). The capture
is implemented if a negative value is gained, it is otherwise inhibited.
This condition corresponds to the facet overpassing the cell center. In
case of capture, the same rules as for the standard growth algorithm
are applied to update cell indexes. Figure 6 gives an illustration. In
Fig. 6(a), despite the fact that the growth envelope of cell n encom-
passes the neighboring liquid cell mN and mW, capture cannot pro-
ceed as the already activated (11) facet has not overpassed cell
centers CmN

and CmW
at time t. One has to wait until t þDt sketched

in Fig. 6(b), so that the facet position using Eq. (2) is updated and has
overpassed the cell center mW that is now captured. Cell mN is cap-
tured only after further growth of the (11) facet. The capture algo-
rithm is thus referred to as a conditioned capture algorithm.
Additionally, the parameter vf11gc (vf111gc in 3D) is a user-defined
parameter of the model.
Fig. 6. Schematics of the conditioned capture algorithm due to the growth of an active (11) fa
position of the Dð11Þ

g growing plane. Envelope of cell n has overlapped both the centers of liq
their centers were not overpassed by Dð11Þ

g at time t. This is achieved at a later time only for
after further growth of the (11) facet.
3.3.3. Rough to faceted growth transition
A preliminary 2D illustration is given in Figure 7. It considers the

growth of a single grain nucleated in a 0.02m £ 0.02m square cav-
ity. The aim is to provide the reader with a better understanding of
the conditioned capture algorithm and its associated effects by com-
paring its results with the standard algorithm. The linear expression
of velocity and the corresponding value of A ¼ 8 ¢10�6 m s�1 K�1 are
deduced from experimental observations of pure silicon growth
available in the literature [45]. The simulation domain is fully covered
by a CA grid of constant cell size, lCA ¼ 20 ¢10�6 m. The origin, O, of
the reference frame is located at the bottom-left corner of the
domain. The temperature field is imposed onto the whole domain
and cooling is applied using the frozen temperature gradient approx-
imation [44]. The temperature evolution at any point P is expressed
as:

T yP ; tð Þ ¼ T0 þ G yP þ _T t ð3Þ
where G is a constant temperature gradient, _T a constant cooling rate
and T0 ¼ TðO; t ¼ 0 sÞ is the temperature at the origin of the domain
at the start of the simulation. The grain nucleates at the center of the
domain with crystallographic orientation f ¼ 0B: Fig. 7(a) and (b) first
show the simulation results corresponding to G ¼ 0 K m�1 and _T ¼ 0
K s�1. Consequently, a stationary and uniform temperature field is
imposed at T ¼ T0 ¼ 1685 K. With melting temperature of silicon at
TM ¼ 1687 K, the corresponding undercooling is DT ¼ 2 K. According
to Eq. (1), these parameters lead to a constant growth velocity in the
h10i directions v h10 i ¼ 16 mm s�1 and to a growth velocity in the
h11i directions v h11 i ¼ v h10 i =

ffiffiffi
2

p
¼ 11:3 mm s�1. All {11} planes of

the grain thus grow at a constant velocity vf11g ¼ 11:3 mm s�1. The
normal distribution law for the activation undercooling of the {11}
facets is given by DTf11g

g;m ¼ 3 K and DTf11g
g;s ¼ 0 K. These values are

chosen for illustration purpose so that all facets are activated with
DTf11g

g ¼ 3 K. Since the grain nucleates at an undercooling DT ¼ 2 K,
all liquid cells are captured with an undercooling lower than the acti-
vation undercooling of the {11} virtual planes, the later thus being
activated at the first time step of the simulation. Fig. 7(a) compares
the result of the computed grain envelope growth using the standard
capture algorithm (in blue) and the conditioned capture algorithm
(in red) defined by a constant {11} plane growth velocity, vf11gc ¼ 10
mm s�1, i.e. lower than the one given by the growth kinetic law. The
time step is fixed at Dt ¼ 1 s and the growth envelopes are drawn at
time t 2 {100, 200, 300, 400, 500} s. With the standard capture algo-
rithm and the constant velocity for the h10i (and consequently, h11i)
cet of grain g showing (a) the envelope at time t associated to a given solid cell n and the
uid cell mN (North) and mW (West). However, those cells remain in a liquid state since
cell mW as shown in (b). The capture of cells mW is thus made while cell mN is captured



Fig. 7. Simulated growth of the grain envelope for an equiaxed grain nucleated at the center of a square domain using (blue) the standard capture algorithm and (red) the condi-
tioned capture algorithm. Parameters are (a, b) uniform and constant temperature with v h10 i ¼ 16 mm s�1, (a) vf11gc ¼ 10 mm s�1 with grain envelopes drawn at times
t 2 {100, 200, 300, 400, 500} s and (b) vf11gc 2 f5; 7:5; 10; 15g mm s�1 with grain envelopes drawn at time t ¼ 500 s; (c, d) non-uniform temperature field (G ¼ 1200 K ¢m�1, _T ¼�
0:016 K ¢ s�1), (c) vf11gc ¼ 11:3 mm s�1 with grain envelopes drawn at times t 2 {40, 80, 120, 160, 200} s and (b) vf11gc 2 f8:5; 11:3; 14:1g mm s�1 with grain envelopes drawn at time t ¼
200 s. The isotherms where transition takes place from rough to faceted grain envelopes are drawn (c) at the selected times and correspond to a fixed undercooling equal to 2K and
(d) for the various vf11gc values.

7

directions, the blue grain envelope squares are regularly spaced with
time. The same observation is made for the conditioned capture algo-
rithm but with a lower velocity of the virtual planes (vf11gc < v h11 i ), a
smaller distance between each red successive envelope is found. In
other words, for a given liquid cell, its capture will always be delayed
compared to the standard growth algorithm. Fig. 7(b) shows the
effect of progressively increasing the vf11gc velocity from 5 mm s�1 to
15 mm s�1 by comparing the grain envelope shape at a given time,
t ¼ 500 s, with the largest blue and red envelopes drawn in Fig. 7(a).
As can be seen, the grain growth is constrained by the virtual {11}
planes for vf11gc < vf11g so the red envelopes for vf11gc ¼ 5 mm s�1 and
vf11gc ¼ 7:5 mm s�1 are smaller than for vf11gc ¼ 10 mm s�1. However,
for vf11gc ¼ 15 mm s�1, i.e. vf11gc > vf11g, the grain envelope is the
same as for the standard algorithm so the blue and red envelopes are
superimposed. The maximum propagation of the grain envelope is
thus given by the standard algorithm. The reason is that capture due
to the propagation of the virtual facets cannot operate beyond the
first nearest neighboring liquid cells. In other words, the virtual plane
has propagated beyond this limit and is not reachable anymore by
the growth front. So, for large value of vf11gc , one could say that the
grain envelope is the result of the standard capture algorithm.

In order to model a rough to faceted interface transition, we now
consider a non-uniform temperature field, i.e. G 6¼ 0 K m�1. Fig. 7(c) and
(d) show external grain envelopes using both the standard and the con-
ditioned capture algorithms at times t 2 {40,80,120,160,200} s and for
a given time with different vf11gc , respectively. Both the temperature gra-
dient G and the cooling rate _T are constant: G ¼ 1200 K m�1 and _T ¼�
0:016 K s�1. The initial temperature T0 at the origin, O, of the domain is
set to 1673 K in order to have, as in the previous case, an initial under-
coolingDT ¼ 2 K at the center of the domain where the grain nucleates.
In Fig. 7(c) the conditioned capture algorithm is applied with vf11gc ¼
11:3 mm s�1, i.e. a corresponding virtual growth kinetic in the h10i direc-
tions equal to

ffiffiffi
2

p
vf11gc ¼ 16 mm s�1 and an equivalent undercoolingDT

¼ 2 K for the h10i directions with Eq. (1). The standard capture algo-
rithm implies that the growth kinetics of cell envelopes depends on the
local undercooling DT in a non-uniform temperature field. Thus, cells
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enduring growth undercoolingDT higher than 2K have a growth kinetic
v{11} higher than vf11gc leading to an external envelope being constrained
by the {11} virtual planes. This explains why all red boundaries in Fig. 7
(c) are within the corresponding blue envelopes defined at a given time.
For the top regions of the s/l boundaries where vf11g < vf11gc , the red and
blue grain boundaries are superimposed as the virtual planes are out of
reach for capture by neighboring cells. The condition vf11g ¼ vf11gc thus
defines the rough to faceted interface transition when using the condi-
tioned capture algorithm. In the magnified region located below Fig. 7
(c), horizontal green lines are added. They represent isotherms DT ¼ 2
K at the displayed times. At this undercooling, as stated above,
vf11g ¼ vf11gc . At a given time, the bottom part of the red grain envelope,
located below the isotherm in a colder region with higher undercooling,
is faceted as vf11g > vf11gc . Oppositely, the upper part of the grain enve-
lope, located above the isotherm with lower undercooling, is rough and
coincide with the result of the standard growth algorithm. Fig. 7(d)
shows the external grain envelope at the instant t ¼ 200 s resulting
from both the standard and the conditioned capture algorithms with
values of vf11gc ¼ 8:5 mm s�1, 11:3 mm s�1 and 14:1 mm s�1 corre-
sponding to undercoolings DT ¼ 1:5 K, 2K and 2.5K, respectively
(represented by horizontal black lines in the magnified region). Simi-
larly, at undercoolings of the local growth envelope larger than 1.5K,
2K and 2.5K, faceted growth is obtained.

3.4. Twin relationship and growth

3.4.1. Twin relationship
Nucleation undercooling of grains in twin relationships on {111}

facets are defined at sample edge, DTE
N;T , and at grain boundary

groove, DTB
N;T (i.e. in the bulk material). This is to cope with experi-

mental observations showing that twin formation upon directional
solidification is only of S3 type and DTB

N;T <DTE
N;T [3,42]. Upon cap-

ture of a liquid cell m by its neighboring growing cell n, location of
cell m is tested to determine if it is located on a sample edge or as
part of the bulk. For an edge cell (respectively a bulk cell), if the test
DTm >DTE

N;T (respectively DTm>DTB
N;T ), is verified, a nucleation event

takes place. The Euler angles of the new grain formed in cell m must
Fig. 8. Schematic representation of (a) the growth of grain g ¼ f from cell nwith the conditi
g in cellm at a sample edge due to an undercooling DTm larger than the nucleation undercoo
tion fT corresponding to aS3 twin rotation (arbitrary rotation in 2D). In 3D, gT ¼ ðfT

1 ; f
T
; fT

2

correspond to the crystallographic orientations of the capturing grain
to which a S3 twin rotation around the normal to the capturing facet
is applied. It is worth noticing that no other twin relationship is con-
sidered for nucleation events as experimental observations report
that S9, S27 or higher order twin relationships in directionally
solidified silicon are only the results of growth competition of
grains formed in S3 relationship [3,42]. If a liquid cell m is
located at the boundary between two grains g1 and g2, the usual
growth conditions are considered. In most cases only one of the
neighboring growing cells belonging to grains g1 and g2 is able to
capture the liquid cell m. However, the liquid cell m can occasion-
ally be geometrically captured during the same time increment
by the envelopes associated to cells belonging to grains g1 and g2.
In such condition, the largest capturing envelope associated to
the growing cells is considered, hence selecting the grain defining
twinning. A single capture event is consequently always applied
to a liquid cell. Note that this situation only occurs when the
time step is not sufficiently small.

Both DTE
N;T and DTB

N;T are constant parameters for nucleation of
grains in twin relationships on {111} facets. The activation undercool-
ing of the {111} facets is given by a Gaussian distribution. This is suffi-
cient to generate irregular bands of twinned grains. It is also worth
mentioning that the algorithm only permits the growth of one grain
in twin relationship for each {111} facet.

The CA capture algorithm has to be modified since the crystallo-
graphic orientation of the grain in cell m is not identical to the one
in cell n. A S3 twin relationship corresponds to a 60B rotation
around the normal to the {111} capturing facet. This step is sketched
in Figure 8 considering a nucleation event at the edge of the sample.
As 2D approximation cannot reproduce well this operation, the crys-
tallographic orientation fT of the growth envelope associated to the
grain in twin relationship located in cell m is arbitrarily chosen. In
3D, Euler angles of a newly created grain in twin relationship are
denoted (fT

1; f
T
; fT

2). Their values are deduced as a function of the
original orientation of the grain in the capturing celln, (f1,f,f2), and
the rotation matrix M expressing the relative orientation of the crystal
directions h100i into the reference frame of the sample:
oned capture algorithm and (b) the nucleation a grain gT ¼ fT in twin relationship with
ling DTE

N;T . A new growth envelope is associated to cellmwith crystallographic orienta-
Þ is computed using Eq. (6) from g ¼ ðf1; f; f2Þ.
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M ¼
cosf1 cosf2� cosf sinf1 sinf2 �cosf cosf2 sinf1� cosf1 sinf2 sinf sinf1

cosf2 sinf1 þ cosf sinf1 sinf2 cosf cosf1 cosf2�sinf1 sinf2 �cosf1 sinf
sinf sinf2 cosf2 sinf cosf

0
@

1
A:

ð4Þ
The matrix corresponding to a rotation of angle u around a unitary

vector u(ux,uy, uz) is given by:

R ¼
u2
x 1�cð Þ þ c uxuy 1�cð Þ�uzs uxuz 1�cð Þ þ uys

uxuy 1�cð Þ þ uzs u2
y 1�cð Þ þ c uyuz 1�cð Þ�uxs

uxuz 1�cð Þ�uys uyuz 1�cð Þ þ uxs u2
z 1�cð Þ þ c

0
B@

1
CA ð5Þ

where c ¼ cosu and s ¼ sinu. With u ¼ 60B and u ¼ nf111g the normal
vector to the {111} twin plane, R ¼ RS3. The rotation matrix trans-
forming the twin grain frame into the sample frame of reference is
MT ¼ M ¢RS3. So, writing the rotation matrix MT for grain gT, (fT

1; f
T
;

fT
2), using Eq. (4) and identifying each term with the product M ¢ RS3

yields the following result:

fT
1 ¼ atan2 MT

13;�MT
23

� �

fT ¼ cos�1 MT
33

� �

fT
2 ¼ atan2 MT

31; MT
32

� �
:

8>><
>>:

ð6Þ

3.4.2. Growth in twin relationship
Twin boundaries between grains are locked during growth [3,42].

To maintain the twin boundary while pursuing growth of the s/l
interfaces, the conditioned capture algorithm is used. Yet, the twin
grain boundary remains static in space and develops as a result of
growth of the grains on each side of the corresponding {111} facet.
Note that this is equivalent to keep a constant value for df111gg;tN;T in Eq.
(2), defined at the time tN,T of the nucleation of the grain in twin rela-
tionship. The capture algorithm is modified as schematized in
Figure 9. Grains g1 and g2 develop in twin relationship and the fixed
twin plane Dð11Þ

g1 is displayed at time t in Fig. 9(a). At a later time t þD
t shown in Fig. 9(b), the position of the twin plane Dð11Þ

g1 is unchanged
but the liquid cell m1 could be captured by grain g1 and g2 according
to the displayed growing shapes. However, because it is located
above Dð11Þ

g1 , only the capture by g2 is authorized, capture by grain g1
being inhibited. Similarly, capture of cell m2 is only possible by grain
g1 localized beneath Dð11Þ

g1 . This procedure is used as long as the two
grains in S3 twin relationship are in contact. If grain g1 stops, i.e.
does not grow anymore as it is fully surrounded by non-liquid cells,
the conditioned capture is no longer applied to g2.
Fig. 9. Schematics of the twin growth algorithm showing (a) at time t the growth envelopes
twin boundary plane D{11} and (b) at a later time t þDt the capture of two liquid cells m1 an
initial growth shape.
4. Results and discussions

The 3D CA model described above is applied to simulate experi-
mental observations obtained by X-ray imaging reported in details
elsewhere [3,4,40,42]. Properties and parameters TM, A, v

f111g
c , DTE

N;T ,
DTB

N;T , (f1, f, f2), G and _T listed in Table 1 are taken from the experi-
mental data. Simulations are performed in a rectangular domain of
height H, width W and thickness E, corresponding to lengths along
the x-, y- and z- directions, respectively. The bottom-left corner of
the domain defines the origin point O with coordinates ðxO; yO; zOÞ ¼
ð0; 0; 0Þ. Consequently, all points in the domain have positive coordi-
nates (x, y, z) with 0 � x � H, 0 � y � W and 0 � z � T. The tempera-
ture field is imposed onto the whole domain. In order to reflect the
experimental configuration, a frozen temperature gradient is
imposed, slightly misaligned with the vertical x-axis by a b ¼�5B

rotation about the z-axis [45], leading to isothermal surfaces slightly
off yz-planes. The temperature evolution at position (x, y, z) and time
t is then computed using the following analytical expression:

T x; y; z; tð Þ ¼ T0 þ G cos b x þ G sin b y þ _T t ð7Þ
where T0 ¼ TðO; t ¼ 0 sÞ is the temperature at the origin of the
domain at the beginning of the simulation. One should note that this
approximation is not common in previous work with the CA-FE
model where full coupling is achieved between the development of
the grain structure and the heat flow [22,23,25�29]. However, in the
present experimental configuration, the temperature field is well
controlled and characterized, only leading to constrained growth
[46]. The solution of the energy balance then becomes optional, i.e.
the temperature gradient around the solidification front is little mod-
ified by the release of latent heat. Consequently, a known tempera-
ture field can be imposed. The time increment, Dt, between two
temperature computed fields with Eq. (7), is chosen to ensure that
the growth front propagates on a distance smaller than the cell size,
lCA, by considering the ratio lCA=vL ¼�lCAG= _T .

4.1. Grain boundary grooves

Simulations are first performed by fully covering the bottom of
the domain with 2 seeds. The seeds represent 2 grains of different
orientations separated by the y ¼ W=2 plane but limited to a single
row of grid cells located at the bottom of the domain in the yz-plane
with minimum x-coordinate. This is simply achieved by adequately
associated to cells n1 and n2 belonging to grains g1 and g2 located on each side of a {11}
d m2 taking into account their spatial position with respect to D{11} together with their



Table 1
Properties of pure silicon, process parameters and simulation parameters.

Symbol Value Unit

Figure 1(a), 10 Figure 1(b), 11 Figures 2, 12-15

Material properties
Melting temperature TM 1687 1687 1687 K
Linear growth law parameters A 8 ¢10�6 8 ¢ 10�6 8 ¢10�6 m s�1 K�1

{111} facet growth velocity vf111gc 8 ¢10�6 8 ¢ 10�6 8 ¢10�6 m s�1

Nucleation undercooling (edge) ΔTE
N;T � � 2.1 K

Nucleation undercooling (groove) ΔTB
N;T � � 1.8 K

Grains orientation (initial seed) (ϕ1, ϕ, ϕ2) (g1) (223.8, 28.3, 15.3)
(g2) (95.1, 48.3, 62.1)

ðg1Þ ð17:6; 88:3; �43:4Þ
ðg2Þ ð�21:3;89:7; 47:3Þ

(356, 44, 3) (°, °, °)

Process parameters
Initial temperature T0 1686 1686 1686 K
Measured temperature gradient G 2200 1200 1200 K m�1

Cooling rate _T �0:003 �0:016 �0:016 K s�1

Simulation parameters
Cell size lCA 25 ¢ 10�6 25 ¢10�6 25 ¢10�6 m
Domain thickness E 300 ¢10�6 300 ¢ 10�6 300 ¢10�6 m
Domain width W 4 ¢10�3 4 ¢ 10�3 4 ¢10�3 m
Domain length H 7:2 ¢10�3 7:2 ¢ 10�3 7:2 ¢10�3 m
Time step Δt 1 1 1 s
Mean activation undercooling ΔTf111g

g;m (g1) 2, ðg2Þ� 2 2 K
Standard deviation undercooling ΔTf111g

g;s 0 0 0.1 K
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initializing the cell and grain index of these cells. The grain orienta-
tions are reported in Fig. 1 and in Table 1. The first experimental situ-
ation shown in Fig. 1(a) is duplicated in Figure 10(a) for comparison
with simulation results given in Fig. 10(b) and 10(c). The same is
done with Fig. 1(b) and Figure 11.

In Fig. 10, only the LHS red grain g1 develops a {111} facet. It is
identified as the ð111Þ facet. For that purpose, the activation under-
cooling of the {111} facets of grain g1 was taken equal to DTf111g

g1 ;m ¼ 2
K. This is achieved by fixing a zero value for the standard distribu-
tion, DTf111g

g1 ;s ¼ 0 K. None of the {111} facets of the RHS blue grain
g2 was activated. The reason is that their activation undercooling
was set negative, DTf111g

g2 <0 K, so that the condition for activation
was never met. Note that nucleation of a grain in twin relationship
with the ð111Þ facet of grain g1 was also inhibited by choosing a
very large value of the nucleation undercooling. A resulting grain
boundary groove of type faceted/rough is formed by the interac-
tion of the ð111Þ facet of grain g1 and the rough interface of grain
g2. It is worth noting that simulation retrieves the shape of the
groove observed in Fig. 10(a) but also the orientation of the grain
boundary that follows the ð111Þ facet of grain g1. This is in agree-
ment with previous theoretical model [19]. The orientation of the
grain boundary is very close to the experimental measurement
Fig. 10. Growth of a faceted/rough boundary groove in silicon (a) as observed by X-ray radi
time (b) 510 s and (c) 530 s. The orientation of the grain boundary is measured by the green
proposed theoretically [19] and observed experimentally [40,42]. Coordinates of the bottom-
and is maintained upon growth as shown by comparing Fig. 10(b)
and Fig. 10(c). Also note that the rounded shape of the solid-liquid
interface for grain g2 is the result of a stationary situation similar
to that already described analytically by de Bussac and Gandin
where a rough grain interface with anisotropic growth kinetics
defined along <100> directions interact with a locked boundary
[47]. Such result was thus anticipated.

Fig. 11 shows the situation where a faceted/faceted groove
forms. This is the result of the identification, activation and
growth in interaction of two facets. The same values are used for
the distribution of activation undercooling of the facets of the 2
grains by fixing equal mean value and a zero standard deviation.
Only one facet forms on each grain at the grain boundary as a
result of the rough-to-faceted transition. The facets being more
undercooled than the rough s/l interface, they are found in con-
tact at the grain boundary and permit the development of the
groove. As in the previous case, nucleation of grains in twin rela-
tionship is inhibited. In the constant z cut, the simulated angle
made by the two competing {111} facets forming the grain
boundary groove is close to measurement. Upon stationary
growth, the orientation of the grain boundary remains unchanged
as shown by Fig. 11(b) and (c).
ography during directional solidification and (b, c) as computed by the 3D CA model at
dashed line. It is close to the measurement and defined by the activated {111} facet as
left and top-right corners are given inmm. See Table 1 for simulation parameters.



Fig. 11. Growth of a faceted/faceted boundary groove in silicon (a) as observed by X-ray radiography during directional solidification and (b, c) as computed by the 3D CA model at
time (b) 380 s and (c) 410 s. The simulated angle formed between the two facets, 34°, compares favorably with the measurement, 35°. Coordinates of the bottom-left and top-right
corners are given inmm. See Table 1 for simulation parameters.
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4.2. Twinning sequence

The next result concerns the growth of a unique seed covering the
whole bottom surface of the domain with values coming from meas-
urements of the experiment reported in Figs. 2 and 3 [4,40]. The nor-
mal distribution law of undercooling to activate the {111} facets has
to be carefully defined considering i- the stationary undercooling
associated to the isotherm velocity, DT ¼ vL=A ¼�_T=ðGAÞ and ii- the
undercooling for the twin nucleation events, different at edges and in
the bulk [42]. Note that the latter quantities are estimated from
measurements so that only the activation undercooling of the facets
remains as a parameter. In the simulation shown in Figure 12, nucle-
ation of new grains in twin relationship always occurs at a nucleation
undercooling DTE

N;T ¼ 2:1 K on edges. After a nucleation event, if the
new grain does not develop a {111} facet, the local undercooling at
the bottom of the facet decreases from nucleation undercooling
DTE

N;T to stationary undercooling DT ¼ 1:67 K. In order to possibly
Fig. 12. 3D CA computations showing (a) growth of a solidification front from an initial seed
relationship at the bottom of the facet, (e) quick twin growth along the ð111Þ facet defining
growth of the new ð111Þ facet. The blue and red grains are in S3 twin relationship. Coordina
parameters.
activate and grow the common {111} facet, activation undercooling
thus has to be higher than 1.67K. Similarly, if the activation under-
cooling is higher than the nucleation undercooling, i.e. 2.1K, the new
twin grain grows a {111} facet right after its nucleation, thus leading
to a very narrow twin band. Consequently, mean activation,
DTf111g

g;m , and standard deviation, DTf111g
g;s , undercoolings are chosen

respectively equal to 2.0K and 0.1K. Grains in twin relationship thus
have high probability to activate and grow a new {111} facet during
growth which is consistent with the experimental observations.
Smooth simulations for the sequence of activation and growth of the
facets also require a good definition of the temperature field among
the cells. This is achieved by choosing a cell size smaller than the typi-
cal distance corresponding to the undercoolings listed above. In prac-
tice, the parameters listed in Table 1 for Figs. 12�15 show that the
temperature variation between two adjacent cell layers is typically of
G� lCA ¼ 0:03 K, hence good convergence of the simulation is veri-
fied.
, (b) formation of a ð111Þ facet, (c) growth of the facet, (d) nucleation of a grain in twin
the twin grain boundary, (g) twin growth and formation of a new ð111Þ facet and (h)
tes of the bottom-left and top-right corners are given in mm. See Table 1 for simulation



Fig. 13. 3D CA computation results of the directionally solidified grain structure for comparison with the experiment counterpart in Fig. 3. The (a) longitudinal direction of the sam-
ple, x (also growth direction), (b) transverse direction of the sample, y, and (c) normal direction to the sample, z, are projected in the frame made of the measured {[100], [010],
[111]} crystallographic directions and represented using the color code of the IPF. They are of A-, B-, C- and D-type. The CSL map characterizing the grain boundary relationships is
shown in (d) with twin boundaries S3, S9 and S27. The D-type grain is the result of nucleation in twin relationship on a (111) facet of a C-type grain at a faceted/faceted groove
formed with a B-type grain. This computation result is labeled I in (d) for comparison with results in Fig. 14. See Table 1 for simulation parameters.
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Fig. 12 shows a 3D CA simulation with a complete twinning
sequence. It starts from the formation of a {111} facet activation at
the sample edge. The identified twinning plane is the ð111Þ plane.
The local undercooling at the bottom of the facet increases with time
as the facet develops in a constant temperature gradient and the
rough part of the interface remains at the same undercooling. Conse-
quently, at time 125 s, the nucleation undercooling DTE

N;T is reached
and a grain in twin relationship is formed. With initial seed of Euler
angles (356B, 44B, 3B), the grain in S3 twin relationship with facet
ð111Þ takes Euler angles ð�21:3B; 89:7B; 47:3BÞ as computed by Eq. (6).
The new grain quickly grows to catch up with the s/l interface. It
Fig. 14. 3D CA computation results of directionally solidified grain structure. CSL maps are s
Fig. 13(d). Differences come from the random process used to determine the activation un
depends on different mechanisms: (a) twin nucleation on a (111) facet of grain C at a faceted
C are present and grain boundaries are only of S3 and S9 types, (c) grain E results from nu
Table 1 for simulation parameters.
keeps growing, the twin relationship between the two grains being
maintained with a fixed grain boundary. During growth of the grain
in twin relationship, it is worth noticing that the grain does not form
the common ð111Þ facet right after its nucleation. The facet forms
afterwards at 180 s when the activation undercooling for the grain in
twin relationship is reached in Fig. 12(g). The latter facet then starts
growing and the local undercooling at its bottom increases. A second
grain in twin relationship is nucleated after 200 s (not shown in
Fig. 12), which naturally adopts the crystallographic orientation of
the initial seed due to a second S3 operation from a similar ð111Þ
facet but from the first grain in twin relationship. This is repeated
hown for 3 simulations labeled II, III and IV for comparison with simulation labeled I in
dercooling of the {111} facets of the grains. Occurrence of the nucleation of grain D
/faceted groove formed with grain A, (b) no twin nucleation occurred so grains A, B and
cleation on a (111) facet of grain A at a faceted/faceted groove with grain C, twice. See



Fig. 15. Statistical analyzes showing (a) the area fraction, (b) the number of grains and (c) the mean band width between twin boundaries for the simulation results in Fig. 13 con-
sidering grains A, B, C and D (in blue). The same analyzes with experimental observations shown in Fig. 3 are given for comparison in red. See Table 1 for simulation parameters.
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several times during the simulation similarly to the experiments dis-
played in Fig. 3. The result of such successive twinning events is
shown on the RHS of Figure 13 at a larger scale after complete solidi-
fication of the sample, i.e. at 700 s. The LHS and RHS grains in Fig. 12
are of crystallographic orientation labelled A and B in Fig. 13, respec-
tively.
4.3. Grain structure of the fully solidified sample

Color maps in Fig. 13(a-c) are based on the IPF scale displayed
above each image. They are the same as those used in Fig. 3. The
same colors are also used to draw the twin relationships in the CSL
maps of Fig. 13(d) and 3(d) [48]. The simulated results can thus be
directly compared with the experimental ones. As can be seen, the
general trends agree well. This not only concerns the generation of
grains in twin relationship on the RHS boundary of the sample, but
also on its LHS boundary due to the formation of a ð111Þ facets from
the seed (grain A). The two sets of S3 twin relationships with a com-
mon ð111Þ plane on the RHS (A/B type grain boundaries) and ð111Þ
plane on the LHS (A/C type grain boundaries) are made of grains with
various band widths. The band width is directly controlled by the val-
ues of the mean undercooling, DTf111g

g;m , and standard deviation,
DTf111g

g;s , defined to activate the {111} facets. For instance, for a given
value of the mean undercooling, a larger value of the standard devia-
tion creates a broader variation of the band widths (more irregular
arrangement of the twins). A detailed parametric study can be found
in Reference 49.

Unlike grains of B-type and C-type, the grain labelled D nucleated
in the bulk at a faceted/faceted groove on a (111) plane of a C-type
grain. The S9 twin boundaries are observed whenever B-type and
C-type or D-type and A-type grains meet, whereas aS27 twin bound-
ary originates from D-type and B-type. These are simply the conse-
quences of s/l interface encounters during growth of A-, B-,
C- and D-type grains. These results are consistent with the experi-
mental results (Fig. 3). A single grain D forms in Fig. 13. Prior to its
nucleation, a total of 5 grooves between B-type and C-type grains
were formed but did not lead to nucleation of the D-type grain on the
(111) plane of a C-type grain. Two reasons can explain the delay in
nucleating grain D. First, a groove with a (111) facet on a C-type grain
could have formed but its undercooling did not reached the nucle-
ation threshold for a twin grain, DTB

N;T , prior the competing neighbor-
ing grain hindered its growth. Second, the current activation
undercooling for {111} faceted interfaces did not allow formation of
the groove. As a result of this analysis, it is clear that the distribution
of activation undercooling plays a key role in controlling the simu-
lated grain structure. It renders the different nucleation undercool-
ings of the {111} facets during growth. This undercooling can be
modified by the presence of impurities, defects like dislocations and
local accumulation of crystal deformation [4].

The typical computational time for the simulation shown in
Fig. 13 does not exceed 30 minutes on a single CPU. Consequently,
while maintaining the same values of the mean and standard devia-
tion of the activation undercooling, the 3D CA model can be used for
a statistical study. This is simply done by doing the same simulation
several times and comparing the results. Because the sequence of
random numbers differs at each simulation, sampling of the activa-
tion undercooling of the eight {111} facets for each newly created
grain varies and several results are obtained. The first simulation,
labelled I in Fig. 13(d), can be compared with 3 additional simulation
cases labelled II, III and IV shown in Figure 14. As can be seen by com-
paring the CSL maps of Fig. 14 with the experimental map in Fig. 3
(d), larger differences are observed with cases II to IV against case I
shown in Fig. 13(d). In case II (Fig. 14(a)), grain D nucleated in the
bulk, on the (111) facet of grain C, but as part of a groove formed
with a A-type grain. However, the A-type grain did not survive
growth competition with grain D and the latter entered in competi-
tion with a B-type grain, resulting in a large S9 twin grain boundary.
In case III (Fig. 14(b)), no nucleation in the bulk occurred. As
explained above, this is either due to the fact that a grain boundary
groove with at least one {111} facet formed between C- and B-type
grains but did not survive competition before the nucleation under-
cooling condition DTB

N;T was reached, or because of no {111} facet
formed at all between C- and B-type grains yet in growth competi-
tion. The reader should yet note that this configuration did not often
happen in the present simulations, i.e. at least one nucleation in the
bulk is usually observed. Finally, case IV (Fig. 14(c)) shows another
configuration. Two nucleation events of grains in twin relationship
took place in the bulk. Both of them correspond to nucleation of a
grain in a S3 relationship on a (111) plane of a B-type grain. The first
twin nucleation event occurred in a groove formed by B- and C-type
grains, the second in a groove defined by B- and A-type grains. The
grain is labelled E as its crystallographic orientation slightly differs
from grain D.

Quantitative comparisons between simulation and experiments
are summarized in Figure 15. They concern the area fraction, the
number of grains of types A�D and the mean twin band width of
grains of type A�C. For a given grain, the latter is defined by the
width between two twinning events of a given grain type in a direc-
tion perpendicular to the twinning planes. Only simulation I (Fig. 13)
is used in Fig. 15 as it reflects best the twinning mechanisms
observed in the experiment. The area of the initial seed is not consid-
ered when computing the grain area fraction since we focus on the
grains that formed as a result of nucleation events. This is why for
band width computations, only edge twin nucleation is considered.
One can notice the overall good agreement in computation I with



Table 2
Area fraction, number and mean band width for grains defined by their common crys-
tal orientation A, B, C, D and E, considering simulations (I–IV) shown in Figs 13 and 14
as well as the experimental grain structure shown in Fig. 3.

Experiment Simulations
Orientation
or grain type

Fig.3 Fig. 13 Fig. 14 Fig. 14 Fig. 14
I II III IV

Area
fraction (%)

A 39.8 41.3 43.4 52.4 44.3
B 38.1 33.4 23.5 31.1 22.2
C 18.9 22.4 18.9 16.5 29.1
D 3.2 2.9 13.8 0 0
E 0 0 0 0 4.5

Number A 22 24 24 21 26
B 14 15 16 14 16
C 10 9 9 7 11
D 1 1 1 0 0
E 0 0 0 0 2

Mean band
width (mm)

A 0.10 0.11 0.15 0.12 0.13
B 0.12 0.10 0.09 0.13 0.13
C 0.17 0.19 0.16 0.15 0.18
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experimental observations. Area fraction of A-type grains obtained in
the simulation (41,3%) is very close to the area fraction measured in
the experiment (39,8%). The number of grains in the computation is
higher (24) than the one in the experiment (22) nevertheless clearly
of the same order of magnitude, the mean band width is quantita-
tively comparable, 0.10 mm in the experiment and 0.11 mm in the
simulation. For B-type grains, the area fraction is 4,7% lower in the
simulation (33.4%) than in the experiment (38.1%). The number of
grains is almost identical and the mean band width in the simulation
is lower (0.1 mm) compared to the experiment (0.12 mm). One can
apply a similar reasoning for C-type grains.

Table 2 summarizes the quantitative parameters defined above
for the experimental observations and all the simulation results pre-
sented in this work (I�IV). Configuration of simulation II (Fig. 14(a))
is very similar to configuration of simulation I. As detailed above,
grain D nucleated in the bulk on the (111) facet of a C-type grain. This
nucleation occurred early when compared to simulation I which thus
explains the larger area fraction of grain D, i.e. 13.8% for simulation II
and 2.9% for simulation I. The same reason explains the lower values
of area fraction of C-type grains in the simulation II (18.9%) compared
to simulation I (22.4%). One can expect a similar observation for A, i.e.
the early nucleation of grain D would also prevent the growth of A-
type grains, especially in the left part of the domain. However, area
fraction of A-type grains in simulation II is higher (43.4 %) than in
simulation I (41,3 %). This is explained by the larger mean band width
of A-type grains in simulation II (0.142 mm) compared to simulation
I (0.102 mm). In simulation III (Fig. 14(b)), no nucleation in the bulk is
observed, and twin nucleation events only occur on the edges on the
domain. One can note a large area fraction of A-type grains, i.e. 52.42
%, its growth being unaffected by any nucleation in the bulk. Hence,
one would also expect a larger area fraction of C-type grains. How-
ever, the obtained value (16.5 %) is lower than that in simulations I
and II. This is due to the low mean band width (0.15 mm) and lower
number (7) of C-type grains. Results of simulation IV (Fig. 14(c)) are
also similar to simulations I and II, although growth of grain E was
directed towards the right part of the simulation domain as it nucle-
ated on a {111} facet of a B-type grain (C-type grains in simulations I
and II). Consequently, grain E does not compete as much with C-type
grains, resulting in a larger area fraction of C-type grains (29.1%) com-
pared to simulations I and II (22.4% and 18.9%, respectively) as well as
a higher number of C-type grains, 11 (compared to 9 for both simula-
tions I and II). Similarly, since grain E grows towards the right part of
the domain, it prevents the growth of B-type grains, resulting in a
lower area fraction (22.2%) for simulation IV compared to simulations
I and II (33.4% and 23.5%, respectively).
5. Conclusions

A 3D CA model is introduced for solidification of silicon polycrys-
talline grain structures. Special attention is taken to model the forma-
tion of grains in S3 twin relationship as they typically constitute 50%
of the grain boundaries [7,8] and drive the formation of all other grain
and twin boundaries formed during growth [3,4]. Thanks to in-situ
X-ray imaging using the GaTSBI device [14,15], the mechanisms for
the formation of grains in twin relationship upon crystallization of
silicon were revealed and described [3,40�42]. Several observations
are thus available that could be compared with simulations. The sim-
ulations in the paper reach the following objectives:

- Planar morphology of a rough s/l interface is simulated with all
grains growing at a single undercooling upon stationary direc-
tional solidification.

- Formation of {111} facets is modeled by a CA growth algorithm,
where the Cartesian equation of each facet is defined for a given
grain. Facets are created when the s/l interface reaches an activation
undercooling. This parameter is randomly chosen using a Gaussian
distribution. The growth velocity of the facets is imposed based on
experimental measurements. A conditioned CA capture algorithm
is defined to model faceted growth. It is also demonstrated the
rough-to-faceted transition can be modeled.

- Dedicated algorithms to nucleate and grow new grains in twin
relationship with their existing neighboring grains developing
{111} facets are defined. The nucleation is subjected to reaching
a nucleation undercooling. Different values for such undercooling
are used, depending if the facet is formed at sample edge or at a
grain boundary groove, as measured by X-ray imaging [42].

- Directional solidification of bi-crystals forming faceted/faceted or
rough/faceted grooves with the liquid reproduce well the s/l inter-
face morphology and the resulting grain boundary orientation.

- Formation of twin grains at sample edges are compared with
observations. The main parameter to obtain satisfactory results is
the nucleation activation of the {111} facets.

- An EBSD map is finally derived from the 3D simulated grain struc-
ture and compared with its counterpart produced on a fully solidi-
fied sample using GaTSBI [42,4]. Quantitative comparisons consider
the area fraction as well as the number and mean band width of
regions produced by successive twinning while starting from a sin-
gle seed with known orientation. Results are discussed based on
the different nucleation planes that could be activated. CSL maps
are also produced and compared with the measurements, revealing
theS3,S9 andS27 twin relationships between grains.

A major advantage of the CAmethod compared to phase field simula-
tions and other methods proposed in the literature is the computational
time [16�21]. It can thus be anticipated that the CAmethod is suitable to
optimize the grain structure produced during crystallization of silicon at
the processing scale including the crucial modeling of twin nucleation.
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