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TAYLOR COEFFICIENTS OF THE JACOBI θ3 (q) FUNCTION

TANAY WAKHARE AND CHRISTOPHE VIGNAT

Abstract. We extend some results recently obtained by Dan Romik [15] about the Taylor coefficients of the theta
function θ3

(
e−π

)
to the case θ3 (q) of a real valued variable 0 < q < 1. These results are obtained by carefully

studying the properties of the cumulants associated to a Jacobi θ3 (or discrete normal) distributed random variable.
This article also states some integrality conjectures about rational sequences that generalize the one studied by
Romik.

1. Introduction

Recently, Dan Romik derived [15] some results about the Taylor coefficients of the elliptic Jacobi θ3 function,
which is defined as

θ3 (q) :=

∞∑
n=−∞

qn
2

.

One of Romik’s most unexpected results is the existence of an integer sequence d(n), n ≥ 0,

1, 1,−1, 51, 849,−26199, 1341999, 82018251 . . . ,

which allows to compute, in the standard case q = e−π, any moment of a discrete normal distribution as a finite
sum according to the formula 1 [15, Thm 1]

(1.1)
1

θ3 (e−π)

+∞∑
p=−∞

p2ne−πp
2

=
1

(4π)
n

bn2 c∑
j=0

(2n)!

2n−2j (4j)! (n− 2j)!
d (j) Ωj ,

with the constant Ω :=
Γ8( 1

4 )
32π8 .

One unanswered question in Romik’s paper is the extension of this result to an arbitrary real parameter q ∈ (0, 1).
The main result of this article is our Theorem 3, that for an arbitrary value of k ∈ (0, 1) ,

1

θ3 (q)

+∞∑
p=−∞

p2nqp
2

=

n∑
j=0

(
2n

2j

)(z
2

)2j

R2j (k)

(
−1

2

)n−j
σ2n−2j (2n− 2j)!

(n− j)!

with q = e−π
K′(k)
K(k) , σ2 = K(k)2

π2

[
E(k)
K(k) − (k′)

2
]
, {R2j (k)} a sequence of polynomials described in Definition 3, and

E(K), K(k), and K ′(k) elliptic integrals defined in (2.1). The case k = 1√
2
reduces to Romik’s identity (1.1).

This result can be interpreted as the calculation of the moments of a discretized Gaussian distribution. In this
article we adopt a probabilistic language, although it is not necessary in this context; however, it simplifies the
statement of most results. Let us denote by Xθ3 a discrete normal random variable with parameter k :

Pr {Xθ3 = n} =
1

θ3 (q)
qn

2

, n ∈ Z,

with q = e−π
K′(k)
K(k) . This distribution is essentially the (continuous) standard normal distribution sampled at integer

points, then rescaled. Its moment generating function is defined by

ϕθ3 (u) = EeuXθ3 =
1

θ3 (q)

∞∑
n=−∞

enuqn
2

and its cumulants κn are defined as the Taylor coefficients of the cumulant generating function

ψθ3 (u) = logϕθ3 (u) =
∞∑
n=1

κn
un

n!
.

1we have rewritten this in terms of our notation for θ3
1
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To obtain our main results, we extensively study the cumulants of Xθ3 and show that they have a rich struc-
ture: not only they are related with Eisenstein and Lambert series, but they also possess a clean combinatorial
interpretation in terms of restricted permutations.

The most basic result we need is Theorem 4, which re-expresses the cumulants in terms of Schett polynomials.
This is then used to prove Theorems 1 and 3, which are equivalent rephrasings of the same result and which
generalize Romik’s identity (1.1). Finally, this is used to prove Corollary 2, which provides a new expression for
Romik’s sequence d(n). The remainder of this paper consists of new expansions for the moments and cumulants of
a θ3 random variable, which we believe will be useful in the further study of Xθ3 . In the future, it would be nice
to see similar studies of the other Jacobi theta functions θ1, θ2 and θ4, as we believe similar results should hold for
them.

Throughout this paper, given a random variable Z, µn (Z) will denote its n-th moment, and κn (Z) its n-th
cumulant. If there is no parametrization and we write µn or κn, it is implicit that these are the moments and
cumulants of a θ3 distributed random variable.

Romik’s sequence d(n) can alternately be described as the sequence of Taylor coefficients of the centered theta
function

1√
1 + z

θ3

(
eπ

z−1
z+1

)
= θ3(e−π)

∞∑
n=0

d(n)

(2n)!

(
Γ8
(

1
4

)
27π4

)n
z2n.

The study of Taylor coefficients of modular forms and their arithmetic properties has a long history, much of which
is surveyed in [5, Section 6]. At complex multiplication points, the Taylor coefficients of modular functions with
algebraic Fourier coefficients are known to be algebraic; the magic here is that for the special case of the Jacobi theta
function, up to a power of the transcendental factor Ω, the coefficients are in fact given by explicitly computable
integers. This naturally suggests the study of the arithmetic and combinatorial properties of d(n), seeing as other
integer sequences arising from the study of modular functions tend to have nice arithmetic properties; for instance,
the norm of the difference of two singular moduli factors nicely [5, p. 78], and the central values of L-series of
higher weight grossencharacters are attached to integers which are in fact squares [5, p. 95]. A series of recent
papers [21, 19] have addressed arithmetic aspects of d(n), showing that modulo any prime d(n) is either periodic
or vanishes, while [9] proved that the Taylor coefficients of half integral weight modular forms at CM points are
periodic modulo split primes. This paper contributes to the wider study of Taylor expansions of modular functions
by providing new expressions for the Taylor coefficients of the classical θ3 function and its logarithm.

In the special case of the theta function, the study of the Taylor coefficients also connects to the study of zeros
of the Riemann zeta function due to the integral identity [15]

π−
s
2 Γ
(s

2

)
ζ(s) =

∫ 1

−1

(
1√

1 + t
θ3

(
eπ

t−1
t+1

)
− 1√

1 + t

)
(1− t) s2−1(1 + t)

(1−s)
2 −1dt,

the sort of expansion studied by Turán to estimate the distance of zeta zeros from the origin. Turán then instead
studied expansions with respect to the Hermite polynomials, a methodology later explored by Romik [16]. There is
still hope that new information about the Taylor coefficients d(n), their sign patterns, and their p-adic properties
will yield information about zeta zeros through such integral identities.

2. Introduction to elliptic functions

Our approach relies heavily on properties of elliptic functions. We recall here some basic results and notations
about those used in this article. Some useful references about elliptic functions are the classic [2, 14] and the more
recent [3]. Additionally, [18] provides an extensive historical approach.

For a given elliptic modulus k ∈ (0, 1), the complete elliptic integrals of the first and second kind are the functions

(2.1) K (k) =

∫ 1

0

dt√
1− t2

√
1− k2t2

, E (k) =

∫ 1

0

√
1− k2t2√
1− t2

dt.

Expansion of the factors 1√
1−k2t2 and

√
1− k2t2 in the respective integrals shows that these integrals can also be

expressed as hypergeometric functions according to [1, (3.2.3), (3.2.14)]

K (k) =
π

2
2F1

(
1
2 ,

1
2

1
, k2

)
, E (k) =

π

2
2F1

(
1
2 ,−

1
2

1
, k2

)
.

The complementary elliptic modulus is

k′ =
√

1− k2
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and we adopt the usual notations

E′ (k) = E (k′) = E
(√

1− k2
)
, K ′ (k) = K (k′) = K

(√
1− k2

)
.

The nome q is defined as a function of the elliptic modulus k as

q = e−π
K′(k)
K(k) .

We will frequently refer to the standard case k = 1√
2
. Substituting this value of k then gives the complementary

elliptic modulus k′ =
√

1− k2 = 1√
2

= k and nome q = e−π. This is the value of k for which our results reduce to
those of Romik. We record here the values [3, (2.47)]

(2.2) K

(
1√
2

)
=

Γ2
(

1
4

)
4
√
π
, E

(
1√
2

)
=

4Γ2
(

3
4

)
+ Γ2

(
1
4

)
8
√
π

.

The Jacobi theta functions are

θ1 (z, q) :=

∞∑
n=−∞

(−1)
n− 1

2 q(n+ 1
2 )

2

ei(2n+1)z, θ2 (z, q) :=

∞∑
n=−∞

q(n+ 1
2 )

2

ei(2n+1)z

and

θ3 (z, q) :=
∞∑

n=−∞
qn

2

ei2nz, θ4 (z, q) :=

∞∑
n=−∞

(−1)
n
qn

2

ei2nz,

and we adopt the shortcut notation
θi (q) := θi (0, q) , 1 ≤ i ≤ 4.

They have infinite product representations [1, (10.7.7)]

(2.3) θ1 (z, q) = −iq 1
4 eiz

(
q2, q2

)
∞

(
q2ei2z, q2

)
∞

(
q2e−i2z, q2

)
∞ ,

(2.4) θ2 (z, q) = q
1
4 eiz

(
q2, q2

)
∞

(
−q2ei2z, q2

)
∞

(
−q2e−i2z, q2

)
∞ ,

(2.5) θ3 (z, q) =
(
q2, q2

)
∞

(
−qei2z, q2

)
∞

(
−qe−i2z, q2

)
∞ ,

(2.6) θ4 (z, q) =
(
q2, q2

)
∞

(
qei2z, q2

)
∞

(
qe−i2z, q2

)
∞ .

The theta functions are related to the complete elliptic integral of the first kind by

(2.7) θ2
2 (q) =

2

π
kK (k) , θ2

3 (q) =
2

π
K (k) , θ2

4 (q) =
2

π
k′K (k) .

Jacobi’s identity expresses the transformation of the θ3 function under the action of the modular group: denoting

q = eiπτ , τ = i
K ′ (k)

K (k)
,

the invariance reads

θ3

(
−1

τ

)
=
√
−iτθ3 (τ)

or, expressed in terms of the elliptic modulus,
1√
K (k)

θ3

(
e−π

K′(k)
K(k)

)
=

1√
K (k′)

θ3

(
e
−π K(k)

K′(k)

)
,

an identity that can be interpreted as the invariance of θ3 under the change of parameter k 7→ k′ =
√

1− k2. In the
parameterization

θ3

(
e−πc

)
=

∞∑
n=−∞

e−πn
2c,

with c = K′(k)
K(k) , this invariance reads

θ3

(
e−π

1
c

)
=
√
cθ3

(
e−πc

)
.

The Eisenstein series G2k (τ) of weight 2k with k ≥ 2 are defined as

G2k (τ) =
∑

(m,n)6=(0,0)

1

(m+ τn)
2k
.
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The Weierstrass ℘ elliptic function with periods ω1 and ω2 is defined as

℘ (z;ω1, ω2) =
1

z2
+

∑
(m,n)6=(0,0)

[
1

(z +mω1 + nω2)
2 −

1

(mω1 + nω2)
2

]
,

where ω1, ω2 ∈ C \ {0} and ω1

ω2
6∈ R. T With τ = ω2

ω1
, the invariants g2 and g3 are defined by

g2 =
60

ω4
1

G4 (τ) , g3 =
140

ω6
1

G6 (τ) .

3. Further Definitions

There are three sequences of polynomials which are used throughout this work. We have extracted all the relevant
definitions here.

Definition 1. The Schett polynomials Xn (x, y, z) are defined by the recurrence [8]

Xn =

(
yz

d

dx
+ zx

d

dy
+ xy

d

dz

)
Xn−1,

with initial condition
X0 (x, y, z) = x.

The first values are

X0 (x, y, z) = x,

X1 (x, y, z) = yz,

X2 (x, y, z) = x
(
y2 + z2

)
,

X3 (x, y, z) = yz
(
y2 + z2 + 4x2

)
,

X4 (x, y, z) = x
(
y4 + z4

)
+ 4x3

(
y2 + z3

)
+ 14xy2z2.

We will be interested in the special cases X2n+1 (0, k, ik′), with k′ =
√

1− k2, the complementary elliptic modulus.
These have first values

X1 (0, k, ik′) = ikk′,

X3 (0, k, ik′) = ikk′
(
2k2 − 1

)
,

X5 (0, k, ik′) = ikk′
(
k4 − 14k2 (k′)

2
+ (k′)

4
)
.

The Schett polynomials, and their convolutions Pn appear naturally in the expression of the cumulants in Theorem
4.

Definition 2. We define the self-convolution of the Schett polynomials P2n(k) by

P2n (k) :=

n−1∑
p=0

(
2n

2p+ 1

)
X2p+1 (0, k, ik′)X2n−2p−1 (0, k, ik′) , n ≥ 1,

The first values are

P0 (k) = 0,

P2 (k) = −2 (kk′)
2
,

P4 (k) = −8 (kk′)
2 (

2k2 − 1
)
,

P6 (k) = −16 (kk′)
2 (

2− 17k2 + 17k4
)
.

Notice that in what follows, we are studying a random variable Z whose real part is a discrete Gaussian, and
whose imaginary part is a continuous Gaussian.

Definition 3. Consider the random variable

Z = Xθ3 + iNσ2
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where Nσ2 is a (continuous) Gaussian random variable whose variance σ2 = κ2 coincides with the variance of the
discrete Gaussian random variable Xθ3 , and Nσ2 and Xθ3 are independent. Furthermore, let z = θ2

3 (q) = 2
πK (k).

Then we define a sequence of moment polynomials R2n(k) by

R2n(k) :=

(
2

z

)2n

µ2n(Z).

The first few cases are

R2 (k) = 0,

R4 (k) = 2 (kk′)
2
,

R6 (k) = −8 (kk′)
2 (

1− 2k2
)
,

R8 (k) = 4 (kk′)
2 (

8− 33k2 + 33k4
)
,

R10 (k) = 32 (kk′)
2 (

4− 27k2 + 57k4 − 38k6
)
,

R12 (k) = 8 (kk′)
2 (

64− 632k2 + 2187k4 − 3110k6 + 1555k8
)
.

We defer the justification that this is in fact a polynomial in k and k′ of degree 2n till the proof of Theorem
1, as it is somewhat involved. We also want to note exactly how this is parametrized by k. We first pick a value
k ∈ (0, 1), which then yields the complementary elliptic modulus k′ =

√
1− k2. This then gives the nome

q = exp

(
−πK

′(k)

K(k)

)
,

which is implicit in the discrete pdf

Pr {Xθ3 = n} =
1

θ3 (q)
qn

2

,

which in turn affects the moments µ2n(Z).

4. Main results

Our main result is an extension of Romik’s identity (1.1) as follows. Let us introduce the Hermite polynomials
Hn (x) defined by the generating function

∞∑
n=0

Hn (x)
wn

n!
= e2xw−w2

.

Throughout this section, we will frequently refer to the variance

(4.1) σ2 =
K (k)

2

π2

[
E (k)

K (k)
− (k′)

2
]
.

In Section 5.3, we will show that σ2 = VarXθ3 . Furthermore, in the standard case k = 1√
2
, note that by the special

values (2.2) this variance reduces to σ2 = 1
4π .

Theorem 1. With Hn (x) denoting the n–th Hermite polynomial, we have

(4.2)
1

θ3 (q)

+∞∑
p=−∞

qp
2

H2n

(
p

σ
√

2

)
=

(
z2

2σ2

)n
R2n (k) ,

where σ2 is given by (4.1), R2n (k) is defined in Definition 3 and z = θ2
3 (q) = 2

πK (k).

Proof. Consider the random variable
Z = Xθ3 + iNσ2

from the setup of Definition 3. Recall that Nσ2 is a Gaussian random variable whose variance σ2 = κ2 coincides
with the variance of Xθ3 , and Nσ2 and Xθ3 are independent. Then

κ2 (Z) = κ2 (Xθ3)− κ2 (Nσ2) = 0

while, for n ≥ 2,

κ2n (Z) = κ2n (Xθ3) + i2nκ2n (Nσ2) = κ2n (Xθ3) ,
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since the cumulants of order 2n of a continuous Gaussian random variable are all zero for n ≥ 2. Moreover, Z has
odd moments equal to 0 as both Xθ3 and Nσ2 are symmetric about the origin. The even moments of Z are given
by

µ2n (Z) = E (Xθ3 + iNσ2)
2n

=
1

θ3 (q)

+∞∑
p=−∞

qp
2

E (p+ iNσ2)
2n

=
1

θ3 (q)

+∞∑
p=−∞

qp
2

E
(
p+ iσ

√
2N 1

2

)2n

=
1

θ3 (q)

(
σ√
2

)2n +∞∑
p=−∞

qp
2

H2n

(
p

σ
√

2

)
,

where we have used the representation for the Hermite polynomials [10, 8.951]

H2n (w) = 22nE
(
w + iN 1

2

)2n

.

On the other hand, the moments of Z can be expressed in terms of complete Bell polynomials as

µ2n (Z) = B2n (κ1 = 0, κ2 = 0, κ3 = 0, κ4, . . . , κ2n)

where κ2n, n ≥ 2, is the order 2n cumulant of Z). For example,

µ2 (Z) = 0, µ4 (Z) = 2 (kk′)
2
(z

2

)4

, µ6 (Z) = 8 (kk′)
2 (

2k2 − 1
) (z

2

)6

.

This is since the moment generating function ϕθ3 and cumulant generating function ψθ3 are related as

ϕθ3 (u) = exp (ψθ3 (u)) ,

and the complete Bell polynomials are defined as the exponential of an arbitrary formal power series:
∞∑
n=0

Bn(x1, . . . , xn)
tn

n!
:= exp

( ∞∑
n=1

xn
tn

n!

)
.

Moreover, as will be shown in Theorem 4 later on, the sequence of convolution polynomials Pn (k) defined in
Definition 2 is such that

κ2n = (−1)
n−1

(z
2

)2n

P2n−2 (k) , n ≥ 2.

We now appeal to the explicit formula (which easily follows from the generating function)

Bn(x1, . . . , xk) =

n∑
k=1

∑
j1,...,jn−k+1≥0

j1+j2+···+jn−k+1=k
j1+2j2+···+(n−k+1)jn−k+1=n

n!

j1!j2! · · · jn−k+1!

n−k+1∏
i=1

(xi
i!

)ji
.

We observe that the complete Bell polynomial B2n is homogeneous of degree 2n, and deduce that each monomial
term in B2n will contribute a factor of z2n, times a polynomial in k whose degree is bounded by 2n. Hence, for
n ≥ 2, and by the definition of R2n(k), we have

µ2n (Z) =
(z

2

)2n

R2n (k) .

Moreover, since the polynomials P2n−2 and the complete Bell polynomials have integer coefficients, the correspond-
ing polynomials R2n have also integer coefficients.

We deduce the identity
+∞∑
p=−∞

qp
2

H2n

(
p

σ
√

2

)
=

2n

σ2n
θ3 (q)

(z
2

)2n

R2n (k)

which is equivalent to (4.2). �

Corollary 2. Romik’s sequence d (n) = 1, 1,−1, 51 . . . is related to the polynomials Rn (k) by

d (n) = 2nR4n

(
1√
2

)
, n ≥ 1.
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Proof. In the standard case k = k′ = 1√
2
and q = exp

(
−πK

′(k)
K(k)

)
= e−π, identity (4.2) reduces to Romik’s identity

[15, Proposition 10]

(4.3)
1

θ3 (e−π)

+∞∑
p=−∞

e−πp
2

H2n

(√
2πp

)
=

{
22nΦ

n
2 d
(
n
2

)
n ≡ 0 mod 2,

0 n ≡ 1 mod 2,

with Φ :=
Γ8( 1

4 )

128π4 , since we will show that the left-hand sides of (4.2) and (4.3) coincide. The corollary will follow
from then equating the right-hand sides.

Substituting k = k′ = 1√
2
, q = e−π, we have

4nΦ
n
2 = 2

n
2

Γ4n
(

1
4

)
(4π2)

n

and
E
(

1√
2

)
K
(

1√
2

) − 1

2
=

4π2

Γ4
(

1
4

) ,
so that

8n(
E
(

1√
2

)
K

(
1√
2

) − 1
2

)n = 8n
Γ4n

(
1
4

)
(4π2)

n .

Then σ2 = 1
4π so that 1

σ
√

2
=
√

2π and the left-hand side of (4.2) becomes

1

θ3 (e−π)

+∞∑
p=−∞

e−πp
2

H2n

(√
2πp

)
.

Therefore (4.2) has correctly reduced to (4.3), and equating the right-hand sides of both identities yields the
corollary. �

Our second main result is an explicit formula for the moments of a discrete normal random variable with
parameter k, as a finite sum. It is an equivalent rephrasing of Theorem 1.

Theorem 3. With q = e−π
K′(k)
K(k) , z = θ2

3 (q) = 2
πK (k), and σ2 given by (4.1), the moments of a discrete normal

random variable can be computed using the sequence of polynomials {R2n} according to the formula

1

θ3 (q)

+∞∑
p=−∞

p2nqp
2

=

n∑
j=0

(
2n

2j

)
(2n− 2j)!

(n− j)!

(z
2

)2j

R2j (k)

(
−σ

2

2

)n−j
.

The standard case k = 1√
2
reduces to Romik’s identity [15, Proposition 9]

+∞∑
p=−∞

p2ne−πp
2

=
θ3 (e−π)

(4π)
n

bn2 c∑
j=0

(2n)!

2n−2j (4j)! (n− 2j)!
d (j) Ωj .

Proof. The proof is obtained by remarking that

Z − iNσ2 = Xθ3
and taking the 2n order moment. This is

EX 2n
θ3 =

1

θ3 (q)

+∞∑
p=−∞

p2nqp
2

on one side, and

E (Z − iNσ2)
2n

=

n∑
j=0

(
2n

2j

)
EZ2j (−1)

n−j
σ2n−2jEN 2n−2j

1

on the other. We apply the standard relation

EN 2n
1 =

1

2n
(2n)!

n!
,
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so that
+∞∑
p=−∞

p2nqp
2

= θ3 (q)

n∑
j=0

(
2n

2j

)
EZ2j

(
−1

2

)n−j
σ2n−2j (2n− 2j)!

(n− j)!
.

Substituting

µ2n (Z) =
(z

2

)2n

R2n (k) ,

we deduce the result. �

5. Further results: Properties of The cumulants

We first study the cumulants of the θ3 random variable. A careful characterization of their properties will allow
us to derive some results about the moment generating function of the θ3 random variable itself. Note that in
order to prove our main results, Theorems 1 and 3, we only require Theorem 4 from this section. The rest of this
section, however, consists of expansions of the cumulants that we believe will be useful in the future study of the
θ3 distributed random variable.

5.1. Cumulants as Schett polynomials.

Theorem 4. With z = θ2
3 (q) = 2

πK (k) , and P2n(k) given in Definition 2, the cumulants of Xθ3 are expressed as

(5.1) κ2n = (−1)
n−1

(z
2

)2n

P2n−2 (k) , n ≥ 2.

Proof. It is shown in [8] that a moment generating function for the Schett polynomials Xn (0, a, b) is

1

ia
sn

(
iau,

b

a

)
=

1

ab

∞∑
n=0

Xn (0, a, b)
un

n!

where sn (u, a) is the Jacobi elliptic function. Since this is an odd function of u, we rewrite this equivalently as

1

ia
sn

(
iau,

b

a

)
=

1

ab

∞∑
n=0

X2n+1 (0, a, b)
u2n+1

(2n+ 1)!
,

so that, choosing a = k and b = ik′,

1

ik
sn

(
iku,

ik′

k

)
=

1

ikk′

∞∑
n=0

X2n+1 (0, k, ik′)
u2n+1

(2n+ 1)!
.

We deduce

− 1

k2
sn2

(
iku,

ik′

k

)
= − 1

(kk′)
2

∞∑
p=0

u2p+2

(2p+ 2)!

p∑
n=0

(
2p+ 2

2n+ 1

)
X2n+1 (0, k, ik′)X2p−2n+1 (0, k, ik′) .

Recalling the definition of P2p(k), we deduce the generating function

1

k2
sn2

(
iku,

ik′

k

)
=

1

(kk′)
2

∞∑
p=0

u2p+2

(2p+ 2)!
P2p+2 (k)

for the sequence P2p(k). Comparing to the generating function (see section 5.3 below)

(5.2)
4

(kk′)
2

∞∑
m=1

(−1)
m

22m

z2m+2
κ2m+2

u2m

(2m)!
=

1

k2
sn2

(
iuk, i

k′

k

)
produces

4

(kk′)
2

(−1)
m

22m

z2m+2
κ2m+2 =

1

(kk′)
2P2m (k) ,

or

κ2n = (−1)
n−1

(z
2

)2n

P2n−2 (k) .

�
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Note that this expression is not valid for n = 1; instead, we have the identity κ2 = σ2 with σ2 defined in (4.1).
Theorem 4 provides a refinement of a result of Shaun Cooper and Heung Yeung Lam [6, Thm. 0.3], who express

the cumulants under the form
κ2n = z2n (kk′)

2
pn−2

(
k2
)
, n ≥ 2,

for some polynomial pn−2 of degree n − 2 with rational coefficients. The previous result shows the link between
these pn polynomials, which were not further characterized, and the Schett polynomials.

Cooper and Lam in fact considered sixteen different families of Eisenstein series and wrote each as a prefactor
times a polynomial of restricted degree, which they did not characterize further. We have provided the explicit
polynomial in one of these cases; an interesting result would be the identification of the other fifteen.

5.2. Cumulants as Lambert series.

Theorem 5. The even cumulants of Xθ3 , with c = K′(k)
K(k) and q = e−cπ, can be expressed as the Lambert series

(5.3) κ2n =

∞∑
k=1

(−1)
k−1

k2n−1

sinh (ckπ)
, n ≥ 1,

while
κ2n+1 = 0, n ≥ 0.

Proof. Since

θ3 (z; q) =

∞∑
n=−∞

qn
2

ei2nz

the moment generating function for Xθ3 is

EezXθ3 =
1

θ3 (0, q)

∞∑
n=−∞

qn
2

enz =
θ3

(
z
2i , q

)
θ3 (0, q)

.

Using the infinite product representation (2.5) for the θ3 function gives

θ3

(
z
2i , q

)
θ3 (0, q)

=

∞∏
p=0

(
1 + ezq2p+1

)
(1 + q2p+1)

(
1 + e−zq2p+1

)
(1 + q2p+1)

.

Defining the function

f (z) :=

∞∑
p=0

log
(
1 + ezq2p+1

)
,

the cumulants of Xθ3 can be computed as the Taylor coefficients of

log
θ3

(
z
2i , q

)
θ3 (0, q)

= f (z) + f (−z)− 2f (0) .

Since

f (z) =

∞∑
p=0

log
(
1 + ezq2p+1

)
=

∞∑
p=0

∞∑
k=1

(−1)
k+1

k
ekzqk(2p+1)

=

∞∑
p=0

∞∑
k=1

(−1)
k+1

k

∞∑
n=0

(kz)
n

n!
qk(2p+1).

Interchanging the inner and outer sum, we deduce

f (z) =

∞∑
n=0

zn

n!

∞∑
k=1

(−1)
k+1

kn−1 qk

1− q2k

and

f (0) =

∞∑
k=1

(−1)
k+1

k

qk

1− q2k
.
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The cumulant generating function is then

log
θ3

(
z
2i ; q

)
θ3 (0; q)

= 2

∞∑
n=1

z2n

2n!

∞∑
k=1

(−1)
k+1

k2n−1 qk

1− q2k
,

and the cumulants are identified as

κ2n+1 = 0, n ≥ 0,

κ2n = 2

∞∑
k=1

(−1)
k−1

k2n−1

q−k − qk
, n ≥ 1.

With q = e−cπ, this is the desired result. �

5.3. Cumulant generating function. The cumulant generating function for the discrete normal random variable
can be expressed in terms of the Jacobi elliptic function sd (u, k) using a result by Milne [13, Eq.2.43]:

(5.4) sd2 (u, k) = − 1

k2
+

1

(kk′)
2

E (k)

K (k)
− 8

(kk′)
2

∞∑
m=0

(−1)
m

22m

z2m+2

( ∞∑
r=1

(−1)
r−1

r2m+1qr

1− q2r

)
u2m

(2m)!

with the notation

z =
2

π
K (k) = θ2

3 (q) , q = e−π
K(k′)
K(k) .

Using Theorem 5, we recognize the inner sum over r as precisely the Lambert series expansion of these cumulants.
A consequence of this representation is as follows: since

sd2 (u, k) = u2 +O
(
u4
)
,

we deduce

− 1

k2
+

1

(kk′)
2

E (k)

K (k)
− 8

(kk′)
2

1

z2
κ2 = 0

which provides the value of the variance σ2 = κ2 as expressed by (4.1).

5.4. Cumulants as Eisenstein series. We now use a result by Ling [12] to provide an alternate expression for
the cumulants as Eisenstein series.

Theorem 6. With c = K′(k)
K(k) , the even cumulants of Xθ3 are, for n ≥ 1,

κ2n =
2 (−1)

n+1
(2n− 1)!

π2n

∑
n1≥1

n2∈Z

1

(2n1 − 1 + ic (2n2 − 1))
2n

=
(−1)

n+1
(2n− 1)!

π2n

∑
n1,n2∈Z

1

(2n1 − 1 + ic (2n2 − 1))
2n .

Proof. The first expression is [12, Eq.(14)]. It is obtained using the Mittag-Leffler expansion

tanh (πx) =
8x

π

∞∑
m=1

1

(2m− 1)
2

+ 4x2

together with the partial fraction decomposition

∞∑
p=1

(−1)
p
e−2πpx = −1

2
+
i

π

∞∑
m=1

(
1

2m− 1 + 2ix
− 1

2m− 1− 2ix

)
.

The second identity is deduced from the first by symmetry. �
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5.5. Cumulants and Combinatorics. In the concluding Open Problems section of his recent article [15], Dan
Romik asked for a combinatorial interpretation of the sequence d (n) .We were not able to find such an interpretation,
but we can provide one for the sequence of cumulants as follows.

Consider a permutation σ ∈ Sn and denote σ−1 its inverse. A cycle peak of σ is an integer k such that 2 ≤ k ≤ m
and

σ (k) 6= k, σ (k) < k and σ−1 (k) < k.

Dumont [8] provides the example
σ = (134) (2) (56) ,

for which the cycle peaks are 4 and 6. Denote Pn,i,j the number of permutations σ ∈ Sn that have i odd cycle
peaks and j even cycle peaks. The link with elliptic functions is given by the following result, where we notice that
the function sn (u; a, b) as introduced by Dumont [7] is related to the classical Jacobi sn (u; k) function by

sn (u; a, b) =
1

ia
sn

(
iau;

b

a

)
.

Theorem 7. [7, Corollaire 8.7] The coefficient of a2jb2n−2j u2n

(2n)! in the Taylor expansion of the function 1
2 sn2 (u, a, b)

is equal to the number P2n,1,j .

Notice that the first terms in the Taylor expansion of 1
2 sn2 (u, a, b) are

u2

2!
+ 4(a2 + b2)

u4

4!
+ 8(2a4 + 13a2b2 + 2b4)

u6

6!
+ . . .

so that the coefficient of u2n

(2n)! is an homogeneous polynomial in (a, b) of degree n − 2, and not n as suggested by
Dumont’s result. Tracing through Dumont’s proof reveals that the correct statement is in fact:

Theorem 8. The coefficient of a2j−2b2n−2j u2n

(2n)! in the Taylor expansion of the function 1
2 sn2 (u, a, b) is equal to

the number P2n,1,j .

For example, in the case n = 1, the only 2 permutations are (1) (2) and (2, 1) . The first has zero even cycle peaks
and zero odd cycle peaks, so that P2,1,1 = 0, while the second has one odd cycle peak and zero even cycle peaks so
that P2,1,0 = 1. The coefficient of a−2b0 u

2

2! is P2,1,1 = 0 and the coefficient of a0b0 u
2

2! is P2,1,0 = 1.
We deduce the following result.

Theorem 9. With z = θ2
3 (q) = 2

πK (k) , the cumulant κ2n+2 is equal to

κ2n+2 =
z2n+2

22n+1

n∑
j=0

(−1)
j−1

k2j+2 (k′)
2n−2j+2

P2n,1,j .

Proof. We relate the cumulant generating function sd (u, k) to the function sn (u, k): this can be done by applying
first the Jacobi real transformation [14, 13.34]

sd (u, k) =
1

k
sc

(
uk,

1

k

)
,

and by noticing that the Jacobi elliptic functions sc and sn are related by the Jacobi imaginary transformation [14,
13.25] as

sc (u, k) = −i sn (iu, k′) .

We deduce

sd2 (u, k) = − 1

k2
sn2

(
iuk, i

k′

k

)
.

Now Dumont’s result is the generating function
∞∑
n=1

u2n

(2n)!

n∑
j=0

b2jc2n−2jP2n,1,j =
1

2
sn2 (u, b, c) = − 1

2b2
sn2
(
ibu,

c

b

)
.

Choosing c = ik′, b = k produces
∞∑
n=1

n∑
j=0

(−1)
n−j

u2n

(2n)!
k2j (k′)

2n−2j
P2n,1,j = − 1

2k2
sn2

(
iku,

ik′

k

)
,



TAYLOR COEFFICIENTS OF THE JACOBI θ3 (q) FUNCTION 12

whereas the cumulant generating function is

− 4

(kk′)
2

∞∑
m=0

(−1)
m

22m

z2m+2
κ2m+2

u2m

(2m)!
= sd2 (u, k) = − 1

k2
sn2

(
iuk, i

k′

k

)
.

Identifying the coefficient of u2m

(2m)! in each expression produces

− 4

(kk′)
2

(−1)
m

22m

z2m+2
κ2m+2 = 2

m∑
j=0

(−1)
m−j

k2j (k′)
2m−2j

P2m,1,j

or

κ2m+2 =
z2m+2

22m+1

m∑
j=0

(−1)
j−1

k2j+2 (k′)
2m−2j+2

P2m,1,j .

�

Corollary 10. In the standard case k = k′ = 1√
2
, we have K

(
1√
2

)
=

Γ2( 1
4 )

4
√
π
, z = 2

πK
(

1√
2

)
Γ2( 1

4 )
2π

3
2

and the expansion
of cumulants simplifies to

κ2n+2 =
Γ4n+2

(
1
4

)
23n+4π

3
2

n∑
j=0

(−1)
j−1

P2n,1,j .

We include here a series of additional remarks about the standard case k = 1√
2
.

(1) The sequence {Qn} defined by

(5.5) Q2n =

n−1∑
j=0

(−1)
j−1

P2n−2,1,j

counts the difference between the number of permutations of [1, n] with one odd cycle peak and an odd
number of even cycle peaks and the number of permutations with one odd cycle peak and an even number
of even cycle peaks. Moreover

Q4 = 2, Q6 = 0, Q8 = −144, Q10 = 0, Q12 = 96768.

(2) The sequence
{

1
2Q2n

}
appears as OEIS A260779 and coincides with the sequence of Taylor coefficients of

the reciprocal of Weierstrass’ ℘ function in the lemniscatic case, for which the invariants are g2 = 4 and

g3 = 0, and the periods are ω1 =
Γ2( 1

4 )
2
√

2π
and ω2 = (1 + i)

Γ2( 1
4 )

2
√

2π
. More precisely,

1

℘ (z;ω1, ω2)
= 2

z2

2!
− 144

z6

6!
+ 96768

z10

10!
+ . . .

This sequence was first studied by Hurwitz [11]. It is also proportional by a factor (−12)
n to the sequence

OIES A144849 of Taylor coefficients of the square of the sine lemniscate function

sl (u) =
1√
2

sd

(
u
√

2,
1√
2

)
.

(3) The result of Thm 9 can be restated as follows: in the standard case k = 1√
2
, the cumulants are, for n ≥ 2

and with z =
Γ2( 1

4 )
2π

3
2
,

κ2n =

(
z

2
√

2

)2n

Q2n

with Q2n ∈ Z given by (5.5). The first cases are

Q4 = 2, κ4 = 2

(
z

2
√

2

)4

=
1

29

Γ8
(

1
4

)
π6

,

Q6 = 0, κ6 = 0,

Q8 = −144, κ8 = −144

(
z

2
√

2

)6

.
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6. Symmetries of the Moments and Cumulants

The sequences of polynomials {P2n (k)} and {R2n (k)} and the sequences of moments and cumulants associated
with the discrete normal distribution exhibit a natural symmetry with respect to the transformation k 7→ k′ =√

1− k2 of the elliptic modulus, as expressed in the following theorem.

Theorem 11. For k′ =
√

1− k2 and n ≥ 1,

P2n (k′) = (−1)
n−1

P2n (k) ,

and

R2n (k′) = (−1)
n
R2n (k) ,

so that

R4n (k′) = R4n (k) .

Moreover, the cumulants are related as

κ2n (k′) =

(
i
K (k′)

K (k)

)2n

κ2n (k) .

For n ≥ 2, the moments µ2n (k) and µ2n (k′) are related as

µ2n (k′) =

n∑
j=0

(
2n

2j

)
(2n− 2j)!

(n− j)!

(
i
K (k′)

K (k)

)2j (
δ√
2

)2n−2j

µ2j (k) ,

with δ2 = σ2 (k′)− σ2 (k). These variances are related as

(6.1)
σ2 (k)

K2 (k)
+
σ2 (k′)

K2 (k′)
=

1

2π

1

K (k)K (k′)
.

Proof. The invariance of the polynomials P2n and R2n is a consequence of the invariance of the Schett polynomials
X2n+1 (0, k′, ik) = (−1)

n
X2n+1 (0, k, ik′) . We skip the details.

From (5.1),

κ2n (k′) = (−1)
n−1

(
z′

2

)2n

P2n−2 (k′) = (−1)
n−1

(
z′

2

)2n

(−1)
n
P2n−2 (k) ,

with
z′

2
=
K (k′)

π
=
K (k′)

K (k)

z

2
,

so that

κ2n (k′) = −
(
K (k′)

K (k)

)2n (z
2

)2n

P2n−2 (k) = (−1)
n

(
K (k′)

K (k)

)2n

κ2n (k) .

Using Legendre’s identity

K (k)E (k′) +K (k′)E (k)−K (k)K (k′) =
π

2

and the expression of the variance σ2 (k) in (4.1), we deduce (6.1). �

Remark 12. An equivalent statement of the previous result is as follows: for Xk and Xk′ two discrete normal random
variables with respective elliptic moduli k and k′, and two standard Gaussian random variables N and N ′, all four
random variables mutually independent, the two random variables

Xk′ + σ2
k′N ′ and

(
i
K (k′)

K (k)

)
Xk + σ2

kN

have the same moments and cumulants.
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7. A numerical approach

A numerical toolbox [22] written by D. Zeilberger allows us to compute the sequence d (n) (and many other
quantities related to Romik’s paper) under the Maple environment. In this toolbox, the first 200 values of d (n) are
precomputed while the higher-order ones are computed using a recurrence formula derived by D. Romik [15, Thm
7] that requires the evaluation of the Taylor coefficients of the two functions

U (t) =
2F1

(
3
4 ,

3
4 ; 3

2 ; 4t
)

2F1

(
1
4 ,

1
4 ; 1

2 ; 4t
) , V (t) =

√
2F1

(
1

4
,

1

4
;

1

2
; 4t

)
.

We propose here another method based on the prior computation of the cumulants using a quadratic recurrence,
and on a linear recurrence between the cumulants and the moments. More precisely, the computation of the
cumulants through the quadratic recurrence of Theorem 13 below is followed by an application of the general
moments-cumulants recurrence [17]

(7.1) µn = κn +

n−1∑
m=1

(
n− 1

m− 1

)
κmµn−m, n ≥ 2.

Theorem 13. The cumulants κ2n of the discrete distribution with parameter k satisfy the recurrence

κ2n+2 =
(
1− 2k2

)
z2κ2n − 6

n−2∑
ν=1

(
2n− 2

2ν

)
κ2ν+2κ2n−2ν .

Proof. We use the result from [20, Theorem 4]: let λn (k) denote the Taylor coefficients of the function sn2 (u, k) so
that

sn2 (u, k) =

∞∑
n=1

λ2n (k)

(2n)!
u2n.

We know from (5.2) that the cumulants are such that

4

(kk′)
2

∞∑
n=1

(2i)
2n

z2n+2
κ2n+2

u2n

(2n)!
=

1

k2

∞∑
n=1

λ2n

(
ik
′

k

)
(2n)!

(ik)
2n
u2n.

We deduce

λ2n

(
i
k′

k

)
=

k2

(ik)
2n

4

(kk′)
2

(2i)
2n

z2n+2
κ2n+2 =

1

k2n

1

(k′)
2

22n+2

z2n+2
κ2n+2

The coefficients λ2n (k) satisfy the recurrence [20, Theorem 4]

λ2n+2 (k) = −4
(
1 + k2

)
λ2n (k) + 6k2

n−1∑
ν=1

(
2n

2ν

)
λ2ν (k)λ2n−2ν (k) ,

so that the coefficients λ2n

(
ik
′

k

)
satisfy the recurrence

λ2n+2

(
i
k′

k

)
= −4

(
1−

(
k′

k

)2
)
λ2n

(
i
k′

k

)
− 6

(
k′

k

)2 n−1∑
ν=1

(
2n

2ν

)
λ2ν

(
i
k′

k

)
λ2n−2ν

(
i
k′

k

)
.

Substituting yields

1

k2n+2

1

(k′)
2

22n+4

z2n+4
κ2n+4 = −4

(
1−

(
k′

k

)2
)

1

k2n

1

(k′)
2

22n+2

z2n+2
κ2n+2

− 6
1

k2n+2 (k′)
2

22n+4

z2n+4

n−1∑
ν=1

(
2n

2ν

)
κ2ν+2κ2n−2ν+2,

or

κ2n+2 = −
(
k2 − (k′)

2
)
z2κ2n − 6

n−2∑
ν=1

(
2n− 2

2ν

)
κ2ν+2κ2n−2ν .

Noticing that k2 − (k′)
2

= 2k2 − 1 completes the proof. �

For the computation of the moments, the mixed recurrence (7.1) between moments and cumulants can also be
replaced by a direct formula for the moments in terms of the cumulants, at the price of the computation of a
determinant (see [17]).
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Theorem 14. A determinant representation of the moments of the standard discrete normal distributions is

µn = (−1)
n−1

(n− 1)! det



κ2

1! 1 0 0 0 · · · 0
κ3

2!
κ1

2.0! 1 0 0
κ4

3!
κ2

2.1!
κ1

3.0! 1 0
κ5

4!
κ3

2.2!
κ2

3.1!
κ1

4.0! 1
...

...
...

...
. . . 0

1
κn

(n−1)!
κn−2

2(n−3)!
κn−3

3(n−4)!
κn−4

4(n−5)!
κ1

(n−1).0!


, n ≥ 2.

Proof. The moments are related to the cumulants via [17]

κn
(n− 1)!

=
µn

(n− 1)!
−

n−2∑
m=0

κm+1

m!

µn−m−1

(n−m− 2)!

1

n−m− 1
.

With the notation

(7.2) κ̃n =
κn

(n− 1)!
, µ̃n =

µn
(n− 1)!

,

this is expressed as the linear system
κ̃2

κ̃3

κ̃4

κ̃5

...

 =


1 0 0 0 · · ·
− ˜1

2κ1 1 0 0
− 1

2 κ̃2 − 1
3 κ̃1 1 0

− 1
2 κ̃3 − 1

3 κ̃2 − 1
4 κ̃1 1

...
...

...




µ̃2

µ̃3

µ̃4

µ̃5

...

 .
Using Cramer’s formula to invert this linear system, we deduce

µ̃n = det



κ̃2 1 0 0 0 · · ·
κ̃3 − κ̃1

2 1 0 0
κ̃4 − κ̃2

2 − κ̃1

3 1 0
κ̃5 − κ̃3

2 − κ̃2

3 − κ̃1

4 1
...

...
...

...
. . .

1

κ̃n − κ̃n−2

2 − κ̃n−3

3 − κ̃n−4

4 − κ̃1

n−1


= (−1)

n−1
det



κ̃2 1 0 0 0 · · ·
κ̃3

κ̃1

2 1 0 0
κ̃4

κ̃2

2
κ̃1

3 1 0
κ̃5

κ̃3

2
κ̃2

3
κ̃1

4 1
...

...
...

...
. . .

1

κ̃n
κ̃n−2

2
κ̃n−3

3
κ̃n−4

4
κ̃1

n−1


.

Substituting (7.2) yields the result.
�

Finally, notice that an expression of the cumulants as a sum over partitions is given by [17]

µn =
∑
π`n

κπ

with, for (π1, . . . , πk) a partition of n, κπ =
∏k
j=1 κπj .

8. A conjecture

We look now at the equivalent of Romik’s sequence d (n) for some special values of the elliptic modulus k 6= 1√
2
.

Recall that Corollary 2 stated that d (n) = 2nR4n

(
1√
2

)
, n ≥ 1. Note that in the standard Romik case, we have

R2n+2

(
1√
2

)
= 0 so that we consider R4n, but in general we have R2n+2

(
1√
`

)
6= 0 so we must instead consider

R2n. The following table shows the sequences α(`)
n R2n

(
1√
`

)
for all values k = 1√

`
with 3 ≤ ` ≤ 7, where α(`)

n is a
properly chosen prefactor. We conjecture that these sequences are integral for any n ≥ 1.

Conjecture 1. For any fixed integer value of ` ≥ 3, with the normalization factor

α(`)
n =

`n

2`− 2
,

we have the integrality result

α(`)
n R2n

(
1√
`

)
∈ Z, n ≥ 1.
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Note that the resulting sequence is normalized so that the first term is 0 and the second term is 1, since we have
the explicit result R2(k) = 0, R4(k) = 2(kk′)2 = 2k2(1− k2), so that R4

(
1√
l

)
= 2(`−1)

`2 , which is precisely 1

α
(`)
2

.

k sequence α(`)
n R2n

(
1√
`

)
, n ≥ 1

1√
3

0, 1, 4, 12,−32, 112, 9024, 188992
1
2 0, 1, 8, 58, 224, 172, 15008, 929368
1√
5

0, 1, 12, 136, 1152, 6720, 43776, 2314752
1√
6

0, 1, 16, 246, 3136, 32236, 280896, 5779016
1√
7

0, 1, 20, 388, 6560, 95344, 1194560, 18811072

We believe that stronger integrality results are possible; it appears that we can divide out increasing powers of 2
from these sequences, which still leaves them integer valued. However, we have been unable to formulate a precise
conjecture for which power of 2 corresponds to which `. For instance, in the case ` = 3 it appears that we have

1

2n−2
α(3)
n R2n

(
1√
3

)
∈ Z.

Numerically these sequences appear to (in some cases) display p-adic behavior mirroring d(n): modulo some primes,

the sequences α(`)
n R2n

(
1√
`

)
are either periodic or eventually vanishing. For instance, for ` = 4, the residues modulo

2, 3, 5, 7, 11, 13 all apparently vanish for sufficiently large n. However, we have been unable to find a simple rule for
which primes and values of ` lead to interesting behavior of α(`)

n R2n

(
1√
`

)
mod p. We leave it as an open problem

to prove various congruences for these sequences. We also note that none of these sequences appears in the online
encyclopedia OEIS.
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