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Abstract. The risk assessment of railway accidents requires the implementation 
of several safety analysis methods such as Preliminary Hazard Analysis, Func-
tional Safety Analysis, Analysis of Failure Modes, their Effects and their Criti-
cality and Software Error Effect Analysis (SEEA). The study proposed within 
the framework of this article concerns the SEEA method whose objective is to 
determine the nature and severity of the consequences of software failures, to 
propose measures to detect errors and improve the robustness of the software. 
The goal is to develop a new approach to analysis and evaluation of the safety 
of critical software, based on machine learning and more precisely on the Case-
Based Reasoning (CBR). The approach adopted involves two main activities: 
The first step in acquiring safety knowledge consists in extracting, modeling 
and archiving dangerous situations to produce a library of standard cases which 
covers the entire problem. The second stage of machine learning is to exploit 
historical knowledge (experience feedback) in order to assist safety experts in 
their critical task of analyzing and assessing the safety of software involved in 
guided or automated rail transport systems. This second activity involves the 
use of Case-Based Reasoning (CBR). 

Keywords: Railway transport, Case-Based Reasoning, Safety, Software Error Effect 
Analysis, Assessment, Accident prevention 



1 Introduction 

The basic principle of CBR is to deal with a new problem by remembering similar 
experiences which have occurred in the past. The objective of the study is the devel-
opment of a case-based reasoning (CBR) system to help safety experts judge the 
completeness and consistency of Software Error Effect Analysis (SEEA). The pur-
pose is to exploit historical SEEAs, which have already been carried out on approved 
safety-critical software, in order to assess SEEA of new software. Very schematically, 
the objective of this study is to exploit a case base formed by historical SEEA (source 
case), carried out on already validated and certified software, in order to explain or 
evaluate a new case of SEEA on new software (target case) and therefore help and 
stimulate the imagination of experts in the field in the search for new critical situa-
tions contrary to safety that requires the implementation of safety barriers or instruc-
tions and adequate preventive measures.  
This article is organized around seven major paragraphs. The first paragraph presents 
the main methods of railway safety analysis and in particular the SEEA method which 
is the subject of this manuscript. The objective of our study as well as the approach 
adopted for the development of an aid tool for the analysis and evaluation of the 
knowledge involved in the SEEA method are detailed in the second paragraph. We 
demonstrate that the chosen approach requires the use of AI techniques and in particu-
lar the joint use of conventional knowledge acquisition approaches and more formal 
methods of automatic learning. The third paragraph is devoted to an analysis of the 
literature on AI techniques; emphasis is placed on the CBR. This same paragraph 
presents several examples of CBR applications for rail transport safety. This biblio-
graphic study enabled us to position, in paragraph four, our contribution with respect 
to the state of the art. The fifth paragraph finally proposes a new method of assess-
ment of critical software safety based on the CBR.  In order to demonstrate the feasi-
bility and appropriateness of the proposed method, the sixth paragraph presents an 
example of application which is based on 224 SEEA cases from the knowledge acqui-
sition phase of already certified rail transport systems and commissioning in France 
(experience feedback). The results obtained are presented in the last paragraph. 

 
The harmful consequences of rail accidents, which sometimes lead to loss of life and 
the destruction of the system and its environment, are at the basis of the implementa-
tion of a REX (experience feedback) system considered as the essential means to 
promote the improvement of safety. The main objective of process REX is to learn 
from an experience lived to avoid its reproduction. For a railway operator (railway 
undertaking or infrastructure manager), the objective of the REX is to improve the 
level of safety of its operation by taking advantage of negative past events (accidents, 
serious incidents, near misses, etc.) or positive (good practice, benchmark, etc.). The 
REX aims not only to reduce in number and / or severity, the malfunctions of the 
system (men, installations, procedures, environment), but also the implementation of 
the most effective measures to control the risks related to the life cycle of railway 
systems (design, construction, operation, maintenance). 
 



In the context of this study, it seems important to us to clarify the term REX (experi-
ence feedback). It would not be a feedback on the use and exploitation of data on rail 
accidents and incidents, but rather data from existing safety files relating to SEEA of 
two rail transport systems put into service in France. In this context, the REX con-
cerns the data carried out, from the design phase, by the system builders and safety 
experts. 
At this stage of the critical software safety analysis (design phase), some of the as-
sumptions developed by the SEEAs can lead to incidents or accidents. However, the 
use of other complementary safety assessment methods (see Figure 1), the implemen-
tation of a certification process (carried out by an independent body) and finally the 
authorization procedure for setting circulation of the system carried out by the nation-
al safety authority (EPSF in France) can mitigate or avoid the occurrence of undesira-
ble situations contrary to safety. 

2 Safety software analysis and assessment methods 

In order to guarantee an acceptable level of risk vis-à-vis humans, the system and its 
environment, safety experts use several methods of safety analysis shown in Figure 1: 
Preliminary Hazard Analysis (PHA), Functional Safety Analysis (FSA), Analysis of 
Failure Modes, their Effects and their Criticality (AFMEC), Software Error Effect 
Analysis (SEEA), Fault Tree Analysis (FTA), etc. The PHA aims to identify potential 
accidents related to the transport system and its interfaces in order to evaluate them 
and propose solutions to remove reduce or control them. The FSA aims to justify that 
the design architecture of the system is safe against potential accidents identified by 
the PHA and therefore to ensure that all safety provisions are taken into account for 
cover potential hazards or accidents. These analyzes provide safety criteria for the 
design of the system and the realization of hardware and software safety equipment.  
The hardware safety analysis focuses on electronic boards and interfaces defined of 
safety. This study implements two types of analysis: 1) An “inductive” analysis by 
analysis of failure modes, their effects and their criticality (AFMEC) and 2) A “de-
ductive” type of analysis by searching for scenarios that run counter to safety and that 
make it impossible to comply with the safety criteria derived from the FSA. This 
analysis usually requires FTA method. 
Finally at the software level, there are many methods contributing to the development 
and evaluation of software [1]: 
– Static analysis methods (SEEA: Software Error Effect Analysis, BDD: Boolean 

Decision Diagrams, Detailed review, Metrics, etc.) 
– Specification methods: Petri network, SADT (structured analyzes technical de-

sign), etc. 
– Development methods: Languages of algebraic specifications (Life, Act-one, 

CLEAR, OBJ, etc.), Formal methods (Method B, Method Z, VDM: Vienna Def-
inition Method, etc.), N-versions, Overlay blocks, etc. 

– Version managers (SCCS: Source Code Control System, RCS: Revision Control 
System, CVS: Concurrent Versions System). 



– Dynamics tests (Code exploration, Non-regression tests, etc.) 
– Other techniques: Proof of programs, Avoidance of faults (in order to prevent 

the occurrence of errors), Tolerance of faults (in order to preserve the service de-
spite the occurrence of faults), Elimination of faults (Software tests, Critical re-
view code), etc. 

To complete this process, we can also add the "Human" component which actively 
participates in the generation of railway accidents and incidents. Indeed, the human 
operator is a paradoxical element: in situations of stress or fatigue, it can be an ele-
ment of the loss of the reliability of a system. However, in certain critical situations of 
insecurity, it can be a factor of reliability, by restoring the proper functioning of the 
system, sometimes by actions not provided for by the operating safety regulations, 
but, linked to its knowledge, its experience and know-how. It is therefore necessary to 
optimize the place of man in the transport system in full knowledge of his capacities 
but also of his limits. 
The accident risk analysis methods presented in Figure 1 (PHA, FSA, SEEA, 
FMECA, FTA, etc.) are not the only methods used in the rail transport sector. There 
are several other methods like HAZOP (Hazard and operability study) or What If / 
checklist studies and Bow-Tie Assessments. The objective of this paragraph simply 
aims to position the SEEA method (which is the subject of our study) in the process 
of safety development. For a more detailed study on the methods of analyzing the 
safety of industrial systems, the reader can refer to the work by A. Villemeur [2]. 
All of these methods, whether quantitative or qualitative, inductive or deductive, are 
now governed by standards and regulations with a view to meeting European rail 
safety and interoperability directives. For example, regulation n ° 2018/762 of the 
European Commission of March 8, 2018 establishes Common Safety Methods (MSC) 
relating to the requirements in terms of Safety Management System (SMS) in accord-
ance with the European directive n ° 2016/798 relating to railway safety. Regarding 
the certification of the design, realization (manufacturing, installation, testing, ac-
ceptance) and implementation of a rail transport system, it is carried out in accordance 
with CENELEC EN 50126 standards (for railway systems), EN 50128 (for software 
of railway control and protection systems), EN 50129 (for signaling, telecommunica-
tions and processing products and systems) and EN 50657 (for on-board software of 
railway rolling stock). 
Software must be analyzable, testable, verifiable and maintainable. Software for rail 
transport must have high levels of reliability, safety and integrity. The evaluation of 
software consists in ensuring that the behavior of the software conforms to the needs 
of the user. These needs may be, for example, compliance with certain safety re-
quirements and constraints. Thus, the task of evaluating critical software is to gain 
complete confidence in the behavior of the software. This trust is established if it can 
be demonstrated that the software is safe. Remember that most of the time, for com-
plex software, this demonstration is laborious. Consequently, the development of 
safety software is generally subject to compliance with certain standards. 
The standard IEC / EN 61508 (entitled: “Functional safety of electri-
cal/electronic/programmable electronic safety-related systems”) aims to develop safe-
ty applications based on electrical and electronic systems. It is generally used for the 



development of "critical" software in the automation sectors as well as for industrial 
process control installations. Many sub-standards have been developed from IEC / EN 
61508: EN 50128 and EN 50129 for the rail sector, EN 61513 for nuclear, ISO 26262 
for the functional safety of road vehicles, etc. 
 
European standard EN 50128 (entitled: “Railway applications - Communication, sig-
naling and processing systems - Software for railway control and protection systems”) 
specifies the procedures and technical requirements applicable to the development of 
programmable electronic systems used in control and monitoring applications railway 
protection. The standard requires that all systems with safety implications and con-
taining software be assigned a Software Integrity Level (SIL: Security Integration 
Level). The integrity of software is distributed over five SIL levels, ranging from SIL 
0 to SIL 4. The software security standard EN 50128 comes from the European 
Committee for Electro technical Standardization (CENELEC). The published interna-
tional version of the CENELEC EN 50128 standard is IEC 62279. The content of the 
two publications is identical. 
 
Annex D of European Standard EN 50128 suggests 71 methods and techniques for 
developing and assessing the security of critical software used in the rail transport 
sector. The SEEA (Software Error Effect Analysis) method is part of this list of rec-
ommended methods. 
According to standard EN 50128, the objective of the SEEA method consists not only 
in identifying the software components and their criticality, but also in proposing a 
means for detecting software errors and consequently reinforcing the robustness of the 
software. 
 



 
Fig. 1. Positioning of the SEEA method in the process of developing safety 
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3 Software Error Effect Analysis (SEEA) 

The study proposed within the framework of this article concerns the SEEA method 
and endeavors to develop a new approach to analysis and evaluation of the safety of 
critical software, based on machine learning and more precisely on the Case-Based 
Reasoning (CBR). 
It is currently impossible to conclusively demonstrate that software is free of errors. 
In France and in the railway sector, coded single-processor technology is used to en-
sure the safety of software execution. However, this technique does not provide pro-
tection against software design errors, code conformance errors, not coded safety 
software errors, and coded processor implementation errors. SEEA can, for its part, 
support, among other things, the analysis of these errors SEEA is a safety analysis 
approach whose purpose is to determine the nature and severity of the consequences 
of software failures SEEA also guides software validation and maintenance activities 
by identifying the most critical modules for safety. Indeed, SEEA makes it possible to 
estimate the level of effort of validation to be carried out on the various elements of 
the software and in particular, to guide the readings of code and to better target the 
tests. This analysis is performed by considering software error assumptions and exam-
ining the consequences of these errors on the other modules as well as any system-
related failures SEEA finally proposes measures to detect errors and improve the 
robustness of the software. This method, which is derived from the FMECA (hard-
ware safety analysis) method, seeks to identify in particular design and programming 
errors in order to analyze their internal and external effects. A SEEA is carried out 
according to the following three stages [3]: 
– Preliminary analysis: This first step of the process consists in listing the ele-

ments of the software for which there will be a SEEA to perform, to define the 
levels of deepening of the analysis and finally to assign one of these levels to 
each element. 

– Procedure-by-procedure analysis: The purpose of this analysis is to produce the 
SEEA files. The SEEA file contains, for each module studied, the SEEA sheets 
produced on this module. The development of a SEEA form consists of filling in 
a table containing the following columns: the name of the module studied, the 
error considered, the consequences on the module, the consequences at the sys-
tem level, the safety criterion not respected, the criticality of the error, the means 
of detecting the proposed error, the criteria not respected and finally the residual 
criticality.  

– Synthesis of the works: This last step of the SEEA approach makes it possible to 
group, by module, the unsolved scenarios, the criteria not respected, the means 
of detection and the distribution of the errors according to the criticality of their 
manifestation. 

All of the above findings show that SEEA is considered as an important part of a 
system’s safety record. It is a fundamental document in the process of building and 
validating the safety of critical software. Nevertheless, the careful analysis of certain 
SEEA files of already certified or approved rail transport systems reveals some short-
comings. On the one hand, SEEA documents have extremely varied representation 



formats from one manufacturer to another, and on the other hand, the process of 
drawing up and evaluating a SEEA dossier proves to be a particularly delicate and 
tedious exercise which is not supported by any formalized strategy. Indeed, the com-
pleteness and coherence of the analyzes remain essentially based on the know-how, 
the intelligence and the intuition of the experts of the field. These findings led us to 
use artificial intelligence and machine learning techniques, and in particular CBR [4]. 
The design and implementation of this tool requires the use of four main steps [4–7]: 
1) Formalization and modeling of the knowledge involved in SEEA files, 2) Acquisi-
tion of historical data from the files of manufacturers and know-how of safety experts, 
3) Development of a database and 4) Operation of this database to help certification 
experts to judge the completeness and consistency of SEEA of a new transport sys-
tem. 

4 Literature review : Case-Based Reasoning (CBR) 

In the field of transport, researchers have become increasingly interested in the appli-
cation of AI techniques: railway maintenance [8], traffic control [9], detection of lat-
eral rail faults [10], detection of rail surface faults [11], railway maintenance and safe-
ty [12-13], management of railway applications [14], improvement of call reporting 
systems [15], implementation of a predictive approach safety [16] and Siemens for 
using Big Data to build the Internet for trains [17]. As part of this manuscript, our 
research focuses on the contribution of machine learning techniques, in particular 
CBR, to the safety of rail transport software. The CBR is generally interpreted as an 
important process for solving new problems based on finding similar solutions to the 
problems of the past. It is part of a behavior commonly used in solving everyday hu-
man problems. Indeed, all human reasoning is generally based on past cases lived 
personally. Very schematically, in the context of the CBR, a case is considered a 
problem with his solution as well as procedures allowing a justification of the deci-
sions made on the way the solution was generated. Generally, the CBR involves an 
iterative process that revolves around the next major steps: The establishment of in-
dexes (or indexing), Search for similar cases, Reusing cases, Revision and Learning. 
CBR is attracting more and more attention from researchers and experts in the 
transport sector. Our literature search covered three transport sectors: Air, road and 
rail. In the field of air transport we can cite, for example, the prediction of accidents 
and incidents [18]. In the road transport sector, the application of CBR is numerous: 
Transport planning [19], management of traffic flows [20-21], control of urban inter-
sections to avoid road congestion [22], the analysis of road collisions [23], the im-
provement of traffic in urban intersections by developing new signaling plans [24], 
the control of traffic flow at intersections (traffic control systems (TCS)) [25], the 
diagnosis of the driver’s stress level [26], or the modeling of the risk of driver fatigue 
[27]. Finally, in the rail transport sector, studies include the diagnosis of locomotive 
failures [28], the recovery of incident reports [29], the prevention of rail operations 
incidents [30], the command of railway rescue (Emergency Relief Command) [31], 
analysis of safety risks related to the operation of the metro [32], automatic train con-



duction to reduce travel time and save fuel consumption [33] and finally the diagnosis 
of failures of the rail switching system [34-35]. 
 
As part of our study on the safety analysis of critical software, the objective of im-
proving the quality of accident risk analyzes, guided us towards the development of a 
tool based on the CBR allowing us to suggest potential accidents and / or the most 
appropriate protective or preventive measures to protect against a particular risk. 
However, the artificial intelligence approaches cannot provide satisfactory answers to 
our research objectives. Indeed, despite the undeniable interest of these approaches, to 
our knowledge, to date there are no applications of artificial intelligence to improve 
the safety of critical software used in the rail transport sector and in particular tools to 
improve the SEEA method. Specifically, the bibliographic study carried out on ma-
chine learning and in particular on CBR shows the absence of work on the use of 
CBR in the analysis and evaluation of the safety of critical software used in the rail 
transport sector. To date and to our knowledge, this is the first work in this area, 
which is one of the original features of our study presented in the next paragraph. 

5 Method: Approach used for CBR-based critical software 
safety assessment 

In order to show the interest of machine learning and more precisely CBR in the field 
of the safety of railway transport, we have developed a tool called "SAUTREL". This 
tool helps safety experts in their SEEA document analysis and assessment tasks. The 
design and implementation of this tool required the following three major phases: 
– Acquisition of data involved in SEEA. This analysis and abstraction stage led to 

the development of a conceptual model based on eight descriptive parameters: 
system, subsystem, module, envisaged error, safety criterion, feared risk, severi-
ty of damage and finally the error detection means. 

– Based on the study of two already certified rail transport systems (MAGGALY 
and TGV Nord), we have built up a learning example base which brings togeth-
er, to date, 250 historical cases relating to SEEAs. 

– Design and implementation of a tool "SAUTREL" to aid in the evaluation of 
SEEA [36-37]. The CBR process was implemented using Recall software from 
Isoft. 

 
These three major phases of development of the tool to aid the assessment of the safe-
ty level of critical software are detailed in Figure 2 in nine steps presented in the fol-
lowing paragraphs. As shown in Figure 2, in front of each step of the proposed meth-
odology, we presented the result obtained. For example, Step 1 on Knowledge Acqui-
sition and Modeling allowed the development of a generic SEEA representation mod-
el. Step 2 on the definition of the description language of the SEEA learning examples 
led to the elaboration of the descriptive parameters (or characteristics) of the SEEAs. 
Step 3 on the development of the database the SEEA made it possible to compile all 
the source cases. 



6 Results: Example of the mock-up use 

The following paragraphs show, through an example, the use of the developed tool 
which involves the following nine steps (Figure 2): 
1. Acquisition and modeling of knowledge, 
2. Definition of the description language of the SEEA examples, 
3. Development the SEEA case base, 
4. Parameterization and Calibrating of the CBR process, 
5. Entering the new SEEA target case for evaluation, 
6. Indexing of the SEEA case base, 
7. Extraction of similar SEEA cases, 
8. Adaptation of extracted cases (source cases), 
9. Updating the SEEA base. 

 
6.1 Acquisition and modeling of knowledge 

This paragraph presents the results of the phase of formalization and acquisition of the 
knowledge necessary for the development of a historical case base (experience feed-
back) in order to capitalize and perpetuate the knowledge related to the SEEA. The 
first step of the study is devoted to the research and identification of descriptors and 
characteristic parameters to represent and formalize the SEEA. After a second step of 
data collection necessary to list the possible values taken by each parameter (or de-
scriptor), the third step proposes, a formalism of representation of SEEA documents. 
Finally, on the base of this formalism, which constitutes the basic language of SEEA 
representation, the fourth stage of the study focuses on building the case base that 
currently comprises 224 cases, each of which represents a particular situation that is 
contrary to safety (Problem) and one or more preventive measures or corrective 
measures to guard against, avoid, reduce, or permanently eliminate the potential risk 
envisaged (Solution). To leverage knowledge of SEEA (or historical cases), it is nec-
essary to adopt a model (or formalism) that is generic enough to cover as much as 
possible SEEA documents (or files) from several more or less different transport sys-
tems. To build this model and in order to show the feasibility of the study, we exam-
ined the SEEA relating only to two rail transport systems already certified and put 
into circulation in France: the automated system “MAGGALY” and the system TVM 
(track-to-train transmission) of the “LGV-Nord”. It is important to emphasize that 
each SEEA file is specific to a particular system and therefore it is necessary to per-
form sufficient analysis and abstraction work to cover the majority of systems. In-
deed, this analysis presents some difficulties, since from one manufacturer to another, 
or even from one system to another, the formalism, the terminology or the level of 
deepening of the analysis implemented are different. At the end of this review, we 
finally proposed a first SEEA representation model that relies heavily on the manu-
facturers’ practices and our experience in the field of railway safety. This formalism 
is based on eight characteristic parameters: Studied system, subsystem studied, mod-
ule studied, error envisaged (family, class, type), safety criterion not respected by the 
error, dreaded event, type and gravity of the damage, barrier and means for detecting 



the error. This model proposes a methodological framework for preparing SEEA files 
and thus contributes to ensuring the quality of future analyzes. An excerpt from this 
formalism is presented in Figure 3. On the basis of this representation model of the 
SEEA forms, we have created a library of 224 typical cases. 

 

Fig. 2. Approach for acquisition, modeling, capitalization and assessment of SEEA 
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Fig. 3. Extract from the formalism elaborated for the representation of records SEEA 
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6.3 Developing the SEEA case base 

During this step, it’s about creating cases by assigning a value to each attribute of the 
description language. This case base may subsequently be modified or consulted. The 
acquisition of the target case is done by entering the value or values of the different 
attributes. During this case base construction step, the concept descriptor “dreaded 
event” is left unknown because it represents the solution we are looking for in the 
case base. 

 
6.4 Parameterization of the CBR process 

During this step, the user must set different parameters to configure the CBR process. 
These choices concern both the descriptor that will represent the solution of the prob-
lem and the strategies of indexing, matching or adaptation. During this step, the user 
must set the following parameters: 

– The descriptor “concept”: The user must choose from all the descriptors the one 
that will represent the solution of the problem. In our example, the descriptor 
“concept” is the descriptor “dreaded event”. The problem, meanwhile, will be 
characterized by all the other descriptors. 

– Indexing strategies: In general, we use indexing rules that make it possible, on 
the one hand, to organize the case memory and, on the other hand, to express the 
relevant characteristics of the entries (the target cases) in terms of indexes. The 
process of extracting or choosing the source case strongly depends on the quality 
of the organization of the case memory. The memory organization mechanisms 
use several indexing techniques such as “Memory in bulk” or “Hierarchical 
memory”. In the context of the “Memory in bulk”, we use a sequential search 
algorithm which consists, for all stored cases, of comparing the target case with 
the extracted case. It returns the most similar cases. The exploration is systemat-
ic and it is very easy to add a case but extracting one is very expensive because 
the memory must be covered entirely. In the context of the second indexing 
mechanism based on a “hierarchical memory”, cases are accessed through a tree 
or an indexing graph. Each node of the tree corresponds to a logical partition of 
the case base. Finding the most similar set of cases returns to the level of each 
node, finding the best son of the tree. This method is effective in search time, but 
it is more difficult to add a case (it must be inserted into the tree in the right 
place). In our sample application, the tool offers several strategies for prioritiz-
ing memory. The user can set this hierarchy by sorting the descriptors or trim-
ming the hierarchy. In our example, we construct the hierarchy by taking into 
account all the descriptors and by imposing the descriptors “studied system” and 
“studied subsystem”, in this order, as first and second level of the decision tree. 
Then, the choice between the remaining descriptors for the next levels will be 
done by a decision tree classification algorithm: Quinlan ID3 algorithm [53]. 

– Matching strategies to search for similar cases: Given a new problem to be 
solved (target case), it is, from a known case base (source cases), to find the 
most similar case (s) and relevant to solve the new problem. In this step, we gen-



erally use matching rules or similarity measures such as the “connective model” 
which imposes on each of the characteristics of the target case to be sufficiently 
close to all those of the source case or else “the disjunctive model” which evalu-
ates the source case on its particularity closest to that of the target case. In this 
case, a source case will be considered acceptable if it is very close to the target 
case on at least one relevant characteristic, regardless of the value of the others. 
Most CBR systems evaluate the similarity of two cases by accounting for their 
common characteristics: This is the Euclidean distance. In our sample applica-
tion, the user can intervene in several ways in calculating the similarity between 
two attributes. It can possibly specify the descriptors which will not have to be 
taken into account during the computation. It can also give a weight vector to in-
dicate the relative importance of a descriptor over others. In our example, we 
chose to extract only the 10 most similar cases, and to give a weight equivalent 
to all the descriptors. 

– Adaptation strategies for reuse of similar cases: Generally, there are two possi-
bilities: 1) if the case found in the database (source case) is identical to the new 
problem to be solved (target case), then the solution of the problem is immedi-
ate; 2) if, on the other hand, the case found presents a certain similitude (or anal-
ogy) with the new case, then an adaptation procedure is necessary whose objec-
tive is to adapt the solution found to the need of the new situation (target case). 
Thus, in the first hypothesis, we apply directly the solution found and in the sec-
ond hypothesis, we must find a suitable technique to adapt the recovered solu-
tion and include it in the new problem. In our sample application, to date, the 
tool does not offer a real adaptation method, but allows the user to program his 
own methods with daemons. Currently, this adaptation can be done either im-
plicitly by the safety domain expert, by comparing cases similar to the target 
case, or by the voting technique. In this second case, the value of the attribute to 
be adapted is calculated on all the similar cases by a vote weighted by the per-
centage of similarity of each case. For example, if a case C has 3 descriptors of 
which 2 are 100% similar to the target case and the third descriptor has no simi-
larity (0%), then case C will be similar with the target case at 66%. If all the de-
scriptors are of equal weight: (100 × Descriptor weight 1 + 100 × Descriptor 
weight 2 + 0 × Descriptor weight 3)/3 = 66. 

 
6.5 Entering the new SEEA target case for evaluation 

The acquisition of the target case is done by entering the value or values of the differ-
ent attributes. We will leave the concept descriptor “dreaded event” unknown because 
it represents the solution we are looking for in the source case base. 

 
6.6 Indexing of the SEEA case base 

After developing the SEEA case representation mode, i.e. the description of the prob-
lem and the solution in the form of descriptors (attribute/value), it is then necessary to 
build a model for organizing and indexing the memory. This model is essential in the 



search for similar cases and must have certain qualities. Knowing that the research 
phase of similar cases must keep a constant complexity as the case base is filled; it is 
wise to consider a solution to quickly find similar cases. To apprehend this problem, 
we use the indexing method where each node of the tree corresponds to a question on 
one of the indexes and the threads of the tree correspond to the different answers. An 
index represents the elements discriminating the cases and has two fields: its name 
and its value. To ensure a minimum of efficiency, the tree, which is dynamically built, 
must ask the questions in the right order and be as shallow as possible. The best way 
to build it is to use the decision tree method. Decision tree consists of nodes corre-
sponding to the attributes of the selected objects and branches characterizing the al-
ternative values of these attributes. The leaves of the tree represent the sets of objects 
of the same class of objects. The construction of decision trees is a top down generali-
zation approach. The ID3 of QUINLAN algorithm [38] is a typical case of a down-
ward approach. ID3 uses a heuristic search strategy, according to the gradient method, 
by optimizing a numerical criterion called gain of information which is based on the 
entropy of SHANNON developed in the early 1940s by Claude Shannon [39]. 
From: 
– A set of exclusive classes {C1, C2, ... Ck}; 
– A set of examples {E1, E2, ... En} represented in the form of pairs (attrib-

ute/value) and partitioned in classes Ci; 
ID3 produces a decision tree that allows to recognize (or classify) all the examples Ei. 
This tree can then be used to generate classification rules. 
QUINLAN’s method consists in successively testing each attribute to know which 
one to use first in order to optimize the gain of information. That is, the attribute that 
best distinguishes between examples of different classes. This principle has been ap-
plied in many cases and has contributed to the development of several expert systems, 
essentially dedicated to diagnosis. Subsequently, work was devoted to improving the 
principle of construction of the decision tree and in particular reducing the size of the 
tree, improving the selection strategy (which is based in ID3 only on the attribute) by 
proposing a selection based on both the pair (attribute/value) or the improvement of 
the representation mode of the examples, by using a representation based on diagrams 
(frames). Used in a variety of fields such as data mining, business intelligence, medi-
cine, safety, etc., the decision tree is a decision support tool that represents a set of 
choices in the form of graphical data (tree). In our case of application to SEEA, we 
use the classification algorithm ID3. During this indexing or prioritization step, the 
user selects the case base to index, and then starts the construction of the hierarchy. In 
our example (Figure 4), the first two levels of the hierarchy are constructed from the 
descriptors “studied system” and “studied subsystem”. Here, the third level deals with 
the descriptor “Severity of the damage”. 



 
Fig. 4. Example of the instances base hierarchy 

6.7 Extraction of similar SEEA cases 

The Before Searching for similar cases, if some information is missing (for example, 
a value of an attribute not specified), it is possible to complete the knowledge acquisi-
tion phase by querying the domain expert. There are some learning tools to try to 
determine and correct this data. In our case of application, during the phase of acqui-
sition and collection of SEEA data, particular attention was paid to this problem of 
noisy or inconsistent data. The search for SEEA cases similar to the target case, is 
broken down into two filtering and selection stages that use static and dynamic index-
es. There are different ways to determine the characteristics of indexes: All character-
istics, some characteristics, the most discriminating characteristics, etc. In our appli-
cation we adopted a similarity search based on the set of characteristics. To find simi-
lar SEEA cases from the case database archived in memory (source cases or reference 
cases), several techniques can be used, such as the “Nearest Neighbor” algorithm 
whose objective is to measure the similarity between the problem (target case) and 
potential source cases. The comparison method is based on the indexes. Thus, from 
the similarity on each index, the algorithm generates the global similarity sought. 
Let’s remember that the search for nearest neighbors, or k nearest neighbors common-
ly used in machine learning, consists of starting from a set of other points to find the 
nearest K (similar) points. Generally, to optimize this method, we use heuristics and 
selection strategies to quickly find the most useful cases to solve the problem. The 
cases that share the most important characteristics, the easiest cases to adapt or the 
most used cases are examples of heuristics. In our application example, from the his-
torical case base (source cases), it is a question of finding the SEEA cases most simi-



lar to the SEEA cases to be evaluated (target case) and who share the most important 
characteristics. The screen shown in Figure 5 shows, for our example, the result 
search for similar cases. The target case is recalled in the right column, the left col-
umn proposes the first 10 most similar cases and the middle column shows one of the 
similar cases (here case 33). 

 
Fig. 5. Visualization of similar cases extracted from the case base  

6.8 Adaptation of extracted cases (source cases) 

Suppose we found a similar case, so we reuse directly the solution he proposes to 
solve the problem (case target). In practice, it is often rare that we find a case identical 
to the problem, so it is necessary to adapt pre-existing solutions. Adaptation therefore 
consists of building a new solution from the target case and similar cases found. It is 
then necessary not only to look for the difference between the cases found (source 
cases) and the problem, but also to find the useful information to be transferred to the 
new solution. Generally, one distinguishes two types of adaptation: Transformational 
adaptation and derivative adaptation. In the first approach, it is a question of directly 
reusing the solutions of the past cases. This type of transformational adaptation does 
not tell us how the solutions of similar cases were generated. It is the role of derived 
adaptation that allows, for each case stored in the database, to explain the reasoning 
process leading to the solutions. In this case, the derivative adaptation consists in 
applying the same reasoning to the new problem by choosing the paths taken by the 
old solutions selected and thus avoiding any unsuccessful paths. In our application 
case, the “ReCall” tool used to demonstrate the feasibility of the proposed approach 
does not yet propose relevant adaptation strategies. To date, the adaptation phase is 
still assigned to the user and in particular to the safety expert. With the screen pre-
sented in Figure 6, the user can consult the value taken by the concept attribute 



“dreaded event” in each similar case and choose himself the value to give to the “con-
cept” attribute for the target case. The user can also use the voting technique. In our 
example, the tool proposes a single value for the attribute “dreaded event”: Train 
collision. Thus, the domain expert can adapt the most similar case (proposed by the 
tool) by assigning the “Feared Event” concept the value “Collision” as a solution to 
the problem. Since the “ReCall” tool does not propose adaptation strategies, the adap-
tation phase is limited in our example to indicate the class of potential solution. The 
solution sought is therefore focused simply on the value of the concept “feared event” 
proposed by the tool: “collision”. Nevertheless, this knowledge is necessary to stimu-
late and assist the expert in his task of safety assessment. Indeed, faced with a new 
problem (scenarios of accident/potential incident) described by a set of characteristic 
descriptors, it is interesting to know the possible feared event or events (collision, 
derailment, electrocution, fall). 

 
Fig. 6. Example of the reference cases consultation and the vote technique use 

6.9 Updating the SEEA base 

This last step of updating knowledge is to perform the automatic learning by adding 
the appropriate target case in the SEEA historical case base. In the “ReCall” software, 
this learning is not incremental since the new case will be integrated into the hierar-
chy without it being reconstructed. It is up to the user to take the initiative to revive 
the indexing of the case base. Therefore, during this phase of the CBR cycle, it is 
wiser that the new case with its new solution is validated by the domain expert before 
being added to the case base (source cases). In addition, it is interesting at the end of 
this learning phase to test the system by relying on the same problem that it has just 
treated to ensure that the system behaves as expected. Finally, it is essential to deter-
mine how to index this new case in the database without questioning the historical 



knowledge learned in previous phases and thus avoid new problems of inconsistency, 
redundancy, etc. In particular, the focus must be on this problem of incrementality. 
Should we adopt a monotonous incremental learning approach (accumulation of 
knowledge without questioning knowledge previously learned) or non-monotonous 
(examination of knowledge learned with each addition of new knowledge)? This is a 
problem that remains crucial in almost all machine learning systems. As part of our 
prototype of feasibility, this work is not yet completed. 

7 Discussion and Conclusion 

Please note that the first paragraph of a section or subsection is not indented. The first 
paragraphs that follows a table, figure, equation etc. does not have an indent, either. 
In order to rationalize and reinforce conventional approaches to safety analysis and 
assessment, we have agreed to use artificial intelligence and machine learning tech-
niques and in particular case-based reasoning (CBR). The main objective consists, 
from a set of data in the form of accident scenarios or incidents experienced on rail 
transport systems (experience feedback), to exploit by automatic learning this mass of 
data in to stimulate the imagination of safety experts and assist them in their difficult 
task of analyzing and evaluating the safety of new critical software. This historical 
data concerns SEEA. The implementation of this railway safety assessment approach 
required not only the use of machine learning but also knowledge acquisition methods 
to collect, structure and formalize the knowledge involved in SEEA. The knowledge 
acquisition phase ultimately culminated in the implementation of a conceptual SEEA 
representation model that provides a methodological framework for safety experts. 
Based on this model, we acquired 224 cases of SEEA (historical basis for learning). 
This learning base is based on experience feedback from two rail transport systems 
put into service in France. The first Maggaly system in Lyon is fully automated and 
the second system relates to a High Speed Line (TGV-Nord). When it comes to ma-
chine learning, our work is part of supervised learning. Indeed, the presence of the 
safety expert is essential to ensure effective and relevant learning. The domain expert 
is not only able to control, validate, adapt and complete the knowledge learned by the 
system, but also to adjust certain learning parameters. To demonstrate the feasibility 
of the proposed approach, we used a case-based reasoning generator named “ReCall” 
from ISOFT. Despite the undeniable interest of this ReCall tool, several shortcomings 
have been noted in particular for methods for calculating similarity, coping strategies 
and processing missing values (noisy data). However, this contribution made it possi-
ble to demonstrate the feasibility of a new approach to modeling, capitalization and 
evaluation of the SEEA method, based on the use of machine learning techniques. 
This approach of evaluating critical software, used in rail safety, is also based on the 
joint and complementary use of machine learning and knowledge acquisition tech-
niques to reinforce and systematize the phase of acquisition and transfer of knowledge 
in the field of railway safety. The originality of the tool developed lies not only in its 
ability to model, capitalize, sustain and disseminate SEEA expertise, but to the best of 
our knowledge, it represents the first research on the application of CBR to SEEA. In 



fact, in the field of rail transport, there are currently no software tools for assisting 
SEEAs based on machine learning techniques and in particular based on CBR. Cur-
rently, project is at the mock-up stage. Initial validation has demonstrated the interest 
of the suggested approaches, but improvements and extensions are required before 
they could be used in an industrial environment or adapted to other areas where the 
problem of investigating safety arises. These improvements include the improvement 
of the adaptation strategies of the solutions proposed by the system, the enrichment of 
the SEEA case base to cover the whole problem and finally, it is necessary to con-
struct an integrated version of a prototype in order to finalize the results of demonstra-
tion model. 
 
Although new technologies have progressively reduced rail operating accidents, many 
rail accidents have been caused by degraded human performance and human error, 
and the tasks of drivers, signalers and controllers have remained essentially the same. 
Railway safety should be generally maintained and constantly improved taking into 
account not only technical and scientific progress, but also the impact of human error 
on the transport system. Indeed, with the increasing complexity of industrial systems 
and especially guided or automated rail transport systems, considerable evolutions 
have taken place in the way of thinking and understanding the role and place of man 
in the safety of human-machine systems. In this context, human factors play an im-
portant role in safety analyzes and especially after the occurrence of accidents (feed-
back of experience) that sometimes lead to human losses and the destruction of the 
environment and system equipment.  
In order to provide an element of response to these problems linked to human and 
organizational factors and complete this work, we have developed a new methodolo-
gy for analysis, classification and evaluation of human errors involved in the safety of 
guided rail transport [40]. 
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