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EXISTENCE OF STRONG SOLUTIONS FOR A SYSTEM OF INTERACTION BETWEEN A

COMPRESSIBLE VISCOUS FLUID AND A WAVE EQUATION

DEBAYAN MAITY, ARNAB ROY, AND TAKÉO TAKAHASHI

Abstract. In this article, we consider a fluid-structure interaction system where the fluid is viscous and com-
pressible and where the structure is a part of the boundary of the fluid domain and is deformable. The fluid is

governed by the barotropic compressible Navier-Stokes system whereas the structure displacement is described

by a wave equation. We show that the corresponding coupled system admits a unique strong solution for an
initial fluid density and an initial fluid velocity in H3 and for an initial deformation and an initial deformation

velocity in H4 and H3 respectively. The reference configuration for the fluid domain is a rectangular cuboid

with the elastic structure being the top face. We use a modified Lagrangian change of variables to transform
the moving fluid domain into the rectangular cuboid and then analyze the corresponding linear system coupling

a transport equation (for the density), a heat-type equation and a wave equation. The corresponding results for

this linear system and estimations of the coefficients coming from the change of variables allow us to perform
a fixed point argument and to prove the existence and uniqueness of strong solutions for the nonlinear system,

locally in time.

1. Introduction

The mathematical study of fluid-structure interaction systems has been an active subject of research during
the last decades, and this can be explained by the numerous applications in fluid mechanics but also by the
challenges associated with such systems that involve free boundaries, coupling between different dynamical
systems and nonlinearities. Here, we focus on the case where the fluid is a compressible Navier-Stokes system
in a domain where a part of the boundary can deform following a wave equation. More precisely, the reference
configuration for the fluid domain is F defined by

F = S × (0, 1), S = (R/L1Z)× (R/L2Z)

with L1, L2 > 0. The elastic structure is located at the upper boundary S × {1}. For an admissible vertical
displacement of the structure η : S → (−1,∞), the fluid domain is transformed into

Fη = {[x1, x2, x3] ∈ S × R ; 0 < x3 < 1 + η(x1, x2)} ,
the position of the elastic structure becomes

Γη = {[x1, x2, 1 + η(x1, x2)] ; [x1, x2] ∈ S} ,
and the other part of the boundary

Γb = S × {0}
remains fixed (see Fig. 1). By working on the torus S, we assume that all the quantities at stake are periodic
in the e1 and e2 directions, where we have denoted by (e1, e2, e3) the canonical basis of R3.
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supported by the ANR research project IFSMACS (ANR-15-CE40-0010).

1



2 DEBAYAN MAITY, ARNAB ROY, AND TAKÉO TAKAHASHI
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Figure 1.

The evolution of the density ρ̃ and the velocity ũ of the fluid and of the elastic displacement η are given by
the following system:  ∂tρ̃+ div(ρ̃ũ) = 0 t > 0, x ∈ Fη(t),

ρ̃ (∂tũ+ (ũ · ∇)ũ)− divT(ũ, π̃) = 0 t > 0, x ∈ Fη(t),
∂ttη −∆sη = Hη(ũ, π̃) t > 0, s ∈ S,

(1.1)

with the boundary conditions {
ũ(t, s, 1 + η(t, s)) = ∂tη(t, s)e3 t > 0, s ∈ S,
ũ = 0 t > 0, x ∈ Γb,

(1.2)

and the initial conditions {
η(0, ·) = η0

1 , ∂tη(0, ·) = η0
2 in S,

ρ̃(0, ·) = ρ̃0, ũ(0, ·) = ũ0 in Fη01 .
(1.3)

In the above system, the fluid stress tensor T(ũ, π̃) is given by:

T(ũ, π̃) = 2µDũ+ (α div ũ− π̃)I3, Dũ =
1

2
(∇ũ+∇ũ>),

and the pressure law is

π̃ = aρ̃γ .

We assume that

µ > 0, α+ µ > 0, a > 0, γ > 1. (1.4)

The force of the fluid acting on the structure is given by

Hη(ũ, π̃) = −
√

1 + |∇sη|2
(
T(ũ, π̃)ñ

)
|Γη(t) · e3, (1.5)

where ñ is the unit exterior normal of Fη(t). In particular, on Γη(t) we have

ñ =
1√

1 + |∇sη|2
[−∇sη, 1] .

In the whole article, we add the index s in the gradient and in the Laplace operators if they apply to functions
defined on S (and we keep the usual notation for functions defined on a domain of R3).
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Let us give conditions on the initial data that we need to solve (1.1)-(1.3):

η0
1 ∈ H4(S), min

S

(
1 + η0

1

)
> 0, (1.6)

ρ̃0 ∈ H3(Fη01 ), min
F
η01

ρ̃0 > 0, (1.7)

η0
2 ∈ H3(S), ũ0 ∈ H3(Fη01 )3, ũ0 = 0 on Γb, ũ0

(
s, 1 + η0

1(s)
)

= η0
2(s)e3 (s ∈ S), (1.8)

π̃0 = a(ρ̃0)γ ,
1

ρ̃0
divT(ũ0, π̃0) = 0 on Γb, (1.9)[

1

ρ̃0
divT(ũ0, π̃0)

] (
s, 1 + η0

1(s)
)

=
[
∆sη

0
1 + Hη01 (ũ0, π̃0)

]
(s)e3 (s ∈ S). (1.10)

We now state our main result :

Theorem 1.1. Assume that
[
ρ̃0, ũ0, η0

1 , η
0
2

]
satisfies (1.6)–(1.10). Then there exists T > 0 such that the system

(1.1)-(1.3) admits a unique strong solution [ρ̃, ũ, η] satisfying

ρ̃ ∈ H1(0, T ;H3(Fη(·))) ∩W 1,∞(0, T ;H2(Fη(·))),

ũ ∈ L2(0, T ;H4(Fη(·)))
3 ∩ C0([0, T );H3(Fη(·)))

3 ∩H1(0, T ;H2(Fη(·)))
3

∩ C1([0, T );H1(Fη(·)))
3 ∩H2(0, T ;L2(Fη(·)))

3,

η ∈ L∞(0, T ;H4(S)) ∩H2(0, T ;H2(S)) ∩H3(0, T ;L2(S)),

∂tη ∈ L2(0, T ;H7/2(S)) ∩ L∞(0, T ;H3(S)).

Moreover,

1 + η(t, s) > 0 (t ∈ [0, T ], s ∈ S), ρ̃(t, x) > 0
(
t ∈ [0, T ], x ∈ Fη(t)

)
.

In the above statement, we are using spaces of the form Hs(0, T ;Hr(Fη(·))), W
s,∞(0, T ;Hr(Fη(·))) and

Cs([0, T );Hr(Fη(·))). They are defined through a diffeomorphism X(t, ·) : F → Fη(t) (see Section 2 for an
example of construction of such a diffeomorphism):

f ∈ Hs(0, T ;Hr(Fη(·))) if f ◦X ∈ Hs(0, T ;Hr(F)),

f ∈W s,∞(0, T ;Hr(Fη(·))) if f ◦X ∈W s,∞(0, T ;Hr(F)),

f ∈ Cs([0, T );Hr(Fη(·))) if f ◦X ∈ Cs([0, T );Hr(F)).

Remark 1.2. The result in Theorem 1.1 corresponds to the existence of strong solutions for a system coupling
the compressible Navier-Stokes system with a wave equation. Note that we keep the regularity of the initial
conditions given in (1.6)–(1.8) during the time of existence. More precisely, we have η ∈ C0

weak([0, T ];H4(S)),
∂tη ∈ C0

weak([0, T ];H3(S)), ρ̃ ∈ C0([0, T ];H3(Fη(·))) and ũ ∈ C0([0, T ];H3(Fη(·)))
3. With respect to previous

results, it is important to notice that we do not add any damping on the wave equation (see below for details on
the references on similar systems).

Remark 1.3. One can show an analogue of Theorem 1.1 on a corresponding 2D/1D system, that is where the
fluid reference domain is given by

F = S × (0, 1), S = R/L1Z,
with L1 > 0 and the elastic structure is located at the upper boundary S × {1}.

As mentioned at the beginning of the introduction, lots of articles have been devoted to the mathematical
analysis of fluid-structure systems involving moving interfaces. Broadly speaking, these types of models can
be classified into two types: either the structure is immersed inside the fluid, or the structure is located at
the boundary of the fluid domain. For the second case, we can mention the survey paper [38], where the
authors describe some models for blood flow in arteries as a fluid-structure interaction system. They consider,
in particular, the simplified case of a viscous incompressible fluid modeled by the Navier-Stokes system and of a
structure governed by a damped beam equation. The corresponding model was mathematically analyzed in [12]
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(existence of weak solutions) and in [4] (existence of strong solutions). In [19], the author obtains the existence
of weak solutions with a similar model but without damping on the plate equation.

The existence of weak solutions was obtained in the case of more complex models: for instance, the case of
a linear elastic Koiter shell for the structure was considered in [25, 24]. Let us also mention [33], where the
authors deal with the case of dynamic pressure boundaries conditions and for the structure modeled either by
a linear viscoelastic beam or by a linear elastic Koiter shell equation. The methodology is different from the
earlier ones and it is based on constructing an approximation solution via a semi-discrete, operator splitting Lie
scheme (also known as kinematically coupled scheme). Later, these results were extended in [34, 35] to the 3D
cylindrical domain where the structure is modeled by a linear (respectively nonlinear in [35]) elastic cylindrical
Koiter shell whose displacements are not necessarily radially symmetric.

Concerning strong solutions, let us note that the result [4] was obtained under some restrictions on the
physical parameters. In [39], the author considers a monolithic method to study the stabilization of this coupled
problem, and using this approach, the existence of local in time strong solutions are obtained in [26] without
restrictions on the physical parameters. Similar results have been obtained in [11] with boundary conditions
involving the pressure and in [17] with Navier boundary conditions. Finally, let us mention several works in the
case where the structure is modeled by a nonlinear shell equation: [13, 14, 28, 35]. The work [20] is devoted to the
global in time existence and uniqueness of solutions for the case of a damped beam equation and investigates, in
particular, the possible contacts between the structure and the bottom of the domain. We also mention [30, 16]
where the authors obtain the existence of strong solutions within an “Lp−Lq” framework instead of a “Hilbert”
space framework.

Finally, some works have been devoted to the case of a structure modeled by the wave equation instead of the
beam equation. First [27] shows the existence and the uniqueness of strong solutions in the case of a damped
wave equation. In [21], the authors consider three types of structure: the damped beam equation, the wave
equation (without damping), and the beam equation with an inertia term. The case of an undamped beam
equation is tackled in [2, 3] by using the notion of Gevrey semigroups. Here our aim is to show a similar result
as [21] in the case of a compressible fluid and with an undamped wave equation.

Concerning compressible fluids interacting with plate/beam equations through the boundary of the fluid
domain, there are only a few results available in the literature. Global existence of weak solutions until the
structure touches the boundary of the fluid domain was proved in [18, 10]. Local in time existence of strong
solutions in the corresponding 2D/1D case was recently obtained in [32]. Global in time existence of strong
solution for small data within an “Lp − Lq” framework for heat conducting compressible fluid and a damped
plate equation was established in [29]. Well-posedness and stability of linear compressible fluid-structure systems
were studied in [15, 1]. Let us mention some works in the case of a viscous compressible fluid but with rigid
bodies or elastic structured immersed into the fluid: [9, 8, 7, 6, 23, 31, 22], etc.

The main novelties of our work are the following:

• Regarding the interaction between a purely elastic structure (i.e, no additional damping term) on the
boundary and a viscous fluid, the construction of a mathematical theory for strong solutions with “no
regularity loss” (i.e. a solution such that the unknowns of the system remain in the same Sobolev
spaces as the initial data, at least locally in time) is a challenging and critical issue. We have settled
this issue for the compressible fluid-elastic structure case. In the literature the existing results for the
compressible fluid-elastic structure interaction are stated with a mismatch between the regularities of
the initial data and of the solution: for instance, in [32, Theorem 1.7], there is a loss of order 1/2 in
the space regularity for the fluid velocity at initial time even for the compressible fluid-damped beam
interaction in a 2D/1D framework.

• Previously, the “no regularity loss” issue for the incompressible fluid-elastic structure case has been
obtained in [21] in the 2D/1D framework. Here, we have established the same kind of results in the
compressible fluid-elastic structure case for the 3D/2D framework.

• We do not need initial displacements of the structure to be zero. This is a difference with respect to
some of the previous works, for instance [32]. The case of a system coupling the incompressible Navier-
Stokes equations and a damped beam (respectively wave) with a non zero initial beam displacement
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is addressed in [11, 17] (respectively in [21]). In this article, we have addressed this issue for the
compressible fluid-wave equation case.

The strategy to prove Theorem 1.1 is standard: we first use a change of variables (see Section 2) to write
the system in a fixed spatial domain. In the context of compressible fluid, it is convenient to use a Lagrangian
change of variables, but to take advantage of the geometry we compose it with a geometric transformation.
Then we linearize the system and study in Section 3 the corresponding linear system. This is the main part of
this article. We follow the approach in [21] and start by approximating this linear system by adding a damping
on the wave equation. Then we obtain several a priori estimates and passing to the limit as the damping goes
to 0 allows us to prove a well-posedness result on the linear system (see Theorem 3.1). Finally, in Section 4, we
prove the main result by using the result on the linear system and a fixed point argument.

2. Change of variables

This section is devoted to the construction of the change of variables to transform the fluid domain Fη(t) into
F . This change of variables is the composition of a Lagrangian change of variables and of a geometric change
of variables. More precisely, we first define the transformation X0 : F → Fη01 :

X0(y1, y2, y3) :=
[
y1, y2, (1 + η0

1(y1, y2))y3

]
([y1, y2, y3] ∈ F). (2.1)

We assume that η0
1 satisfies (1.6), so that X0 is C1-diffeomorphism from F onto Fη01 .

Then, our change of variables X is defined as the characteristics associated with the fluid velocity ũ :{
∂tX(t, y) = ũ (t,X(t, y)) , (t > 0),

X(0, y) = X0(y), y ∈ F . (2.2)

If ũ satisfies some good properties, then X is a C1-diffeomorphism from F onto Fη(t) for all t > 0. In that case,

we denote by Y (t, ·) = [X(t, ·)]−1 the inverse of X(t, ·). Using this transformation, we can write (1.1)–(1.3)
using only the fixed domain F . We first write

ρ(t, y) = ρ̃(t,X(t, y)), u(t, y) = ũ(t,X(t, y)), π = aργ . (2.3)

for (t, y) ∈ R+ ×F . In particular,

ρ̃(t, x) = ρ(t, Y (t, x)), ũ(t, x) = u(t, Y (t, x)). (2.4)

for (t, x) ∈ R+ ×Fη(t). We also introduce the notation

BX := Cof∇X, δX := det∇X, AX :=
1

δX
B>XBX , (2.5)

B0 := BX0 , δ0 := δX0 , A0 := AX0 (2.6)

and

T η(y) =

{
η(y1, y2)e3 if y = (y1, y2, 1) ∈ Γ0

0 if y = (y1, y2, 0) ∈ Γb
, (QH)(s) = H(s, 1)e3 · e3 (s ∈ S). (2.7)

Here, we have set
Γ0 = S × {1} .

Then, the system (1.1)–(1.3) becomes
∂tρ+

ρ0

δ0
∇u : B0 = F1 in (0, T )×F ,

ρ0δ0∂tu− divT0(u) = F2 + divH in (0, T )×F ,
∂ttη −∆sη = −Q(T0 +H) in (0, T )× S,

(2.8)

with the boundary conditions
u = T (∂tη) on (0, T )× ∂F , (2.9)

and the initial conditions {
η(0, ·) = η0

1 , ∂tη(0, ·) = η0
2 in S,

ρ(0, ·) = ρ0, u(0, ·) = u0 in F .
(2.10)



6 DEBAYAN MAITY, ARNAB ROY, AND TAKÉO TAKAHASHI

where we have used the following notation

ρ0 := ρ̃0 ◦X0, u0 := ũ0 ◦X0, (2.11)

T0(u) := µ∇uA0 +
µ

δ0
B0(∇u)>B0 +

α

δ0
(B0 : ∇u)B0, (2.12)

F1(ρ, u, η) :=
ρ0

δ0
∇u : B0 − ρ

δX
∇u : BX , F2(ρ, u, η) :=

(
ρ0δ0 − ρδX

)
∂tu, (2.13)

H(ρ, u, η) := µ
(
∇uAX −∇uA0

)
+ µ

(
1

δX
BX(∇u)>BX −

1

δ0
B0(∇u)>B0

)
+ α

(
1

δX
(BX : ∇u)BX −

1

δ0
(B0 : ∇u)B0

)
− aργBX . (2.14)

The characteristics X defined in (2.2) can now be written as

X(t, y) = X0(y) +

∫ t

0

u(r, y) dr, (2.15)

for every y ∈ F and t > 0.
We introduce the following spaces:

Eρ := H1(0, T ;H3(F)) ∩W 1,∞(0, T ;H2(F)), (2.16)

Eu := L2(0, T ;H4(F))3 ∩H1(0, T ;H2(F))3 ∩H2(0, T ;L2(F))3, (2.17)

Eη := L∞(0, T ;H4(S)) ∩W 1,∞(0, T ;H3(S)) ∩H2(0, T ;H2(S)) ∩H3(0, T ;L2(S)). (2.18)

with the norms
‖ρ‖Eρ := ‖ρ‖H1(0,T ;H3(F)) + ‖∂tρ‖L∞(0,T ;H2(F)) , (2.19)

‖u‖Eu := ‖u‖L2(0,T ;H4(F))3 + ‖u‖H1(0,T ;H2(F))3 + ‖u‖H2(0,T ;L2(F))3

+ ‖u‖C0([0,T ];H3(F))3 + ‖u‖C1([0,T ];H1(F))3 , (2.20)

‖η‖Eη := ‖η‖L∞(0,T ;H4(S)) + ‖η‖H2(0,T ;H2(S)) + ‖η‖H3(0,T ;L2(S))

+ ‖∂tη‖L∞(0,T ;H3(S)) + ‖∂ttη‖C0([0,T ];H1(S)) . (2.21)

Let us restate our main result. Using the definition of X0 defined in (2.1), the assumptions (1.6)–(1.10) on
the initial data transformed into the following conditions:

η0
1 ∈ H4(S), min

S

(
1 + η0

1

)
> 0, (2.22)

ρ0 ∈ H3(F), min
F

ρ0 > 0, (2.23)

η0
2 ∈ H3(S), u0 ∈ H3(F)3, u0 = T η0

2 on ∂F , (2.24)

1

ρ0δ0
div
[
T0(u0)− a(ρ0)γB0

]
= T

(
∆sη

0
1 −Q

(
T0(u0)− a(ρ0)γB0

))
on ∂F . (2.25)

Using the above change of variables, Theorem 1.1 can be rephrased as

Theorem 2.1. Assume that
[
ρ0, u0, η0

1 , η
0
2

]
satisfies (2.22)–(2.25). Then there exists T > 0 such that the system

(2.8)-(2.15) admits a unique strong solution [ρ, u, η] ∈ Eρ × Eu × Eη. Moreover,

min
[0,T ]×S

(1 + η) > 0, min
[0,T ]×F

ρ > 0,

and, for all t ∈ [0, T ], X(t, ·) : F → Fη(t) is a C1-diffeomorphism.

Remark 2.2. From the boundary condition (2.9) and the regularity of u, we also get ∂tη ∈ L2(0, T ;H7/2(S)).

Let us give some preliminary results on the change of variables described above. First we state the following
lemma which proof is skipped since it is standard.
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Lemma 2.3. Assume η0
1 satisfies (1.6) and let us consider X0,A0,B0 and δ0 defined by (2.1), (2.5) and (2.6).

Then

δ0 = 1 + η0
1 ,

1

δ0
∈ H4(S), X0 ∈ C∞([0, 1];H4(S))3. B0,A0 ∈ C∞([0, 1];H3(S))9. (2.26)

In particular, X0 ∈W 2,∞(F)3, 1/δ0 ∈W 2,∞(S), B0,A0 ∈W 1,∞(F)9.

Note that with the above lemma, if f̃ ∈ H3(Fη01 ), then

f = f̃ ◦X0 ∈ H3(F),

which justifies the regularity in (2.23), (2.24).
With the definitions (2.5), (2.6), if we have

v = ṽ ◦X0, (2.27)

then we have the following relations:

∇ṽ ◦X0 =
1

δ0
∇v(B0)>, div ṽ ◦X0 =

1

δ0
∇v : B0. (2.28)

Lemma 2.4. Assume v ∈ H1(F)3 such that v1 = v2 = 0 on ∂F . Let T0 be the tensor introduced in (2.12).
Then the following relation holds∫

F
T0(v) : ∇v dy = µ

∫
F

1

δ0
|∇v(B0)>|2 dy + (µ+ α)

∫
F

1

δ0
(∇v : B0)2 dy. (2.29)

In particular, if µ+ α > 0, there exist two constants C,C > 0 such that

C‖∇v‖2L2(F)9 6
∫
F
T0(v) : ∇v dy 6 C‖∇v‖2L2(F)9 . (2.30)

Proof. Relation (2.30) is a consequence of (2.29) with the properties of (δ0)−1 ∈ L∞(F) and ∇X0 ∈ L∞(F)9.
To prove (2.29), we use a standard density argument by first considering v smooth with v1 = v2 = 0 on ∂F

and then pass to the limit. We can thus assume that v is smooth in the remaining part of the proof. Using the
expression (2.12) of T0 and (2.28), we obtain∫

F
T0(v) : ∇v dy =

∫
F

1

δ0

(µ
2

∣∣∇v(B0)> + B0∇v>
∣∣2 + α

(
B0 : ∇v

)2)
dy

=

∫
F
η01

µ

2
|∇ṽ +∇ṽ>|2 + α(div ṽ)2 dx, (2.31)

where ṽ is given by (2.27).
Observe that

µ

2
|∇ṽ +∇ṽ>|2 + α(div ṽ)2 = µ|∇ṽ|2 + (α+ µ)(div ṽ)2 + µ

∑
i,j

∂ṽi
∂xj

∂ṽj
∂xi
− ∂ṽi
∂xi

∂ṽj
∂xj

.

Now, ∑
i,j

∂ṽi
∂xj

∂ṽj
∂xi
− ∂ṽi
∂xi

∂ṽj
∂xj

= 2
∑
i<j

∂ṽi
∂xj

∂ṽj
∂xi
− ∂ṽi
∂xi

∂ṽj
∂xj

and using that ṽi = 0 on ∂Fη01 for i < 3, we deduce by integration by parts that∫
F
η01

2
∑
i<j

∂ṽi
∂xj

∂ṽj
∂xi
− ∂ṽi
∂xi

∂ṽj
∂xj

dx = 0

Combining the above relations together with (2.31) and (2.28), we deduce the result. �

We also need the following integration by parts formulas (see, for instance [21, Lemma 3.6 and Lemma 3.8]):
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Lemma 2.5. Assume v ∈ L2(0, T ;H2(F))3 ∩H1(0, T ;L2(F))3 and ζ ∈ H1(0, T ;L2(S))∩L2(0, T ;H2(S)) with
v = T ζ on ∂F . Then for all t ∈ [0, T ],

−
∫ t

0

∫
F

divT0(v) · ∂tv dydτ =
1

2

∫
F
T0(v(t, y)) : ∇v(t, y) dy − 1

2

∫
F
T0(v(0, y)) : ∇v(0, y) dy

−
∫ t

0

∫
S
Q(T0(v))∂tζ dsdτ.

Assume v ∈ H2(F)3, ζ ∈ H2(S) with v = T ζ on ∂F , and H ∈ H1(F)9. Then for all j = 1, 2,∫
F

divH · ∂yjyjvdy =

∫
F
∂yjH : ∇(∂yjv)dy +

∫
S

(QH)∂sjsjζds.

We end this section with the following result on the product of functions:

Lemma 2.6. Assume f ∈ H1(S) and g ∈ L2(0, 1;H1(S)), then fg ∈ L2(F) and there exists a constant C such
that

‖fg‖L2(F) 6 C ‖f‖H1(S)) ‖g‖L2(0,1;H1(S)) .

In particular, if f ∈ H1(S) and g ∈ H1(F), then fg ∈ L2(F).

3. Linear system

In this section, we consider the following linear problem associated with (2.8)–(2.10):∂tρ+
ρ0

δ0
∇u : B0 = f1 in (0, T )×F ,

ρ(0, ·) = ρ̂0 in F ,
(3.1)


(ρ0δ0)∂tu− divT0(u) = f2 + div h in (0, T )×F ,
u = T (∂tη) on (0, T )× ∂F ,
u(0, ·) = u0 in F ,

(3.2)

{
∂ttη −∆sη = −Q(T0(u) + h) in (0, T )× S,
η(0, ·) = η̂0

1 , ∂tη(0, ·) = η0
2 in S,

(3.3)

where A0,B0 and δ0 are defined in (2.6) and where T0 is defined by (2.12). We also recall that T and Q are
defined by (2.7). In the above system, with respect to system (2.8)–(2.10), the nonlinearities F1, F2 and H have
been replaced by given source terms f1, f2 and h. Moreover since η0

1 and ρ0 are involved in the coefficients of
(3.1)–(3.3), we also replaced the initial conditions of ρ and of η by ρ̂0 and by η̂0

1 .
Throughout this section we assume (2.22)–(2.23). We consider the subset of initial conditions

I =
{ [
ρ̂0, u0, η̂0

1 , η
0
2

]
∈ H3(F)×H3(F)3 ×H4(S)×H3(S), u0 = T η0

2 on ∂F
}
, (3.4)

endowed with the norm∥∥[ρ̂0, u0, η̂0
1 , η

0
2

]∥∥
I :=

∥∥ρ̂0
∥∥
H3(F)

+
∥∥u0
∥∥
H3(F)3

+
∥∥η̂0

1

∥∥
H4(S)

+
∥∥η0

2

∥∥
H3(S)

. (3.5)

We also consider RT , the space of source terms (3.1)-(3.3):

RT =
{

[f1, f2, h] | f1 ∈ L2(0, T ;H3(F)) ∩ L∞(0, T ;H2(F)), f2 ∈ H1(0, T, L2(F))3 ∩ L2(0, T,H2(F))3,

h ∈ H1(0, T ;H1(F))9 ∩ L2(0, T,H3(F))9, f2(0, ·) ∈ H1(F)3, h(0, ·) ∈ H2(F)9
}

(3.6)

with

‖[f1, f2, h]‖RT := ‖f1‖L2(0,T ;H3(F))∩L∞(0,T ;H2(F)) + ‖f2‖H1(0,T,L2(F))3∩L2(0,T,H2(F))3

+ ‖h‖L2(0,T ;H3(F))9∩H1(0,T ;H1(F))9 + ‖f2(0, ·)‖H1(F)3 + ‖h(0, ·)‖H2(F)9 . (3.7)

We recall that Eρ, Eu and Eη are defined by (2.16), (2.17) and (2.18).
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We state the main result of this section:

Theorem 3.1. Assume (2.22) and (2.23). Then for any[
ρ̂0, u0, η̂0

1 , η
0
2

]
∈ I, [f1, f2, h] ∈ RT , (3.8)

satisfying the compatibility conditions

1

ρ0δ0

(
divT0(u0) + f2(0, ·) + div h(0, ·)

)
= T

(
∆sη̂

0
1 −Q(T0(u0) + h(0, ·))

)
on ∂F . (3.9)

the system (3.1)-(3.3) admits a unique solution [ρ, u, η] ∈ Eρ × Eu × Eη and there exists a constant C > 0 such
that

‖[ρ, u, η]‖Eρ×Eu×Eη 6 Ce
CT
(∥∥[ρ̂0, u0, η̂0

1 , η
0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
. (3.10)

3.1. A first result for (3.2)–(3.3). Since the system (3.2)-(3.3) can be solved independently of the system
(3.1), we first start by studying it. We also begin by looking for solutions less regular than in the statement of
Theorem 3.1. More precisely, let us define the following spaces

I0 :=
{ [
u0, η̂0

1 , η
0
2

]
∈ H1(F)3 ×H2(S)×H1(S) ; u0 = T η0

2 on ∂F
}
, (3.11)

R0
T = L2(0, T ;L2(F))3 × L2(0, T ;H1(F))9, (3.12)

E0
u := L2(0, T ;H2(F))3 ∩ C0([0, T ];H1(F))3 ∩H1(0, T ;L2(F))3, (3.13)

E0
η := L∞(0, T ;H2(S)) ∩W 1,∞(0, T ;H1(S)) ∩H2(0, T ;L2(S)), (3.14)

endowed with their canonical norms. With the above notation, our first result for (3.2)-(3.3) states as follows:

Proposition 3.2. Assume (2.22), (2.23). Then for any[
u0, η̂0

1 , η
0
2

]
∈ I0, [f2, h] ∈ R0

T , (3.15)

the system (3.2)–(3.3) admits a unique solution [u, η] ∈ E0
u × E0

η and there exists a constant C > 0 independent
of T such that

‖[u, η]‖E0u×E0η 6 Ce
CT
(∥∥[u0, η̂0

1 , η
0
2

]∥∥
I0 + ‖[f2, h]‖R0

T

)
. (3.16)

In order to show the above result, we first consider the following regularized system, where we add a damping
in the wave equation of size ε ∈ (0, 1):

(ρ0δ0)∂tuε − divT0(uε) = f2 + div h in (0, T )×F ,
uε = T (∂tηε) on (0, T )× ∂F ,
uε(0, ·) = u0 in F ,

(3.17)

{
∂ttηε −∆sηε − ε∆s∂tηε = −Q(T0(uε) + h) in (0, T )× S,
ηε(0, ·) = η̂0

1 , ∂tη(0, ·) = η0
2 in S.

(3.18)

For the above system, we have a maximal regularity property:

Proposition 3.3. Assume (2.22), (2.23) and (3.15). Then the system (3.17)–(3.18) admits a unique solution

uε ∈ E0
u, ηε ∈ H1(0, T ;H2(S)) ∩H2(0, T ;L2(S)). (3.19)

The proof of this proposition is postponed in Appendix A. Using this result, the idea to show Proposition 3.2
is to pass to the limit as ε → 0 in (3.17)–(3.18). For this purpose, we first obtain some estimates independent
on ε for the solutions of (3.17)–(3.18).
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Lemma 3.4. Assume (2.22), (2.23) and (3.15). Let us consider the solution [uε, ηε] of the system (3.17)–(3.18)
with regularity (3.19). Then there exist a constant C1 > 0, independent of ε and T, such that, for any t ∈ (0, T )
we have∫

F
|uε(t, y)|2 dy +

∫
S
|∂tηε(t, s)|2 ds+

∫
S
|∇sηε(t, s)|2 ds

+

∫ t

0

∫
F
|∇uε|2dydτ + ε

∫ t

0

∫
S
|∇s∂tηε|2dsdτ 6 C1

(∥∥[u0, η̂0
1 , η

0
2

]∥∥2

I0 + ‖[f2, h]‖2R0
T

)
. (3.20)

Proof. We multiply the first equation of (3.17) by uε and the first equation of (3.18) by ∂tηε:

1

2

d

dt

(∫
F
ρ0δ0|uε|2 dy +

∫
S

(
|∂tηε|2 + |∇sηε|2

)
ds

)
+

∫
F
T0(uε) : ∇uε dy + ε

∫
S
|∇s∂tηε|2 ds

=

∫
F
f2 · uε dy −

∫
F
h : ∇uε dy. (3.21)

Combining Lemma 2.4 and Poincaré’s inequality, we thus deduce

1

2

d

dt

(∫
F
ρ0δ0|uε|2 dy +

∫
S
|∂tηε|2 ds+

∫
S
|∇sηε|2 ds

)
+ C

∫
F
|∇uε|2 dy

+ ε

∫
S
|∇s∂tηε|2 ds 6 C

(∫
F
|f2|2 dy +

∫
F
|h|2 dy

)
. (3.22)

Integrating the above relation on (0, t) and using that ρ0δ0 ∈ L∞(F), 1/(ρ0δ0) ∈ L∞(F), we deduce (3.20). �

Lemma 3.5. Assume (2.22), (2.23) and (3.15). Let us consider the solution [uε, ηε] of the system (3.17)–(3.18)
with regularity (3.19). Then there exist a constant C2 > 0, independent of ε and T, such that, for any t ∈ (0, T )
we have∫ t

0

∫
F
|∂tuε|2 dydτ +

∫
F
|∇uε(t, ·)|2 dy +

∫ t

0

∫
S
|∂ttηε|2 dsdτ + ε

∫
S
|∇s∂tηε(t, ·)|2 ds

6 C2

(∥∥[u0, η̂0
1 , η

0
2

]∥∥2

I0 + ‖[f2, h]‖2R0
T

+

∫ t

0

∫
S
|∇s∂tηε|2 dsdτ +

∫
S

∆sηε(t, ·)∂tηε(t, ·) dy

)
. (3.23)

Proof. We multiply the first equation of (3.17) by ∂tuε and the first equation of (3.18) by ∂ttηε :∫ t

0

∫
F
ρ0δ0|∂tuε|2 dydτ −

∫ t

0

∫
F

divT0(uε) · ∂tuε dydτ +

∫ t

0

∫
S
|∂ttηε|2 dsdτ +

∫
S
∇sηε · ∇s∂tηε ds

+
ε

2

∫
S
|∇s∂tηε|2 ds =

∫ t

0

∫
F
f2 · ∂tuε dydτ +

∫ t

0

∫
F

div h · ∂tuε dydτ −
∫ t

0

∫
S
Q(T0(uε) + h)∂ttηε dsdτ

+

∫ t

0

∫
S
|∇s∂tηε|2 dsdτ +

∫
S
∇sη̂0

1 · ∇sη0
2 ds+

ε

2

∫
S
|∇sη0

2 |2 ds. (3.24)

Using Lemma 2.5 and

∫
S
∇sηε · ∇s∂tηε ds = −

∫
S

∆sηε∂tηε dy, the relation (3.24) can be written as

∫ t

0

∫
F
ρ0δ0|∂tuε|2dydτ +

1

2

∫
F
T0(uε) : ∇uε dy +

∫ t

0

∫
S
|∂ttηε|2 dsdτ +

ε

2

∫
S
|∇s∂tηε(t, ·)|2 ds

=

∫ t

0

∫
F
f2 · ∂tuεdydτ +

∫ t

0

∫
F

div h · ∂tuε dydτ −
∫ t

0

∫
S

(he3 · e3)∂ttηε dsdτ

+
1

2

∫
F
T0(u0) : ∇u0 dy +

∫
S

∆sηε∂tηε dy +

∫
S
∇sη̂0

1 · ∇sη0
2 dsdτ +

ε

2

∫
S
|∇sη0

2 |2 ds. (3.25)

Using Lemma 2.4 and Young’s inequality, we deduce the result. �
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Lemma 3.6. Assume (2.22), (2.23) and (3.15). Let us consider the solution [uε, ηε] of the system (3.17)–(3.18)
with regularity (3.19). Then there exist a constant C3 > 0, independent of ε and T, such that, for any t ∈ (0, T )
we have

2∑
j=1

∫ t

0

∫
F
|∇(∂yjuε)|2 dydτ +

∫
S
|∇s∂tηε|2ds+

∫
S
|∆sηε|2ds+ ε

∫ t

0

∫
S
|∆s∂tηε|2 dsdτ

6 C3

(∥∥[u0, η̂0
1 , η

0
2

]∥∥2

I0 + ‖[f2, h]‖2R0
T

+

∫ t

0

∫
F
|∂tuε|2dydτ

)
. (3.26)

Proof. We multiply the first equation of (3.17) by

−∆′uε := −
2∑
j=1

∂yjyjuε

and the first equation of (3.18) by −∆s∂tηε and we use Lemma 2.5:

2∑
j=1

∫ t

0

∫
F
∂yjT0(uε) : ∇(∂yjuε)dydτ +

1

2

(∫
S
|∇s∂tηε|2ds+

∫
S
|∆sηε|2ds

)

+ ε

∫ t

0

∫
S
|∆s∂tηε|2dsdτ =

∫ t

0

∫
F
ρ0δ0∂tuε ·∆′uεdydτ −

∫ t

0

∫
F
f2 ·∆′uεdydτ

−
2∑
j=1

∫ t

0

∫
F
∂yjh : ∇(∂yjuε)dydτ +

1

2

(∫
S
|∇sη0

2 |2ds+

∫
S
|∆sη̂

0
1 |2ds

)
. (3.27)

Using the expression (2.12) of T0, we obtain

∂yjT0(uε) = T0(∂yjuε) + Mj

with

Mj := µ∇uε(∂yjA0) + µ∂yj

(
B0

δ0

)
∇u>ε B0 + µ

B0

δ0
∇u>ε (∂yjB0) + α(∇uε : ∂yjB0)

B0

δ0
+ (∇uε : B0)∂yj

(
B0

δ0

)
.

From Lemma 2.3 and Lemma 2.4, we deduce that∫
F
∂yjT0(uε) : ∇(∂yjuε)dy > C0

∥∥∇(∂yjuε)
∥∥2

L2(F)9
− C ‖∇uε‖2L2(F)9 (3.28)

for some constants C0, C > 0. Moreover, there exists a constant C > 0 such that∣∣∣∣∣∣
∫ t

0

∫
F
ρ0δ0∂tuε ·∆′uεdydτ −

∫ t

0

∫
F
f2 ·∆′uεdydτ −

2∑
j=1

∫ t

0

∫
F
∂yjh : ∇(∂yjuε)dydτ

∣∣∣∣∣∣
6
C0

2

2∑
j=1

∫ t

0

∫
F
|∇(∂yjuε)|2 dydτ + C

(∫ t

0

∫
F
|∂tuε|2dydτ + ‖[f2, h]‖2R0

T

)
. (3.29)

Combining (3.27), (3.28), (3.29) and using (3.20), we deduce (3.26). �

Lemma 3.7. Assume (2.22), (2.23) and (3.15). Let us consider the solution [uε, ηε] of the system (3.17)–(3.18)
with regularity (3.19). Then there exist two constants C4, C5 > 0, independent of ε and T, such that, for any
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t ∈ (0, T ) we have∫ t

0

∫
F
|∂tuε|2 dydτ +

∫
F
|∇uε(t, ·)|2 dy +

∫ t

0

∫
S
|∂ttηε|2 dsdτ + ε

∫
S
|∇s∂tηε(t, ·)|2 ds

+

2∑
j=1

∫ t

0

∫
F
|∇(∂yjuε)|2 dydτ +

∫
S
|∇s∂tηε|2ds+

∫
S
|∆sηε|2ds+ ε

∫ t

0

∫
S
|∆s∂tηε|2 dsdτ

6 C4e
C5T

(∥∥[u0, η̂0
1 , η

0
2

]∥∥2

I0 + ‖[f2, h]‖2R0
T

)
. (3.30)

Proof. We multiply (3.23) and (3.26) by respectively a = 1/(2C3) and by b = a2 and we add them:

a

∫ t

0

∫
F
|∂tuε|2 dydτ + a

∫
F
|∇uε(t, ·)|2 dy + a

∫ t

0

∫
S
|∂ttηε|2 dsdτ + aε

∫
S
|∇s∂tηε(t, ·)|2 ds

+ b

2∑
j=1

∫ t

0

∫
F
|∇(∂yjuε)|2 dydτ + b

∫
S
|∇s∂tηε|2ds+ b

∫
S
|∆sηε|2ds+ bε

∫ t

0

∫
S
|∆s∂tηε|2 dsdτ

6 (aC2 + bC3)
(∥∥[u0, η̂0

1 , η
0
2

]∥∥2

I0 + ‖[f2, h]‖2R0
T

)
+ aC2

∫ t

0

∫
S
|∇s∂tηε|2 dsdτ

+
b

4

∫
S
|∆sηε(t, ·)|2 dy + C2

2

∫
S
|∂tηε(t, ·)|2 ds+

a

2

∫ t

0

∫
F
|∂tuε|2dydτ. (3.31)

Combining this with (3.20) and with Grönwall’s inequality, we deduce (3.30) �

We are now in a position to prove Proposition 3.2.

Proof of Proposition 3.2. Using (3.20) and (3.30), we can pass to the limit as ε to zero in (3.17)–(3.18). We
obtain a solution [u, η] of (3.2)–(3.3) with

u ∈ L∞(0, T ;H1(F))3 ∩H1(0, T ;L2(F))3, ∂yiyju ∈ L2(0, T ;L2(F))3 if (i, j) 6= (3, 3), (3.32)

η ∈ L∞(0, T ;H2(S)) ∩W 1,∞(0, T ;H1(S)) ∩H2(0, T ;L2(S)), (3.33)

It remains to show that ∂y3y3u ∈ L2(0, T ;L2(F))3. From (3.2) and (2.12) we obtain

− D∂y3y3u = f2 + div h− ρ0δ0∂tu+R, (3.34)

where

Di,j = µA0
3,3δi,j +

µ+ α

δ0
B0
i,3B0

j,3 =
µ

δ0

∑
k

(
B0
k,3

)2
δi,j +

µ+ α

δ0
B0
i,3B0

j,3, (3.35)

and where R is a linear combination of terms of the form

∂2ui1
∂yi2∂yi3

1

δ0
B0
i4,i5B

0
i6,i7 , (i2, i3) 6= (3, 3), and

∂ui1
∂yi2

∂

∂yi3

(
1

δ0
B0
i4,i5B

0
i6,i7

)
. (3.36)

From (1.4) and Lemma 2.3, we deduce that D ∈ L∞(F)9 is a symmetric positive matrix. Moreover, using
that B0

3,3 = 1, we deduce from (3.35) that D−1 ∈ L∞(F)9 and using (3.32), (3.33), we conclude the proof of
Proposition 3.2. �

3.2. Proof of Theorem 3.1. In order to prove Theorem 3.1, we first focus on the system (3.2)–(3.3) and
extend Proposition 3.2.

Proof of Theorem 3.1. Comparing (3.4), (3.6) with (3.11), (3.12), we can apply Proposition 3.2 to obtain a
solution [u, η] ∈ E0

u × E0
η of (3.2)–(3.3), with the estimate

‖[u, η]‖E0u×E0η 6 Ce
CT
(∥∥[ρ̂0, u0, η̂0

1 , η
0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
. (3.37)

Now we are going to differentiate (3.2)–(3.3) in time and in space to deduce higher regularity results. To preserve
the boundary conditions, we only differentiate in the tangential directions, that with respect to yj , j < 3. We
then use the system to recover the regularity in the e3 direction. The last step consists in solving (3.1).
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Step 1: Differentiating (3.2)–(3.3) with respect to time, we deduce that

u = ∂tu, η = ∂tη

satisfy 
(ρ0δ0)∂tu− divT0(u) = f2 + div h in (0, T )×F ,
u = T (∂tη) on (0, T )× ∂F ,
u(0, ·) = u0 in F ,

(3.38)

{
∂ttη −∆sη = −Q(T0(u) + h) in (0, T )× S,
η(0, ·) = η0

1, ∂tη(0, ·) = η0
2 in S,

(3.39)

where

f2 = ∂tf2, h = ∂th, u0 =
1

ρ0δ0

(
divT0(u0) + f2(0, ·) + div h(0, ·)

)
,

η0
1 = η0

2 , η0
2 = ∆sη̂

0
1 − T0(u0)e3 · e3 − h(0, ·)e3 · e3.

From (2.23) and Lemma 2.3, we have 1/(ρ0δ0) ∈ H3(F). Thus from (3.4), (3.6) and (3.9), we deduce that[
f2, h

]
∈ R0

T

[
u0, η0

1, η
0
2

]
∈ I0,

and ∥∥[f2, h
]∥∥
R0
T

+
∥∥[u0, η0

1, η
0
2

]∥∥
I0 6 Ce

CT
(∥∥[ρ̂0, u0, η̂0

1 , η
0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
. (3.40)

Therefore, by Proposition 3.2, [∂tu, ∂tη] ∈ E0
u × E0

η , with

‖[∂tu, ∂tη]‖E0u×E0η 6 Ce
CT
(∥∥[ρ̂0, u0, η̂0

1 , η
0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
. (3.41)

Step 2: Differentiating (3.2)–(3.3) with respect to yj , j = 1, 2, we deduce that

ũ = ∂yju, η̃ = ∂yjη,

satisfy 
(ρ0δ0)∂tũ− divT0(ũ) = f̃2 + div h̃ in (0, T )×F ,
ũ = T (∂tη̃) on (0, T )× ∂F ,
ũ(0, ·) = ũ0 in F ,

(3.42)

{
∂ttη̃ −∆sη̃ = −Q(T0(ũ) + h̃) in (0, T )× S,
η̃(0, ·) = η̃0

1 , ∂tη̃(0, ·) = η̃0
2 in S,

(3.43)

where
f̃2 = ∂yjf2 − ∂yj (ρ0δ0)∂tu,

h̃ = ∂yjh+ µ∇u(∂yjA0) + µ∂yj

(
B0

δ0

)
∇u>B0 + µ

B0

δ0
∇u>(∂yjB0)

+ α(∇u : ∂yjB0)
B0

δ0
+ α(∇u : B0)∂yj

(
B0

δ0

)
,

ũ0 = ∂yju
0, η̃0

1 = ∂yj η̂
0
1 , η̃0

2 = ∂yjη
0
2 .

From (3.4), we obtain
[
ũ0, η̃0

1 , η̃
0
2

]
∈ I0. On the other hand, from (3.6), (2.23), (3.37), Lemma 2.3 and

Lemma 2.6, we deduce
[
f̃2, h̃

]
∈ R0

T , and there exists a constant C > 0 such that∥∥∥[f̃2, h̃
]∥∥∥
R0
T

+
∥∥[ũ0, η̃0

1 , η̃
0
2

]∥∥
I0 6 C

(∥∥[ρ̂0, u0, η̂0
1 , η

0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
. (3.44)

Therefore, by Proposition 3.2,
[
∂yju, ∂yjη

]
∈ E0

u × E0
η , j = 1, 2, and∥∥[∂yju, ∂yjη]∥∥E0u×E0η 6 CeCT (∥∥[ρ̂0, u0, η̂0

1 , η
0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
, j = 1, 2. (3.45)
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Step 3: Differentiating (3.2)–(3.3) with respect to yj and to yk, j, k ∈ {1, 2}, we deduce that

ǔ = ∂yjyku, η̌ = ∂yjykη,

satisfy 
(ρ0δ0)∂tǔ− divT0(ǔ) = f̌2 + div ȟ in (0, T )×F ,
ǔ = T (∂tη̌) on (0, T )× ∂F ,
ǔ(0, ·) = ǔ0 in F ,

(3.46)

{
∂ttη̌ −∆sη̌ = −Q(T0(ǔ) + ȟ) in (0, T )× S,
η̌(0, ·) = η̌0

1 , ∂tη̌(0, ·) = η̌0
2 in S,

(3.47)

where
f̌2 = ∂yjykf2 − ∂yjyk(ρ0δ0)∂tu− ∂yj (ρ0δ0)∂t(∂yku)− ∂yk(ρ0δ0)∂t(∂yju),

and where ȟ is the sum of ∂yjykh and of a linear combination of terms of the form

∂2ui1
∂yi2∂yi3

∂

∂yi4

(
1

δ0

)
B0
i5,i6B

0
i7,i8 ,

∂2ui1
∂yi2∂yi3

1

δ0

∂B0
i5,i6

∂yi4
B0
i7,i8 , (i2, i3) 6= (3, 3), (3.48)

∂ui1
∂yi2

∂2

∂yi3∂yi4

(
1

δ0

)
B0
i5,i6B

0
i7,i8 ,

∂ui1
∂yi2

∂

∂yi3

(
1

δ0

)
∂B0

i5,i6

∂yi4
B0
i7,i8 , (3.49)

and
∂ui1
∂yi2

1

δ0

∂2B0
i5,i6

∂yi3∂yi4
B0
i7,i8 ,

∂ui1
∂yi2

1

δ0

∂B0
i5,i6

∂yi3

∂B0
i7,i8

∂yi4
. (3.50)

The initial conditions are given by

ǔ0 = ∂yjyku
0, η̌0

1 = ∂yjyk η̂
0
1 , η̌0

2 = ∂yjykη
0
2 .

From (3.4), we obtain
[
ǔ0, η̌0

1 , η̌
0
2

]
∈ I0. From (3.6), we have ∂yjykf2 ∈ L2(0, T ;L2(F))3. From (2.22), (2.23),

we have ∂yjyk(ρ0δ0) ∈ H1(F) and using (3.41), we deduce that ∂yjyk(ρ0δ0)∂tu ∈ L2(0, T ;L2(F))3. Similarly,

∂yj (ρ
0δ0)∂t(∂yku), ∂yk(ρ0δ0)∂t(∂yju) ∈ L2(0, T ;L2(F))3 and thus f̌2 ∈ L2(0, T ;L2(F))3.

In order to show that ȟ ∈ L2(0, T ;H1(F))9, we already notice that from (3.6), ∂yjykh ∈ L2(0, T ;H1(F))9.

Then we need to show that the gradients of the terms of the form (3.48)–(3.50) are in L2(0, T ;L2(F))9. This
can be done in a systematic way, we only point out here the more complicated terms.

First, from (3.45), we deduce that

∇u ∈ L2(0, T ;L2(0, 1;H2(S)))9 ∩ L2(0, T ;H1(0, 1;H1(S)))9.

Moreover, from Lemma 2.3, we have that

∇2B0 ∈ C∞([0, 1];H1(S))81.

Thus using Lemma 2.6, we deduce that

∂2ui1
∂yi2∂yi3

1

δ0

∂2B0
i5,i6

∂yi4∂yi9
B0
i7,i8 ,

∂ui1
∂yi2

1

δ0

∂3B0
i5,i6

∂yi3∂yi4∂yi9
B0
i7,i8 ∈ L2(0, T ;L2(F)).

The other terms involved in the derivatives of ȟ are of the form

∂3ui1
∂yi2∂yi3∂yi9

∂

∂yi4

(
1

δ0

)
B0
i5,i6B

0
i7,i8 ,

∂3ui1
∂yi2∂yi3∂yi9

1

δ0

∂B0
i5,i6

∂yi4
B0
i7,i8 , (i2, i3) 6= (3, 3), (3.51)

∂2ui1
∂yi2∂yi3

∂2

∂yi4∂yi9

(
1

δ0

)
B0
i5,i6B

0
i7,i8 ,

∂2ui1
∂yi2∂yi3

∂

∂yi9

(
1

δ0

)
∂B0

i5,i6

∂yi4
B0
i7,i8 , (3.52)

∂2ui1
∂yi2∂yi3

1

δ0

∂B0
i5,i6

∂yi4

∂B0
i7,i8

∂yi9
,

∂2ui1
∂yi2∂yi3

1

δ0

∂2B0
i5,i6

∂yi4∂yi9
B0
i7,i8 , (3.53)

∂ui1
∂yi2

∂3

∂yi3∂yi4∂yi9

(
1

δ0

)
B0
i5,i6B

0
i7,i8 ,

∂ui1
∂yi2

∂2

∂yi3∂yi4

(
1

δ0

)
∂B0

i5,i6

∂yi9
B0
i7,i8 , (3.54)
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∂ui1
∂yi2

∂

∂yi3

(
1

δ0

)
∂2B0

i5,i6

∂yi4∂yi9
B0
i7,i8 ,

∂ui1
∂yi2

∂

∂yi3

(
1

δ0

)
∂B0

i5,i6

∂yi4

∂B0
i7,i8

∂yi9
, (3.55)

and
∂ui1
∂yi2

1

δ0

∂3B0
i5,i6

∂yi3∂yi4∂yi9
B0
i7,i8 ,

∂ui1
∂yi2

1

δ0

∂2B0
i5,i6

∂yi3∂yi4

∂B0
i7,i8

∂yi9
. (3.56)

Using (3.37), (3.45), Lemma 2.3 and Lemma 2.6, one can check that they belong to L2(0, T ;L2(F)) and∥∥[f̌2, ȟ
]∥∥
R0
T

+
∥∥[ǔ0, η̌0

1 , η̌
0
2

]∥∥
I0 6 C

(∥∥[ρ̂0, u0, η̂0
1 , η

0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
. (3.57)

Therefore, by Proposition 3.2,
[
∂yjyku, ∂yjykη

]
∈ E0

u × E0
η , j, k ∈ {1, 2} with the estimate∥∥[∂yjyku, ∂yjykη]∥∥E0u×E0η 6 C (∥∥[ρ̂0, u0, η̂0

1 , η
0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
, (j, k ∈ {1, 2}). (3.58)

Step 4: regularity in the e3 direction. From (3.37), (3.41), (3.45) and (3.58), it only remains (see (2.17), (2.18))
to show that

∂y3y3y3u, ∂y1y3y3y3u, ∂y2y3y3y3u, ∂y3y3y3y3u ∈ L2(0, T ;L2(F))3.

We are going to use (3.34), (3.35) and (3.36) and combine it with the fact that we have already (using Step 1
and (2.22), (2.23))

f2 + div h− ρ0δ0∂tu ∈ L2(0, T ;H2(F))9.

Differentiating (3.34) with respect to y3 yields

− D∂y3y3y3u = ∂y3
(
f2 + div h− ρ0u0∂tu

)
+ ∂y3R+ (∂y3D) ∂y3y3u, (3.59)

We can check that ∂y3R+ (∂y3D) ∂y3y3u is a linear combination of terms of the form

∂3ui1
∂yi2∂yi3∂yi8

1

δ0
B0
i4,i5B

0
i6,i7 , (i2, i3) 6= (3, 3), (3.60)

∂2ui1
∂yi2∂yi3

∂

∂yi8

(
1

δ0

)
B0
i4,i5B

0
i6,i7 ,

∂2ui1
∂yi2∂yi3

1

δ0

∂B0
i4,i5

∂yi8
B0
i6,i7 . (3.61)

∂ui1
∂yi2

∂

∂yi3∂yi8

(
1

δ0

)
B0
i4,i5B

0
i6,i7 ,

∂ui1
∂yi2

∂

∂yi8

(
1

δ0

)
∂B0

i4,i5

∂yi3
B0
i6,i7 , (3.62)

∂ui1
∂yi2

1

δ0

∂2B0
i4,i5

∂yi3∂yi8
B0
i6,i7 ,

∂ui1
∂yi2

1

δ0

∂B0
i4,i5

∂yi3

∂B0
i6,i7

∂yi8
. (3.63)

As in Step 3, one can check that all the above terms are in L2(0, T ;L2(F)) and thus, since D−1 ∈ L∞(F)9, we
deduce that ∂y3y3y3u ∈ L2(0, T ;L2(F))3. Then we differentiate (3.59) with respect to yk, k = 1, 2:

− D∂y3y3y3yku = ∂y3yk
(
f2 + div h− ρ0u0∂tu

)
+ ∂yk (∂y3R+ (∂y3D) ∂y3y3u) + (∂ykD) ∂y3y3y3u. (3.64)

The last three terms of (3.64) are the linear combination of terms in (3.51)–(3.56) and of terms of the form

∂4ui1
∂yi2∂yi3∂yi8∂yk

1

δ0
B0
i4,i5B

0
i6,i7 , (i2, i3) 6= (3, 3), k 6= 3, (3.65)

∂3ui1
∂y3∂y3∂yi9

∂

∂yi4

(
1

δ0

)
B0
i5,i6B

0
i7,i8 ,

∂3ui1
∂y3∂y3∂yi9

1

δ0

∂B0
i5,i6

∂yi4
B0
i7,i8 . (3.66)

Using (3.45) and that ∂y3y3y3u ∈ L2(0, T ;L2(F))3, we deduce that the above terms are also in L2(0, T ;L2(F)).

Thus, ∂y3y3y3yku ∈ L2(0, T ;L2(F))3, for k = 1, 2.
Finally, we differentiate (3.59) with respect to y3:

− D∂y3y3y3y3u = ∂y3y3
(
f2 + div h− ρ0u0∂tu

)
+ ∂y3 (∂y3R+ (∂y3D) ∂y3y3u) + (∂y3D) ∂y3y3y3u. (3.67)

The last three terms of (3.67) are the linear combination of terms in (3.51)–(3.56), (3.65)–(3.66) and of terms
of the form

∂4ui1
∂y3∂y3∂y3∂yk

1

δ0
B0
i4,i5B

0
i6,i7 , k 6= 3, (3.68)
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that is in L2(0, T ;L2(F)) since ∂y3y3y3yku ∈ L2(0, T ;L2(F))3, for k = 1, 2. We deduce that ∂y3y3y3y3u ∈
L2(0, T ;L2(F))3.

Step 5: solving (3.1). From (2.23), Lemma 2.3 and the above steps, we find that
ρ0

δ0
∇u : B0 ∈ L2(0, T ;H3(F))∩

L∞(0, T ;H2(F)). This yields that ρ ∈ Eρ and this ends the proof of Theorem 3.1. �

4. Proof of Theorem 2.1

In this section, we prove Theorem 2.1, that is the local existence and uniqueness of strong solutions for the
system (2.8)-(2.15). The method is standard, we use a fixed-point argument by noticing that a solution of the
system (2.8)-(2.15) is a solution of (3.1)-(3.3) with the source terms

[f1, f2, h] = [F1, F2, H] ,

where the nonlinearities F1, F2, H are given by (2.13)-(2.14).
Let us assume that the initial condition

[
ρ0, u0, η0

1 , η
0
2

]
satisfies (2.22)-(2.25). Note that this implies in

particular that
[
ρ0, u0, η0

1 , η
0
2

]
∈ I (see (3.4)). For all T > 0 and R > 0, let us consider the following closed

subset of RT (see (3.6)):

BT,R =
{

[f1, f2, h] ∈ RT ; f2(0, ·) = 0, h(0, ·) = −a(ρ0)γB0, ‖[f1, f2, h]‖RT 6 R
}
. (4.1)

From Lemma 2.3 and (2.23), there exists R > 0 such that∥∥a(ρ0)γB0
∥∥
H3(F)9

6 R, (4.2)

and thus if T 6 1, then BT,R is non empty. We also take R such that∥∥[ρ0, u0, η0
1 , η

0
2

]∥∥
I 6 R. (4.3)

With R satisfying (4.2)-(4.3), we define the map

N : BT,R → BT,R, [f1, f2, h]→ [F1, F2, H] ,

where [ρ, u, η] is the solution to the system (3.1)-(3.3) associated with the source term [f1, f2, h] and with the
initial condition

[
ρ0, u0, η0

1 , η
0
2

]
and where F1, F2, H are given by (2.13)-(2.14). In order to prove Theorem 2.1,

we show below that, for T small enough, N is well-defined, N (BT,R) ⊂ BT,R and N|BT,R is a strict contraction.

First, note that (2.25) and (4.1) yield the compatibility condition (3.9) with ρ̂0 = ρ0, η̂0
1 = η0

1 . Thus, we
can apply Theorem 3.1 to conclude that the system (3.1)-(3.3) admits a unique solution [ρ, u, η] ∈ Eρ × Eu × Eη
and there exists a constant C > 0 independent of T such that

‖[ρ, u, η]‖Eρ×Eu×Eη 6 Ce
CT
(∥∥[ρ0, u0, η0

1 , η
0
2

]∥∥
I + ‖[f1, f2, h]‖RT

)
.

In all what follows, we assume to simplify that T 6 1 and the constants C used in the estimate can depend on
R and on the initial conditions. For instance using the above estimate, and (4.1), (4.2), (4.3) we deduce

‖ρ‖H1(0,T ;H3(F)) + ‖∂tρ‖L∞(0,T ;H2(F)) + ‖u‖L2(0,T ;H4(F))3 + ‖u‖H1(0,T ;H2(F))3 + ‖u‖H2(0,T ;L2(F))3

+ ‖u‖C0([0,T ];H3(F))3 + ‖u‖C1([0,T ];H1(F))3 + ‖η‖L∞(0,T ;H4(S)) + ‖η‖H2(0,T ;H2(S)) + ‖η‖H3(0,T ;L2(S))

+ ‖∂tη‖L∞(0,T ;H3(S)) + ‖∂ttη‖C0([0,T ];H1(S)) 6 C. (4.4)

Since ρ(0, ·) = ρ0, the above estimate implies

‖ρ− ρ0‖L∞(0,T ;H3(F)) 6 CT
1/2. (4.5)

In particular, for T small enough, combining the above relation with condition (2.23), we deduce for any α ∈ R;

‖ρα‖L∞(0,T ;H3(F)) 6 C. (4.6)

Combining (2.15), (4.4), (2.17) and Lemma 2.3 yields

‖X −X0‖L∞(0,T ;H4(F))3 6 CT
1/2, ‖X‖L∞(0,T ;H4(F))3 + ‖X‖H1(0,T ;H4(F))3 6 C. (4.7)
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We deduce from the above estimates that X is a C1-diffeomorphism for T small enough. Similarly, BX and δX
defined by (2.5) satisfy

‖BX − B0‖L∞(0,T ;H3(F))9 6 CT
1/2, ‖BX‖L∞(0,T ;H3(F))9 + ‖BX‖H1(0,T ;H3(F))9 6 C, (4.8)

‖δX − δ0‖L∞(0,T ;H3(F)) 6 CT
1/2, ‖δX‖L∞(0,T ;H3(F)) + ‖δX‖H1(0,T ;H3(F)) 6 C, (4.9)

and, in particular, there exists c0 depending on η0
1 such that for T small enough

δX > c0 > 0.

Thus, we also have∥∥∥∥ 1

δX
− 1

δ0

∥∥∥∥
L∞(0,T ;H3(F))

6 CT 1/2,

∥∥∥∥ 1

δX

∥∥∥∥
L∞(0,T ;H3(F))

+

∥∥∥∥ 1

δX

∥∥∥∥
H1(0,T ;H3(F))

6 C. (4.10)

Using the above estimates and (2.5)-(2.6), we obtain

‖AX − A0‖L∞(0,T ;H3(F))9 6 CT
1/2, ‖AX‖L∞(0,T ;H3(F))9 + ‖AX‖H1(0,T ;H3(F))9 6 C. (4.11)

Regarding the time derivatives, we deduce from (4.4), (2.17) the following estimates

‖∂tX‖L∞(0,T ;H3(F))3 6 C, ‖∂tBX‖L∞(0,T ;H2(F))9 6 C, ‖∂tδX‖L∞(0,T ;H2(F)) 6 C,

‖∂tAX‖L∞(0,T ;H2(F))9 6 C,

∥∥∥∥∂t( 1

δX

)∥∥∥∥
L∞(0,T ;H2(F))

6 C. (4.12)

Using the above results, we can now estimate [F1, F2, H] given by (2.13)-(2.14) in the norm (3.7) (see, for
instance [40, Proposition 2.4] for a similar computation):

‖F1(ρ, u, η)‖L2(0,T ;H3(F)) 6

∥∥∥∥ρ0

δ0

∥∥∥∥
L∞(0,T ;H3(F))

‖∇u‖L2(0,T ;H3(F))9‖B0 − BX‖L∞(0,T ;H3(F))9

+

∥∥∥∥ρ0

δ0
− ρ

δX

∥∥∥∥
L∞(0,T ;H3(F))

‖∇u‖L2(0,T ;H3(F))9‖BX‖L∞(0,T ;H3(F))9 6 CT
1/2, (4.13)

‖F1(ρ, u, η)‖L∞(0,T ;H2(F)) 6

∥∥∥∥ρ0

δ0

∥∥∥∥
L∞(0,T ;H3(F))

‖∇u‖L∞(0,T ;H2(F))9‖B0 − BX‖L∞(0,T ;H3(F))9

+

∥∥∥∥ρ0

δ0
− ρ

δX

∥∥∥∥
L∞(0,T ;H3(F))

‖∇u‖L∞(0,T ;H2(F))9‖BX‖L∞(0,T ;H3(F))9 6 CT
1/2, (4.14)

‖F2(ρ, u, η)‖L2(0,T ;H2(F))3 6
∥∥ρ0δ0 − ρδX

∥∥
L∞(0,T ;H3(F))

‖∂tu‖L2(0,T ;H2(F))3 6 CT
1/2, (4.15)

‖∂tF2‖L2(0,T ;L2(F))3 6 T
1/2‖∂tρ‖L∞(0,T ;H2(F))‖δX‖L∞(0,T ;H3(F))‖∂tu‖L∞(0,T ;H1(F))3

+ T 1/2‖ρ‖L∞(0,T ;H3(F))‖∂t(δX)‖L∞(0,T ;H2(F))‖∂tu‖L∞(0,T ;H1(F))3

+ ‖ρ0δ0 − ρδX‖L∞(0,T ;H3(F))‖∂ttu‖L2(0,T ;L2(F))3 6 CT
1/2, (4.16)

‖H‖L2(0,T ;H3(F))9 6 C
(
‖AX − A0‖L∞(0,T ;H3(F))9‖∇u‖L2(0,T ;H3(F))9

+

∥∥∥∥B0

δ0
− BX
δX

∥∥∥∥
L∞(0,T ;H3(F))9

‖∇u‖L2(0,T ;H3(F))9‖BX‖L∞(0,T ;H3(F))9

+

∥∥∥∥B0

δ0

∥∥∥∥
L∞(0,T ;H3(F))9

‖∇u‖L2(0,T ;H3(F))9‖B0 − BX‖L∞(0,T ;H3(F))9

+ T 1/2‖ργ‖L∞(0,T ;H3(F))‖BX‖L∞(0,T ;H3(F))9

)
6 CT 1/2, (4.17)
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‖∂tH‖L2(0,T ;H1(F))9

6 C
(
‖AX − A0‖L∞(0,T ;H3(F))9‖∂t∇u‖L2(0,T ;H1(F))9 + T 1/2‖∇u‖L∞(0,T ;H2(F))9‖∂t(AX)‖L∞(0,T ;H2(F))9

+ T 1/2‖∇u‖L∞(0,T ;H2(F))9

∥∥∥∥∂t(BX
δX

)∥∥∥∥
L∞(0,T ;H2(F))9

‖BX‖L∞(0,T ;H3(F))9

+

∥∥∥∥B0

δ0
− BX
δX

∥∥∥∥
L∞(0,T ;H3(F))9

‖∂t∇u‖L2(0,T ;H1(F))9‖BX‖L∞(0,T ;H3(F))9

+

∥∥∥∥BXδX
∥∥∥∥
L∞(0,T ;H3(F))9

‖∇u‖L2(0,T ;H3(F))9‖∂tBX‖L∞(0,T ;H2(F))9

+

∥∥∥∥B0

δ0

∥∥∥∥
L∞(0,T ;H3(F))9

‖∂t∇u‖L2(0,T ;H1(F))9‖B0 − BX‖L∞(0,T ;H3(F))9

+ T 1/2‖ργ−1‖L∞(0,T ;H3(F))‖∂tρ‖L∞(0,T ;H2(F))‖BX‖L∞(0,T ;H3(F))9

+ T 1/2‖ργ‖L∞(0,T ;H3(F))‖∂tBX‖L∞(0,T ;H2(F))9

)
6 CT 1/2. (4.18)

Combining the above estimates, we deduce

‖N (f1, f2, h)‖RT 6 CT 1/2.

Thus for T small enough N (BT,R) ⊂ BT,R.
To show that N|BT,R is a strict contraction, we proceed in a similar way: we consider[

f i1, f
i
2, h

i
]
∈ BT,R, i = 1, 2

and we denote by
[
ρi, ui, ηi

]
the solution of the system (3.1)-(3.3) associated with[

f i1, f
i
2, h

i
]
∈ RT and

[
ρ0, u0, η0

1 , η
0
2

]
∈ I.

We define

[f1, f2, h] =
[
f1

1 , f
1
2 , h

1
]
−
[
f2

1 , f
2
2 , h

2
]
, [ρ, u, η] =

[
ρ1, u1, η1

]
−
[
ρ2, u2, η2

]
.

We can apply Theorem 3.1 and deduce that

‖[ρ, u, η]‖Eρ×Eu×Eη 6 C ‖[f1, f2, h]‖RT .

Since the initial conditions of [ρ, u, η] are zero, we have

‖ρ‖L∞(0,T ;H3(F)) 6 CT
1/2 ‖[f1, f2, h]‖RT .

We obtain similarly

‖X1 −X2‖L∞(0,T ;H4(F))3 6 CT
1/2 ‖[f1, f2, h]‖RT ,

and we deduce similar estimates for BX1 − BX2 , AX1 − AX2 , δX1 − δX2 . Proceeding as before, we obtain that
F1, F2, H given by (2.13)-(2.14) satisfy

‖F1(ρ1, u1, η1)− F1(ρ2, u2, η2)‖L2(0,T ;H3(F)) + ‖F1(ρ1, u1, η1)− F1(ρ2, u2, η2)‖L∞(0,T ;H2(F))

+ ‖F2(ρ1, u1, η1)− F2(ρ2, u2, η2)‖L2(0,T ;H2(F))3 + ‖F2(ρ1, u1, η1)− F2(ρ2, u2, η2)‖H1(0,T ;L2(F))3

+ ‖H(ρ1, u1, η1)−H(ρ2, u2, η2)‖L2(0,T ;H3(F))9 + ‖H(ρ1, u1, η1)−H(ρ2, u2, η2)‖H1(0,T ;H1(F))9

6 CT 1/2 ‖[f1, f2, h]‖RT .

Hence, for T small enough, we have N|BT,R is a strict contraction. �
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Appendix A. Proof of Proposition 3.3

In order to prove Proposition 3.3, we show that the linear operator corresponding to the system (3.17)–(3.18)
is the generator of an analytic semigroup in a suitable function space. More precisely, we first consider

XF :=
[
L2(F)

]3
, D(AF ) =

(
H2(F) ∩H1

0 (F)
)3
, AF =

1

ρ0δ0
divT0 : D(AF )→ XF . (A.1)

Due to (2.22)–(2.23) (see Lemma 2.3), the above operator is well-defined. By using the measure ρ0δ0 dy for XF
instead of the Lebesgue measure dy (which gives an equivalent norm), we deduce by integrations by parts that

AF is symmetric. Moreover, using Lemma 2.3 and Lemma 2.4, we also deduce that − 1

ρ0δ0
divT0 is a strongly

elliptic operator of order 2. Therefore by [36, Lemma 3.2, p.263], AF is an isomorphism from D(AF ) onto XF .
In particular, AF is a self-adjoint operator and generates an analytic semigroup on XF (see for instance [5,
Proposition 2.11, p. 122]).

Using again [36, Lemma 3.2, p.263], we introduce the operator DF ∈ L(H2(S), H2(F)3), defined as follows:
w = DF g is the solution of the system

− divT0w = 0 in F , w = T g on ∂F . (A.2)

By a standard transposition method, the operator DF can be extended as DF ∈ L(L2(S), L2(F)3).
Now, we introduce the operator

XS := H2(S)× L2(S), D(AS) = H2(S)×H2(S), AS =

[
0 I

∆s ε∆s

]
: D(AS)→ XS . (A.3)

From [41, Proposition 2.2], we know that AS generates an analytic semigroup on XS .
Using the above operators, and by setting

η1,ε = ηε, η2,ε = ∂tηε,

we can write the system (3.17)–(3.18) as follows:

d

dt

 uεη1,ε

η2,ε

 = AFS

 uεη1,ε

η2,ε

+

f2 + div h
0
−Qh

 ,
 uεη1,ε

η2,ε

 (0) =

u0

η̂0
1

η0
2

 , (A.4)

where AFS : D(AFS)→ X is defined by

X = XF ×XS , (A.5)

D(AFS) =
{

[u, η1, η2]> ∈ H2(F)3 ×D(AS) ; u−DF η2 ∈ D(AF )
}
, (A.6)

AFS = A0
FS + BFS ,

with

A0
FS

 uεη1,ε

η2,ε

 =

AF (uε −DF η2,ε)

AS

[
η1,ε

η2,ε

]  and BFS

 uεη1,ε

η2,ε

 =

 0
0

−QT0(uε)

 . (A.7)

Using the analyticity of AF and AS , we can show as in the proof of [29, Theorem 4.2] that A0
FS generates an

analytic semigroup on X . Moreover, using Lemma 2.3, standard trace results and compact embeddings, we
infer that, for any δ > 0 there exists C(δ) > 0 such that

‖BFS [uε, η1,ε, η2,ε]‖X 6 δ
∥∥A0

FS [uε, η1,ε, η2,ε]
∥∥
X + C(δ) ‖[uε, η1,ε, η2,ε]‖X .

In particular, BFS is a A0
FS-bounded perturbation, and hence, AFS generates an analytic semigroup on X (see

for instance [37, Chapter 3, Theorem 2.1]). Finally, the conclusion of the theorem follows from [5, Part II,
Chapter 1, Theorem 3.1]. �
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