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Abstract: Infragravity (IG) waves are expected to contribute significantly to coastal flooding
and sediment transport during hurricane overwash, yet the dynamics of these low-frequency
waves during hurricane impact remain poorly documented and understood. This paper utilizes
hydrodynamic measurements collected during Hurricane Harvey (2017) across a low-lying
barrier-island cut (Texas, U.S.A.) during sea-to-bay directed flow (i.e., overwash). IG waves were
observed to propagate across the island for a period of five hours, superimposed on and depth
modulated by very-low frequency storm-driven variability in water level (5.6 min to 2.8 h periods).
These sea-level anomalies are hypothesized to be meteotsunami initiated by tropical cyclone
rainbands. Estimates of IG energy flux show that IG energy was largely reduced across the island
(79–86%) and the magnitude of energy loss was greatest for the lowest-frequency IG waves (<0.01 Hz).
Using multitaper bispectral analysis, it is shown that, during overwash, nonlinear triad interactions
on the sea-side of the barrier island result in energy transfer from the low-frequency IG peak to bound
harmonics at high IG frequencies (>0.01 Hz). Assuming this pattern of nonlinear energy exchange
persists across the wide and downward sloping barrier-island cut, it likely contributes to the observed
frequency-dependence of cross-barrier IG energy losses during this relatively low surge event (<1 m).

Keywords: infragravity (IG) waves; tropical cyclones; barrier island; overwash; meteotsunami;
multitapers; bispectral analysis; Hurricane Harvey; groundwater

1. Introduction

During hurricanes, the nearshore environment extends landward as ocean water levels become
elevated by storm surge and wave setup. Along barrier island lined coasts, ocean-to-bay directed
flow can occur during hurricane-driven overwash and island inundation [1]. Due to a paucity of
hydrodynamic observations during overwash and inundation [2–7], it is not well understood how
the incident wave field transforms across long expanses of mild, sandy slopes characteristic of many
barrier islands. Furthermore, no field studies to date have detailed wave transformation across barrier
islands during hurricane impact. Insight into the role and duration of wave processes during overwash
and inundation is essential for improving prediction of coastal flooding, beach and dune erosion,
and impacts to coastal infrastructure.
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On closed sandy beaches (no overwash and inundation), field observations show that infragravity
(IG) waves (frequencies f nominally 0.003–0.04 Hz) can dominate shoreline water motions during
energetic storm conditions. Whereas wave breaking limits the height of sea-swell waves (0.04–0.25 Hz)
in the inner surf zone, IG waves can continue to grow in height close to shore with increasing
offshore incident wave energy (e.g., [8–12]), in some locations reaching over 1 m in height [13–16].
Observations of energetic IG waves extend beyond the shoreline during storms. Recent field studies
have shown that IG waves can propagate into lagoons during storm impact and contribute to tidal
inlet morphodynamics [17–19]. Given the energetic behavior of IG waves both on closed beaches
and in lagoon environments during storms, a general assumption of morphodynamic numerical
models—while limited in field observations for validation—is that IG waves contribute significantly to
morphological change during overwash and inundation (e.g., [20,21]), and consequently the generation
of washover deposits [22].

Field observations from the few studies that have documented in-situ wave fields during
storm-driven (non-hurricane) overwash [3,7] and inundation [6] have shown that IG waves can indeed
dominate the incident wave field across barrier islands during coastal flooding. Wave measurements
collected by Engelstad et al. [6] during inundation of a barrier island in the Netherlands show that IG
waves can be onshore progressive and bore-like in shape as they propagate across long stretches of
shallow water depths into back-barrier bays. Wave breaking was identified as the dominant energy
dissipation mechanism (over frictional damping) for IG waves, particularly seaward of the berm
crest. Previous field and laboratory studies of closed beaches have shown that IG waves not only
dissipate energy through wave breaking (e.g., [15,16,23–25]) or bottom friction (e.g., [24,26,27]), but
also lose energy to higher frequencies through nonlinear triad interactions in the shallow waters of the
inner surf zone (e.g., [14,27–32]). Nonlinear energy transfers were not incorporated in the cross-barrier
energy balance of Engelstad et al. [6]. Given that we know that nonlinear triad interactions play a large
role in the spectral evolution of breaking surface gravity waves [33], and non-breaking IG waves in
shallow water (e.g., [27]), it is likely that nonlinear energy transfer is also important in the shoaling
and transformation of IG waves during overwash an inundation, and consequently the cross-barrier
energy balance. However, analysis of nonlinear energy transfer during storm impact is challenging as
traditional bispectral estimators require long, stationary wave records to achieve statistical significance.

Here, we present new observations of temporal and spatial trends in IG wave dynamics at two
neighboring barrier islands along the Texas Gulf coast (Gulf of Mexico, U.S.A) during Hurricane Harvey
(2017). Section 2 provides an overview of the study region, storm impacts, and field observations.
Data processing techniques and methodology are outlined in Section 3. Prior to detailing IG wave
transformation during island overwash (Section 4.2), a brief characterization of IG waves and discussion
of potential generation mechanisms is provided using surf zone data from a closed beach farther up the
coast (Section 4.1). It is shown that IG energy losses across a pre-existing and low-lying barrier-island cut
during overwash—calculated for a range of water depths given uncertainties in bed level—are frequency
dependent. In Section 5, we use multitaper bispectral analysis, a technique particularly well suited for
short time series, to explore the potential role of nonlinear energy transfer in cross-barrier changes in
IG energy and frequency content. The importance of episodic, very low frequency sea-level anomalies
(0.1–3 mHz, 5.6 min to 2.8 h periods) on IG wave transformation during overwash is also discussed,
as well as their hypothesized origin as meteotsunamis driven by tropical cyclone rainbands.

2. Field Observations

2.1. Study Sites

Matagorda Peninsula and Follets Island are retrogradational barrier islands [34] located on the
central and upper portion of the Texas coast, respectively (Figure 1a). This region of the Gulf of Mexico
(GOM) is a mixed semi-diurnal, micro-tidal (mean tidal range <0.5 m), wave-dominated environment
with a prevailing longshore current toward the southwest [35]. Both barriers are long (35 km and
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23 km, respectively), narrow (0.5 to 1.5 km), and low-lying (on average < 2 m high), which allows
for frequent overwash during storms. The locations selected for instrument deployment straddle
infilled surge channels (alternatively “barrier-island cuts”) and historical washover fans. The beaches
at both field sites are low gradient (beach slope ≈ 0.017) with several pronounced bars and troughs
composed of very fine to fine sand (d50 = 0.13–0.25 mm). A dune line separates the backshore from the
back-barrier environments at both Matagorda Peninsula (Figure 1b) and Follets Island (Figure 1c).

Figure 1. (a) location map of both field sites in relation to Hurricane Harvey’s track with relevant
storm locations denoted in hours relative to hurricane landfall. (b) post-storm cross-island profiles
measured proximate to both pressure transducers (PT) at Matagorda Peninsula (“MP”, the east profile
bisects PT-1 and the center profile PT-2) and (c) the acoustic Doppler velocimeter with co-located PT
(ADV+PT) at Follets Island (“FI”). The dotted lines in the aerial subsets of (a) delineate the profile
locations. Elevation Z is relative to North American Vertical Datum 1988 (NAVD88) and the mean high
water (MHW) is plotted for additional reference.

2.2. Instrumentation

In advance of hurricane landfall, pressure transducers (PTs) were deployed on the ocean and
bay side of both barrier islands, housed within shallow monitoring wells. At Matagorda Peninsula,
PTs were installed in the backshore (PT-1) and∼500 m down-slope in the back barrier (PT-2, Figure 1b),
both environments that are typically subaerial during quiescent conditions. Following the methodology
of Sherwood et al. [5], each PT was installed by jetting a 1.5 m-long schedule-80 PVC well to a depth
of 1.3 m such that the well cap was elevated above the bed. The well casings were made permeable
by narrow slits along the majority of their length. The PTs were fixed to an aluminum rod 0.20 m
below the top of the well cap so to position the PT membrane at the elevation of the pre-storm bed
and at the top of the slotted region (see Figure S1). Instrumentation at the Follets Island location
included an acoustic Doppler velocimeter with a co-located PT (ADV+PT) deployed in the surf zone
just seaward of the first sandbar (Figure 1c) and a PT installed ∼900 m landward in the back barrier
(not discussed herein).

All instruments recorded continuously at 16 Hz (PT-1 and the ADV+PT) or 2 Hz (PT-2) enabling
measurement of wave fields on either side of both barriers. The PTs measured water levels with
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a manufacturer-specified accuracy of 0.05% of full operating depth (1 cm) and resolution of 0.001%
of full scale operational water depth (0.02 cm). Pre- and post-storm measurements of instrument
elevations showed that all instruments stayed in place, albeit some small differences in GPS vertical
elevations were observed at PT-1 and PT-2 (Figure S1). These differences are attributed to pre-storm
GPS error as the post-storm positioning of the PTs agrees well with observations of pressure head
(Section 2.4). Hence, in the discussion of storm impacts below, post-storm PT elevations are used to
reference pressure head (i.e., P/ρg where P is measured pressure corrected for atmospheric pressure,
ρ is water density, and g is gravitational acceleration) relative to North American Vertical Datum
1988 (NAVD88).

2.3. Overview of Storm Impacts

Hurricane Harvey made landfall as a Category 4 hurricane on 26 August 2017 at approximately
3:00 a.m. UTC near Rockport, Texas (Figure 1a). As the storm moved inland, the forward motion of
the hurricane was greatly reduced and eventually the storm stalled. The storm center moved back
offshore on 28 August, approximately 60 hours after making landfall, and thereafter turned northeast
making a second landfall in Louisiana on 30 August.

Coastal flooding extended far east of hurricane landfall, reaching 0.6 to 1.2 m above ground level
through the upper Texas coast [36]. At the Matagorda Peninsula field site, located∼200 km northeast of
hurricane landfall, coastal flooding commenced at least 19 h before the storm made landfall, evidenced
by a sudden increase in pressure head in the backshore at−18.8 h (Figure 2d). As detailed in Section 2.4,
we interpret this increase in pressure head to be associated with a series of large swash events which
collectively increased the bed at PT-1 by approximately 10 cm. The maximum seaside pressure head
was observed at high tide just prior to storm landfall (−3.5 h), measuring 1.7 m NAVD88 in the
backshore. This elevation was in excess of the post-storm berm crest elevation (i.e., 1.2 m NAVD88
at x = 170 m in Figure 1b), suggesting sea-to-bay directed flow. As detailed in Section 4.2, analysis
of backshore and back-barrier wave fields indicates a cross-barrier hydraulic connection existed for
at least 5 h (−5 to 0 h). Interestingly, back-barrier water levels peaked when the fetch was maximum
in the back-barrier bay—that is, when the wind direction was directed westward at −6 h and 67 h,
parallel with the longest axis of the bay (Figure 2d).

Post-storm site reconnaissance revealed geomorphic markers of landward directed flow and
overwash at Matagorda Peninsula, including side wall erosion and slumping in the mid-barrier,
a wrack line of debris extending just beyond the side walls into surrounding vegetation, landward
leaning vegetation, and deposition of storm deposits in both the backshore (Figure 3(I–III)) and
back barrier. The storm deposits in the backshore measured 47 cm (Figure 3(III)) and resulted in
burial of the well casing. In the back barrier, 12 cm accreted proximate to PT-2 but did not bury the
well casing (Figure S1). An unmanned aerial vehicle (UAV) was used in combination with a stereo
photogrammetric structure-from-motion (SfM) algorithm to generate a digital elevation map (DEM)
one week following the storm (see Supplementary Material for procedure). Immediate post-storm
geomorphic impacts were assessed through comparison of the UAV-SfM DEM with LiDAR collected
one year prior (September 2016) as part of the United States Army Corps of Engineers (USACE)
National Coastal Mapping Program [37]. Comparison of the pre- and post-storm DEMs shows that
resolution (temporal and instrument accuracy) is insufficient for quantifying some of the small-scale
morphological changes identified after the storm (e.g., 47 cm of accretion in the backshore). However,
large changes to the barrier beach can be clearly identified, including the onshore migration of the
berm crest and smoothing of the backshore. While not discussed herein, the immediate post-storm
DEM also revealed that the morphology of the backshore was heterogeneous with a slight depression
located perpendicular to the surge channel. It is hypothesized that this morphology is the result of
bay-to-ocean directed flow far after storm landfall (60–80 h, Figure 2d).

Moving 85 km up the coast and farther from storm landfall, the peak pressure head at the Follets
Island field site reached 2 m NAVD88 in the surf zone at −3 h (not shown), which is just shy of the
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average dune elevation (2.5 m NAVD88, Figure 1c). The bed level at the surf zone measurement location
was relatively constant, allowing for robust estimation of the mean water depth h, which measured
1.76 m six hours before storm landfall (Figure 2f). Morphological indicators of dune overtopping
or breaching were not identified during post-storm reconnaissance. However, scarping of the dune
face and smoothing of the foreshore were prominent, suggesting that the primary storm impact regime
was dune collision.

Figure 2. Hydrodynamic conditions measured during Hurricane Harvey (a) offshore (data from
National Data Buoy Center (NDBC) Station 42019, 82 m water depth), (b–d) in the backshore (PT-1)
and back barrier (PT-2) at Matagorda Peninsula (MP), and (e,f) in the surf zone (ADV+PT) at Follets
Island (FI). Bulk statistics include (a) deep-water significant wave height H0 and mean spectral wave
period T0; (b–c) mean spectral period TPIG and height HPIG of pressure head in the IG frequency band;
(e) incoming IG significant wave height HIG+ and sea-swell significant wave height HSS; (f) mean water
depth h; and (d) pressure head referenced to NAVD88 (Z, referenced using post-storm PT elevations).
The gray shaded region in (b–d) corresponds to the time period of overwash and Phase I and Phase II
reference different periods of groundwater dynamics (see Figure 4). The difference between the dashed
lines in (d) denotes the estimated bed-level change at PT-1 from post-storm reconnaissance (i.e., 47 cm).
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Figure 3. Morphological impacts at Matagorda Peninsula from Hurricane Harvey as shown through
comparison of pre- and post-storm digital elevation maps (DEMs) as well as site reconnaissance
photographs (I–III, taken one week after storm landfall). The pre-storm DEM was created from
September 2016 LiDAR (−1 year) collected as part of the United States Army Corps of Engineers
(USACE) National Coastal Mapping Program [37], and the post-storm DEM (+1 week) using images
collected by an unmanned aerial vehicle (UAV) in combination with a stereo photogrammetric
structure-from-motion (SfM) algorithm. The location of the berm(s) is annotated in both DEMs for
interpretation of storm impacts.

The closest offshore wave measurements to the study sites were recorded at National Data
Buoy Center (NDBC) Station 42109, located 125 km southwest of Follets Island in 82 m water depth
(Figure 1a). This buoy, which was positioned between Follets Island and Hurricane Harvey’s storm
track for the duration of the study period, recorded a maximum significant wave height of 7 m six
hours prior to landfall with a corresponding mean spectral period of 8.6 s (Figure 2a).

2.4. Groundwater Effects and Bed Level Change at PT-1

During an accretionary storm event, it would generally be expected that the surf zone mean
water level (“MWL”, here the combination of storm tide and wave setup), groundwater table (herein
“WT”), and sand bed rise together, albeit at different speeds and with varying time-evolution. Previous
studies of groundwater dynamics in the upper swash zone have shown that when the WT becomes
decoupled from the sand bed—that is, when the groundwater pressure at the sand bed falls below
atmospheric pressure (negative relative pressure)—capillary fringe dynamics and potential pore
desaturation modify the groundwater pressure field such that the free surface elevation can not be
simply reconstructed using hydrostatic assumptions (e.g., [38–42]). The Phase I schematic in Figure 4
illustrates the effect of the capillary fringe for a single swash event with a decoupled WT (i.e., the WT
is located between the PT and the sand bed). With passage of the swash tongue, there is a sharp
increase in measured pressure head, which is a summation of the rapid rise of the WT to the elevation
of the sand bed and the swash tongue depth. The backwash is then characterized by two pressure
decays: a first rapid decay corresponding to the swash tongue retreat until the free surface reaches
the sand bed, followed by a slower pressure decay as the WT returns to its baseline elevation [42].
Under favorable conditions of WT and MWL elevations, the change in pressure decay rate may be
used to track the sand bed elevation (see Figure 4E in Sous et al. [42]). Overall, this process results in
an asymmetric pressure head fluctuation that is lower in frequency than the initial swash or surface
wave forcing. By contrast, a coupled WT regime—that is, a regime with a permanently saturated
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sand bed and positive relative groundwater pressure (even between swash events, Phase II schematic
in Figure 4)—allows for direct hydrostatic reconstruction of the free surface elevation from a buried
PT. Given that 47 cm of sediment were observed to have accreted in the backshore at Matagorda
Peninsula during post-storm reconnaissance, it is important to distinguish during what time periods
the measured pressure field at PT-1 can be assumed hydrostatic with a fully coupled sand bed and
WT. In the interpretation that follows, we combine both qualitative and statistical analysis of the
pressure head time series to identify with high confidence a 7 h period of fully saturated sand bed
(−5.5 and 1.5 h) wherein pressure head fluctuations are assumed to be hydrostatic and representative
of surface waves. Note that this groundwater analysis and future studies would be improved by
external bed-level tracking, control points, and additional instrumentation.

The first overall insight of temporal changes in pressure head in Figure 2d is that PT-1 was devoid
of wave-like signatures in the typical sea-swell and IG frequency range after 9 h. Before this time
(−18 to 9 h), pressure head increased steadily up to the elevation of instrument burial. Thereafter (9 to
90 h), pressure head slowly returned to pre-storm (atmospheric) levels, punctuated by large (0.4 m),
long-period (5–10 h periods) fluctuations. We interpret this time of heightened pressure head between
9 and 20 h as an elevation of the WT after wave and surge-driven flooding with the subsequent WT
pulses up to the elevation of the sand bed attributed to astronomical tides and other storm-scale forcing
(20 to 90 h).

The time period where pressure head is characterized by wave-like signals in the sea-swell and
IG frequency range (−18 to 9 h) can be subdivided into two primary phases (Figure 4a). During Phase
I (−18.8 to −9 h and 1.5 to 9 h), the WT, MWL, and bed are rising, but the WT is decoupled from
the sand bed and capillary fringe effects are frequently observed and thus significantly influence the
pressure head variance. As illustrated in Figure 4b, the first half hour of coastal flooding contains
many rapid increases in pressure head, corresponding to passage of sequential swash events. The slow
pressure decay observed at −18.6 h (nearly 7 min long) represents the first drop-down of the WT
after this series of swash. This WT drop-down is followed by a series of waveforms with smooth
faces and crests reaching an elevation of ∼12 cm above the PT (−18.5 to −18.1 h). These waveforms
are hypothesized to be groundwater pressure waves that initiate lower in the beachface and travel
horizontally through the WT to the sensor location, sometimes extending up to the elevation of the
sand bed (i.e., oscillation of the WT). The probable sand bed elevation during Phase I is delineated
by tracking sequential instances of pressure waveforms that show step-wise WT decays with clear
inflection points after passage of swash (more closely illustrated through the pressure head time series
schematic in Figure 4 for Phase I). For example, the first instance of sequential swash events at −18.8 h
bring approximately 10 cm of sand, otherwise the pressure signal should have returned (nearly) to the
initial pressure head position. While interpretative, this form of bed-level tracking gives an overall
picture of morphological evolution during the early phase, and late phase (1.5 to 9 h, discussed below),
of coastal flooding. Viewed cumulatively, Phase I is characterized by sequential swash events that
result in rapid sand accumulation, followed intermittently by periods where the pressure head signal
is representative of groundwater fluctuations due to a progressively rising MWL but lagged WT.

Between−9 and−5.5 h, very few WT drop-downs (and sand bed uncoupling events) are observed.
The last clear WT signal is shown in Figure 4c at −5.5 h. Here, the pressure head of the WT remains
steady for approximately one minute before arrival of the next wave.

During Phase II (−5.5 to 1.5 h), the bed appears to be continuously saturated with a tightly
coupled WT as there is no clear evidence of capillary fringe effects. Bulk statistics for pressure head
indicate that the height and period of pressure signals during Phase II differ from other time periods.
Specifically, Figure 2b,c shows that pressure head signals in the IG frequency band (the dominant
frequency content) are on average larger in height (maximum HPIG = 0.12 m) and shorter in period
(TPIG = 86–120 s) than the pressure head fluctuations contaminated by capillary fringe effects in Phase
I (see Section 3 below for details on spectral analysis). Hence, the pressure head fluctuations during
Phase II are assumed to be representative of surface waves.
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Figure 4. (a) pressure head in the backshore at Matagorda Peninsula (PT-1) for the time period when
wave-like signals were observed in the sea-swell and IG frequency range (−18.8 to 9 h). The schematics
show how the pressure time series are categorized within two “phases”, corresponding to the degree
to which the capillary fringe influences the pressure head of surface wave and swash signals due
to a decoupling of the groundwater table (WT) and sand bed. Subsets of (a) are shown in (b,e) for
Phase I, when the mean water level (MWL), WT, and sand bed are rising but at different rates and
with varying time-evolution; (c) a transitional period that depicts the last WT pressure signal prior to
Phase II; and (d) Phase II, when the sand bed is fully coupled to the WT. During Phase II, pressure
head fluctuations are assumed to be hydrostatic and representative of surface waves. See text for
additional interpretations.

Qualitative evaluation of the pressure head time series within Phase II reveals additional
differences. Between −3.1 and 1.5 h (Figure 4d), pressure head is oscillating around a near constant
value, which suggests that the MWL was quasi-steady during this time. At 1.5 h, the first WT
drop-down is observed to start from an elevation of 45 cm. Thereafter, WT drop-downs are commonly
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observed between wave events as the WT becomes decoupled from the progressively rising sand bed
(Figure 4e). Earlier in Phase II (−5.5 to −3.1 h), pressure head fluctuations rarely oscillate around
a constant value as the MWL, and perhaps the bed, is rising and falling.

Lastly, the mean spectral period of the IG pressure head fluctuations throughout Phase II are
long (1.5 to 2 min). Given the flat to downward slope of the backshore, we consider the IG pressure
head signals during Phase II to be representative of IG waves slowly inundating the backshore and
propagating through the surge channel and into the back barrier during overwash.

3. Methods

3.1. Wave Statistics

In the analysis of IG wave dynamics that follows, continuous time series of pressure head were
windowed to ∼34 min (Matagorda Peninsula) and ∼68 min (Follets Island) intervals for use in spectral
analysis. These window sizes were chosen so to maximize the degrees of freedom (dof) in spectral
estimates while maintaining high resolution at IG frequencies and stationarity, which through review
of bulk statistics, was found to vary at the two sites. In the surf zone (Follets Island), time series of
shoreward (η+) and seaward (η−) propagating waves were constructed using co-located measurements
of pressure head and cross-shore velocity u (assuming normal wave incidence) [43].

All power spectra were generated using high resolution multitaper spectral estimation [44],
as elaborated upon below. Wave power spectra in the surf zone were corrected for depth attenuation of
the pressure signal using linear finite-depth theory. Pressure head power spectra (Matagorda Peninsula,
PT-1 only) were corrected for depth attenuation of the pressure signal at sea-swell frequencies using
poro-elastic theory [45]. Wave and pressure head statistics were calculated directly from power spectra
over the IG (0.003–0.04 Hz) and sea-swell (0.04–0.25 Hz) frequency bands. Prior to calculation of
wave statistics, pressure head time series were de-tided and then high-pass filtered to isolate IG
wave and sea-swell signals from storm-driven (non-tidal) and tidal residuals. High-pass filtering
of the data was accomplished by first twice passing (forward and backward) a low-pass three-pole
Butterworth filter with a cutoff frequency of 0.002 Hz and then subtracting the low-pass filtered time
series from the original. This methodology ensures that most energy related to storm-driven non-tidal
residuals is removed without significantly modifying IG wave oscillations close to the minimum
expected IG frequency (0.003 Hz). Where utilized herein, the high-pass filtered records are referred to
as “high-frequency” time series.

3.2. Spectral Estimation

Here, we employ the Thomson multitaper method of spectral estimation [44]. In contrast with
conventional spectral estimates, the multitaper spectral estimate offers improved bias while also
reducing variance due to the use of many optimal data windows [46]. Each time record is windowed
separately with members of the Slepian family of tapers and then Fourier transformed to yield
raw periodograms called eigenspectra. Due to the orthogonality of the Slepian data windows,
eigenspectra are statistically independent. Averaging of the eigenspectra over the bandwidth 2W
(here using adaptive weighting) results in multitaper estimates that are correlated over ( f −W, f +W),
with essentially no correlation outside this band. The choice of bandwidth is a trade-off between
variance reduction and frequency resolution. In the multitaper algorithm used here [47], K Slepian
tapers were computed for a fixed time-bandwidth product NW (i.e., K = NW − 1). Choices for the
free parameter NW were selected by evaluating (1) graphically the power spectrum in terms of over-
or under-smoothing, and (2) the Thomson F-test, which can be used to locate significant harmonic
components in a data record [44]. The final multitaper spectral estimates for each ∼34 min (∼68 min)
data window were generated using NW = 5 (8) and K = 9 (15), yielding a passband bandwidth 2W of
0.0049 Hz (0.0039 Hz) and about 16 (28) dof per frequency. Time series were additionally prewhitened
prior to spectral estimation by applying a finite-impulse response filter in the time domain.
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3.3. Multitaper Bispectral Estimation

Whereas the power spectrum is a frequency domain decomposition of the power in a signal,
the bispectrum is the decomposition of the third moments of a process, which are the skewness
(the sum of the real part of the bispectrum) and the asymmetry (the sum of the imaginary part of
the bispectrum). The imaginary component of the bispectrum im{B̂( f1, f2)} provides insight on
energy exchange within wave triads ( f1, f2, f3 = f1 + f2). Here, we adopt the same representation of
im{B̂( f1, f2)} as de Bakker et al. [31] where color is used as a proxy for the magnitude and direction of
energy transfers (e.g., Figure 5c,d). Positive (red) values of im{B̂( f1, f2)} indicate a transfer of energy
from f1 and f2 to the wave component with sum frequency f3. Conversely, negative (blue) values
represent a transfer of energy from the sum frequency f3 to f1 and f2, which results in growth of the
lower-frequency wave components. Due to the symmetry of the bispectrum, only the triangular region
defined by 0 ≤ f1 ≤ f2 is presented.

While a complete theoretical description of bispectral analysis is beyond the scope of this study
(see Collis et al. [48], Elgar and Guza [49], and for multitapers [50]), in practice, ensemble averaging of
many biperiodograms is needed to reduce variance and increase the statistical stability of bispectral
estimates [51,52]. Therefore, the total length of the time series used for bispectral analysis must allow
for sufficient segmentation to achieve statistical stability while maintaining stationarity and the desired
frequency resolution. The multitaper bispectral estimator (MBE) involves expectation operations
without segmentation as the bispectrum is calculated as the weighted sum of all combinations of many
Slepian-tapered biperiodograms (see Appendix A). Thus, when using the MBE, fewer independent
realizations are needed for ensemble averaging to ensure statistical stability of the bispectral estimate,
albeit with the trade-off of a slight loss in frequency resolution. In comparison to frequency merging
techniques, Birkelund and Hanssen [53] found that the MBE produces an estimate with a lower
variance for a given bias for processes with a small dynamic range in the bispectral domain (as in this
present study), and nearly identical statistical properties for processes with a large dynamic range.

Given these favorable statistical qualities, we develop and employ a new MBE algorithm to
generate bispectral estimates using 8 (4) ∼9 min (∼17 min) segments, sub-divided from high-passed
∼68 min (∼34 min) windows of η+ (pressure head) at Follets Island (Matagorda Peninsula). The time
bandwidth of the bispectral estimates at Follets Island (Matagorda Peninsula) is 3 (5) with 5 (9) Slepian
tapers yielding a 2W of 0.0117 Hz (0.005 Hz) and about 64 (64) dof per frequency. Here, dof = 2(K− 1)m
for m segments. The ∼17 min time series at Matagorda Peninsula are additionally zero-padded to
resolve narrow-bandwidth peaks in the bispectra during overwash. Note that the adjoining segments
selected for bispectral analysis were deemed sufficiently stationary such that ensemble averaging is
not suspected to affect the statistical significance of the multitaper bispectral estimates.

The bispectrum is often recast into its normalized magnitude and phase, namely the bicoherence
and biphase, which give an indication of the degree of phase coupling and phase relationship
(respectively) within the ( f1, f2, f3 = f1 + f2) triad. Nonlinear interactions are associated with non-zero
values of bicoherence, and because even a truly Gaussian process will have a non-zero bispectral
estimate, confidence levels on zero bicoherence are needed to detect significant nonlinear interactions.
Here, we propose that the 95% significance level for zero squared bicoherence using the multitaper
technique is approximately 4/(2NW)2m for K = 2NW tapers, which can be recast as 4/K2m for
K < 2NW (as in this study). The mathematical basis of this formulation is outlined and tested in
Appendix A. All bispectral (biphase) estimates are set to zero (NaN) below the 95% significance level
for zero bicoherence (the square-root of the proposed formulation), which for the ∼9 min (∼17 min)
bispectral estimates shown herein is 0.14 (0.11).
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4. Results

4.1. Surf Zone Wave Fields

Over the last several decades, the observational understanding of IG wave dynamics in the surf
and swash zones on closed sandy beaches stems primarily from field studies conducted along the
east and west coasts of the United States, Western Europe, and New Zealand (see Stockdon et al. [54],
Bertin et al. [55], and Billson et al. [56] for detailed references of many published works). To date,
no field studies have characterized IG waves in the GOM, likely because they are only energetic during
extreme storms. Hence, before detailing observations of IG wave transformation during overwash
(Section 4.2), we here provide a brief characterization of IG waves in a closed surf zone-beach-dune
system during Hurricane Harvey. Surf zone data was not available at Matagorda Peninsula—the site
of island overwash—hence, this section examines wave fields in the surf zone for a similar nearshore
geometry farther up the coast at Follets Island.

Bulk wave statistics measured in the surf zone at Follets Island are shown in Figure 2e,f. Surf zone
wave fields were comprised of energetic sea-swell (<0.90 m significant wave height for a depth <1.8 m),
IG waves (<0.29 m significant wave height, incoming only), and wave phenomena at frequencies
below IG waves but above known tidal constituents (0.1–3 mHz, 5.6 min to 2.8 h periods) which
we herein term the very low frequency (VLF) band. The period of individual VLF fluctuations in
the surf zone ranged from ∼8 to 45 min with (peak-to-trough) wave heights of O(0.40 m) occurring
twice during the study interval (−18 to −14 h and −5 to 3 h, Figure 5a). As discussed in Section 5,
this VLF variability in sea level is hypothesized to be generated by resonant amplification of long waves
initiated by atmospheric disturbances accompanying tropical cyclone rainbands (i.e., meteotsunami).
While a complete analysis of how these VLF fluctuations influence surf zone processes is beyond
the scope of this study, inspection of the wave envelope of the IG wave signal (calculated via the
Hilbert transform for bandpass filtered time series, ηIG) during both time periods of large VLF
variability revealed that amplitude modulation of IG waves at VLF was relatively small at this surf
zone location (<3 cm).

IG waves were only energetic in the surf zone for 42 h proximate to hurricane landfall (significant
wave height >16 cm, −22 to 20 h, Figure 2e). For most of this time (−20 to 8 h), alongshore currents
were relatively small (<0.3 m/s), the ratio of significant alongshore to cross-shore IG velocities
(v2

IG/u2
IG) was less than 0.36, and shear wave contributions to velocity variance over the IG frequency

band (calculated following Lippmann et al. [57]) did not exceed 24%. These statistics are similar to those
used for quality control of IG wave observations during energetic conditions by e.g., Fiedler et al. [14],
and therefore we likewise assume that IG wave observations are not contaminated by vortical motions
and that their propagation can be approximated as shore-normal during this time (−20 to 8 h).

On closed beaches, freely propagating IG waves can reflect from the shoreline to form cross-shore
standing waves (e.g., [16,58–61]). Here, we use the shoreward propagating wave component (η+)
to generate wave power spectra (Figure 5b) and bispectra (Figure 5c,d) in order to avoid mixing
information about shoreward and seaward propagating IG waves. The spectrogram of IG wave power
spectra in Figure 5b shows that IG energy was concentrated at middle frequencies (0.015–0.027 Hz) early
in the storm (−20 to −17 h) and at low frequencies (0.003–0.015 Hz) proximate to landfall (−17 to 8 h).
Bispectral analysis shows negative interactions involving IG waves and the sea-swell spectral peak
during both time periods (e.g., im{B̂(0.07, 0.02)} at −19 h in Figure 5c and im{B̂(0.07, 0.008)} at −8 h
in Figure 5d). The integrated IG/sea-swell biphase (i.e., the biphase integrated between f1 = 0.04 Hz
and the Nyquist frequency, and f2 = 0 to 0.04 Hz) was 111◦ early in the storm (Figure 5c) and decreased
to about−90◦ proximate to landfall (Figure 5d). This range of IG/sea-swell biphase values is consistent
with the values found by Bakker et al. [31] when analyzing the cross-shore evolution of originally
(fully) bound IG waves across the surf zone. It is this large phase lag (111◦) that enables strong energy
transfer to IG waves early in the storm [24,31,62–65], which, in conjunction with the near-resonance
of the quadratic difference interactions [49,66,67], facilitates growth of IG waves in the surf zone.
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Hence, we hypothesize that IG waves are generated at this mild-sloping field site via the bound wave
mechanism [68–70]. Consequently, the differences in frequency of the bound IG wave over the course
of the storm are likely attributable to changes in the short-wave group period. Lastly, linear regression
analysis indicates a positive correlation between HIG+ and offshore (deep water) wave height H0

(Figure 2a, coefficient of determination of r2 = 0.85 for the total IG frequency band and r2 = 0.76 for the
lowest frequency IG waves), a finding consistent with many previous field studies (e.g., [10,15,59]).

Figure 5. (a) time series of the instantaneous free surface elevation η in the surf zone at Follets
Island proximate to landfall, low-pass filtered to depict wave phenomena at very-low frequencies
(“VLF”, 0.1–3 mHz, 5.6 min to 2.8 h periods); (b) surf zone wave power spectra Sηη+ (plotted for
the IG frequency band only) from Follets Island. Multitaper spectral estimates were generated using
∼68 min records of the high-frequency free-surface elevation η+ (incoming only, f > 0.002 Hz),
a time bandwidth of 8, and 15 Slepian tapers, yielding a passband bandwidth 2W of 0.0039 Hz
and about 28 degrees of freedom (dof) per frequency; (c) the imaginary component of the bispectrum
im{B̂( f1, f2)} early in the storm (−19 h) and (d) proximate to hurricane landfall (−8 h), computed using
8∼9 min sub-records of η+, a time bandwidth of 3, and 5 Slepian tapers yielding a passband bandwidth
2W of 0.0117 Hz and about 64 dof per frequency. The solid lines in (c,d) correspond to the frequency
cutoff between IG and swell energy whereas dashed lines in (b–d) partition the IG frequency band
into low- (0.003–0.015 Hz), middle- (0.015–0.027 Hz), and high-frequency (0.027–0.04 Hz) components.
Bispectral estimates are set to zero below a bicoherence of 0.14.

4.2. IG Wave Transformation during Overwash

At Matagorda Peninsula, IG waves dominated the backshore (sea-side) wave field for the duration
of Phase II—that is, the time period wherein the bed was deemed fully saturated from −5.5 to 1.5 h
(Figure 4a) and groundwater pressure head fluctuations can therefore be assumed hydrostatic and
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representative of surface waves. IG energy was only observed in the back barrier (bay-side) for
the five hours prior to hurricane landfall (−5 to 0 h). During this time, the pressure head in the
backshore exceeded the measured post-storm berm crest elevation by 0.15 to 0.5 m. Collectively,
these observations suggest that this period was characterized by sea-to-bay directed flow (i.e., storm
overwash). Notably, sea-swell energy was nil (<0.03 m) at both PT locations on Matagorda Peninsula
during overwash.

The temporal and spatial evolution of IG waveforms at Matagorda Peninsula is shown in
Figure 6 for ∼2 h records of pressure head in the backshore (a) and back barrier (b) during overwash.
The largest IG waves in the backshore (maximum peak-to-trough wave height of 22 cm) and back
barrier (maximum peak-to-trough wave height of 9 cm) were observed superimposed on the crests
of VLF fluctuations in pressure head between −3.8 and −3.3 h. Additionally, the wave envelope
of IG waves in the back barrier during this same time period indicates grouping of IG waves at
VLF, with small (1 cm), but relatively significant amplitude modulation given the small IG wave
heights. Although the bed level and water depth are uncertain in the backshore during this time period
(Section 2.4), these observations suggest that the water depth in which IG waves propagated during
overwash was episodically modulated by VLF fluctuations in water level (here, ∼17–45 min periods).

Figure 6. Pressure head P recorded over ∼2 h in (a) the backshore (PT-1) and (b) back barrier (PT-2) at
Matagorda Peninsula during overwash. Time series are low-pass filtered (cutoff frequency of 0.003 Hz)
to highlight VLF variations in pressure head. Note the different vertical plot scales in (a,b).

Comparison of IG waveforms in Figure 6a,b qualitatively shows that the measured amplitude,
and in some cases the dominant frequency content, of IG waves differed on either side of the barrier
island during overwash (see also Figure 2b,c for pressure head statistics). These observations are
supported quantitatively in Figure 7 through comparison of IG pressure head power spectra Spp,
generated using the high-frequency pressure head ( f > 0.002 Hz). Specifically, IG wave energy is
concentrated below ∼0.01 Hz in the backshore (Figure 7a) and above this frequency threshold in the
back barrier (Figure 7b) for the duration of overwash. In the discussion that follows, we investigate
possible mechanisms that could contribute to changes in IG energy and frequency content across the
barrier island during overwash.
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Figure 7. IG pressure head power spectra Spp in the (a) backshore and (b) back barrier during overwash
at Matagorda Peninsula (−5 to 0 h), all obtained from ∼34 min records of the high-frequency pressure
head ( f > 0.002 Hz). The time bandwidth of the ∼34 min multitaper spectral estimates is 5 with 9
Slepian tapers, yielding a 2W of 0.0049 Hz and about 16 dof per frequency. The dashed lines partition
the IG frequency band into low- and high-frequency components.

5. Discussion

The observations presented above confirm that IG waves are an important component of the
nearshore wave field during relatively low surge events along this mild-sloping sandy coastline.
The relative dominance of IG waves (over gravity waves) during overwash is consistent with
previous field studies that have measured wave fields during storm-driven overwash and inundation
elsewhere [6,7], and the general assumption of morphodynamic models used to simulate hurricane
impact (e.g., [20]). The discussion below investigates how changing water depths, nonlinear energy
transfer, and energy dissipation through wave breaking and frictional damping may serve as driving
mechanisms for cross-barrier changes in IG energy and frequency content during overwash at
Matagorda Peninsula. We conclude with remarks on the potential origin and relative importance of
episodic, VLF water-level anomalies on IG wave dynamics and storm processes at both field sites.

5.1. Cross-Barrier Changes in IG Energy during Overwash

As energy can go up and down conservatively as waves propagate over different water depths,
it is important to assess to what degree cross-barrier decreases in IG wave amplitude and apparent
changes in frequency content are due to changing water depths on either side of the barrier island
versus losses from dissipation or nonlinear energy transfer. At Matagorda Peninsula, robust calculation
of energy fluxes would require (1) co-located pressure and velocity data to allow for the calculation
of incoming and reflected wave components, and (2) more accurate knowledge on water depths
(i.e., the frequency-domain separation method of Sherement et al. [61]). Prior to overwash, the last WT
signal was observed at 38 cm in the backshore (−5.5 h, Figure 4c). Using this as a lower bound for the
potential bed elevation during overwash, the instantaneous water depth, which was modulated by
VLF fluctuations, likely never exceeded 30 cm at PT-1 (i.e., Pvl f − Pbed at −3.5 h in Figure 6) and was
much lower between −3 and 0 h when the MWL was quasi-steady (Figure 4d). Estimation of energy
fluxes from surface wave time series in such shallow water (<10 cm) is not straightforward as linear
wave theory is unlikely to hold. Instead, as a first-order estimate, we calculate energy flux for the time
period between −4 and −3 h when the water depth is expected to be largest. Recognizing that the
pressure head is a superposition of incident and reflected waves, but unable to decompose pressure
into incoming and outgoing components, we assume unidirectional waves and normal wave incidence
at both instrument locations (i.e., all IG wave energy is directed landward) and calculate the bulk IG
energy flux F as

F =
√

gh
∫ f IG

0
E( f ) d f , (1)
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where
√

gh is the long-wave speed and E( f ) is the energy density calculated using only the autospectra
of the pressure head (as opposed to both the autospectra and co-spectrum of pressure head and u [61]).
Wave reflection is unlikely to be important given that the morphology of the barrier-island cut is
downward sloping between the sensors. While the effect of non-normal wave incidence may be
important, as well as other 2D effects such as wave focusing and de-focusing, these assumptions
enable an initial estimation (and upper bound) of the cross-barrier change in IG energy flux ∆F
during overwash, which is represented here through a percent decrease between the backshore and
back-barrier sensors: (F1− F2)/F1.

The cross-barrier change in IG energy flux is calculated for a minimum and maximum water
depth scenario, both of which are summarized in Table 1. Estimates of ∆F are obtained from ∼34 min
windows of the high-frequency pressure head ( f > 0.002 Hz) so to avoid spectral leakage from VLF
energy, but the effect of the VLF fluctuations on changing water levels is encompassed within the
range of mean water depths for both scenarios. For the range of water depths explored here, we find
that IG energy flux decreases between 79 and 86% across the barrier-island cut. Partitioning of ∆F
into low and high-frequency components (above and below 0.01 Hz, respectively), this decrease in IG
energy flux is found to be larger for the lowest-frequency IG waves (92–96%).

Table 1. Mean water depth h scenarios for estimation of the cross-barrier change in IG energy flux ∆F
during overwash (−4 to −3 h) given uncertainties in bed level.

Scenario PT-1 PT-2 ∆F (% Decrease between PT-1 and PT-2)

h [cm] Total IG High- f IG (0.01–0.04 Hz) Low- f IG (0.003–0.01 Hz)

Maximum depth 30 52 86% 70–71% 95–96%
Minimum depth 10 40 79% 52–56% 92–94%

Cross-barrier decreases in IG energy flux could be the result of IG energy dissipation due
to wave breaking or frictional damping (as in Engelstad et al. [6]), as well as nonlinear energy
transfer. Here, we explore how nonlinear triad interactions influence the spectral evolution of IG
waves in the backshore during island overwash. While use of the total wave signal, as opposed
to only the incoming wave signal, can reduce bicoherence levels due to the presence of reflected
waves [49], de Bakker et al. [31] found that, for IG–IG interactions in the inner surf zone, the bispectral
signal was not considerably altered by these reductions in bicoherence. Here, we assume that the
bispectral signals of IG–IG interactions in the shallow waters of the backshore are likewise robust
to reductions in bicoherence due to reflected IG waves, which are assumed to be negligible due
to the flat to downward-sloping morphology of the backshore. Note that bispectral analysis is not
performed on time records from the back barrier due to very low energy levels which could inflate
bicoherence estimates.

Figure 8 shows two bispectral estimates during overwash (a: −4 to −3 h, b: −3 to −2 h),
each generated using four 17 min segments of the high-frequency pressure head, sub-divided from
two sequential ∼34 min records in the backshore. While the water level and IG wave amplitudes
are non-stationary during these time periods (Figure 7a), the peak IG wave frequency was deemed
sufficiently stationary such that ensemble averaging of individual bispectra is not expected to affect
the frequency content of the final bispectral estimate. As evidenced by the positive interactions below
0.01 Hz in Figure 8a,b, nonlinear triad interactions result in a transfer of energy from the dominant
IG spectral peak ( f < 0.01 Hz) to higher harmonics ( f > 0.01 Hz). Such nonlinear energy transfers
to bound (phase-locked) harmonics are known to play a large role in the spectral evolution of both
breaking [33] and non-breaking waves [27] in shallow water. While we cannot discern whether the
lowest-frequency IG waves are breaking, the biphase integrated over the IG frequency band was
−24◦ for Figure 8a and −53◦ Figure 8b. As shown by Masuda and Kuo [71] for harmonic interactions,
the biphase can be used to infer nonlinear modifications to the wave shape, and the biphase of
IG waves observed here are characteristic of asymmetric waveforms that are not fully sawtooth in
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shape (−90◦ as in Bakker et al. [31]). Regardless, if this pattern of nonlinear energy transfer persists
into the back barrier during overwash—that is, if the bound harmonics continue to grow across
the wide barrier-island cut—the IG wave shape will become more nonlinear, and eventually may
steepen and break. This hypothesis is additionally supported by the observations of Engelstad et al. [6]
which suggest that small water depths enhance the steepening of IG waves during island inundation,
which consequently leads to energy dissipation due to wave breaking. While wave breaking was
suggested by Engelstad et al. [6] to dominate over dissipation by bottom friction during shallow
inundation events, at Matagorda Peninsula, we cannot isolate the main dissipation mechanisms nor
quantify their contribution to cross-barrier changes in IG energy. However, given the nonlinear triad
interactions in Figure 8, it is likely that the frequency-dependence of IG energy loss across the barrier
island is in part owing to nonlinear energy transfer from the low-frequency IG peak to higher IG
frequencies (above 0.01 Hz).

Figure 8. The imaginary component of the bispectrum im{B̂( f1, f2)} generated using four 17 min
records (zero-padded) of the high-passed pressure head as measured in the backshore at Matagorda
Peninsula (PT-1) for two time periods during overwash that were deemed sufficiently stationary:
(a) −4 to −3 h and (b) −3 to −2 h. A time bandwidth of 5 and 9 Slepian tapers were used, resulting
in a passband bandwidth 2W of 0.005 Hz and about 64 dof per frequency. The dashed lines partition
the IG frequency band into low- and high-frequency components. Bispectral estimates are set to zero
below a bicoherence of 0.11.

5.2. Importance and Origin of VLF Variability

VLF variability in water level (0.1–3 mHz, 5.6 min to 2.8 h periods) was observed at all instrument
locations episodically throughout the storm (Figure 5a, Figure 7). The typical periods of the individual
VLF fluctuations ranged from 17 to 45 min at all but the surf zone location, where the individual periods
spanned a larger range (∼8 to 45 min). Although wave phenomena have been observed with periods
upwards of ∼10 min in the nearshore on beaches elsewhere (i.e., shear waves (e.g., [72]), forcing from
wave groups [73]), the VLF fluctuations observed during Hurricane Harvey were typically much lower
in frequency and spanned a larger range of frequencies. Recently, it was shown by Shi et al. [74] and
Olabarrieta et al. [75] that atmospheric disturbances accompanying tropical cyclone rainbands (TCRs)
can trigger meteotsunami in the GOM. The Next Generation Weather Radar (NEXRAD) reflectivity
mosaics from the National Oceanic and Atmospheric Administration (NOAA) in Figure 9 show that
land-falling TCRs were positioned just offshore Matagorda Peninsula coincident with the abrupt
increase in pressure head, and initiation of coastal flooding, in the backshore at −18.8 h (Figure 4b),
as well as immediately prior to the peak water level when the largest IG waves were superimposed
on VLF fluctuations in pressure head (Figure 6). Hence, we hypothesize that the VLF fluctuations
in pressure head at Matagorda Peninsula during overwash are likewise meteotsunami triggered by
TCRs. Furthermore, previous studies have shown that low-frequency modulation of water depth by
IG waves can increase the number of bore-bore capture events [76], and thereby lead to generation of
large wave runup [77]. This phenomenon could explain the sudden onset of flooding by sequential



J. Mar. Sci. Eng. 2020, 8, 545 17 of 24

swash events at −18.8 h that resulted in rapid sand accumulation (10 cm) in the backshore if the
water depth was indeed modulated by a VLF fluctuation, a hypothesis that cannot be explored here.
Regardless, the VLF fluctuations observed during Hurricane Harvey are an unexpected contribution
to the incident wave field that influenced storm processes in the very nearshore.

Figure 9. NEXRAD radar reflectivity mosaics from NOAA depicting land-falling tropical cyclone
rainbands (TCRs) offshore both field sites (a) coincident with the initiation of coastal flooding in the
backshore at Matagorda Peninsula (“MP”, Figure 4b) and (b) just prior to the peak water level at MP
(Figure 6). Atmospheric disturbances accompanying TCRs can trigger meteotsunami in the GOM,
and it is hypothesized that VLF fluctuations at both field sites are meteotsunami.

6. Conclusions

Observations of wave fields at two neighboring barrier islands during Hurricane Harvey add
valuable field documentation to the paucity of knowledge related to the role and duration of wave
processes during hurricane impact. We show that IG waves are an important component of the
nearshore wave field in the Gulf of Mexico during hurricanes. At one location, IG waves overtopped
the berm crest and propagated onshore through a pre-existing and low-lying barrier-island cut during
sea-to-bay directed flow (i.e., overwash) for a period of 5 h. IG waves dominated the incident
wave field (over gravity waves) during overwash, and were episodically superimposed on very low
frequency storm-driven variability in water level (0.1–3 mHz, 5.6 min to 2.8 h periods). Very-low
frequency sea-level anomalies were also observed episodically at a closed beach farther up the coast
and are hypothesized to be meteotsunami triggered by atmospheric disturbances during passage of
tropical cyclone rainbands across the wide continental shelf. The slow variation of total water depth
associated with this phenomenon is found to slightly modulate IG wave heights in very shallow water.
This nonlinear process warrants further study, as does the contribution of these very low frequency
sea-level anomalies to coastal flooding and morphological change.

The energy content of IG waves was largely modified across the barrier-island cut during
overwash. Our data show that, for a range of probable water depths during overwash (given
uncertainty in bed-levels), IG energy loss across the barrier-island cut was frequency dependent
and greatest for the lowest-frequency IG waves, below ∼0.01 Hz (92–96% decrease in IG energy
flux). Bispectral analysis of IG waves on the sea-side of the barrier island during overwash show
that nonlinear triad interactions result in a transfer of energy from the dominant IG spectral peak
( f < 0.01 Hz) to higher harmonics within the IG frequency band ( f > 0.01 Hz). These triad
interactions may contribute to IG wave steepening and eventual dissipation of IG wave energy
through wave breaking, a hypothesis that necessitates detailed numerical modeling of dissipation
mechanisms (including frictional damping). Independent of wave breaking, if nonlinear energy
transfers from the low-frequency IG peak to its harmonics ( f > 0.01 Hz) persist through the
barrier-island cut into the back barrier, it is likely that these nonlinear triad interactions contribute
to the frequency-dependence of cross-barrier IG energy loss during this storm. These observations
highlight the complex transformation of the incident wave field across long expanses of shallow
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water depths on mild, sandy slopes and underscores incorporation of nonlinear energy transfer when
detailing energy balances during overwash and inundation.
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Appendix A. Zero-Level Bicoherence for the Multitaper Method

Recalling that (1) a discretely sampled Gaussian process with truly independent modes will
have a non-zero bispectrum due to its finite length, and (2) nonlinear interactions are associated
with non-zero values of bicoherence, it is clear that confidence limits on zero bicoherence are
needed to distinguish significant nonlinear interactions. Haubrich [51] suggested that the estimated
squared bicoherence b̂2( f1, f2) for a Gaussian process, which has a true b2( f1, f2) = 0, using the
segment-averaged biperiodogram and periodogram will approach a chi-square distribution χ2

ν with
parameter ν = 2 in the limit of large degrees of freedom (dof). The positive bias of this estimator can
be approximated as [78]

E[b̂2( f1, f2)] = 2/dof (1− b2( f1, f2))
2 , (A1)

which for Gaussian data and m segments reduces to

EG[b̂2( f1, f2)] = 1/m (A2)

where dof = 2m [51]. From the properties of a χ2
2 distribution, it can then be shown that the 95%

significance level on zero squared bicoherence using this technique is approximately 6/dof.
It was later demonstrated numerically by Elgar and Guza [79] that the distribution of b̂2( f1, f2)

for a Gaussian process is not sensitive to smoothing operations, namely via ensemble averaging
and frequency merging, and remains χ2

2 distributed even at low dof. The multitaper bispectral
estimator (MBE) acts as an ideal normalized hexagonal smoothing window in the bi-frequency
domain [80]. Thus, given that the multitaper eigencoefficients are likewise individually distributed as
complex Gaussian [44], we expect the squared bicoherence using the segment-averaged MBE to be
asymptotically χ2

2 distributed for b2( f1, f2) = 0. To aid in discussion, this hypothesis will initially be
accepted and the goodness of fit of a χ2

2 distribution will be addressed thereafter.
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The estimated squared bicoherence using the multitaper technique is defined here as

b̂2
mt( f1, f2) =

|M̂3( f1, f2)|2

E[M̂2( f1)]E[M̂2( f2)]E[M̂2( f3)]
, (A3)

where M̂2( f ) and M̂3( f1, f2) are the estimated second and third moments and are related to the
multitaper power spectral Ŝmt( f ) and bispectral estimates B̂mt( f1, f2) by

M̂2( f ) = Ŝmt( f )/N (A4)

and
M̂3( f1, f2) = B̂mt( f1, f2)/N2 , (A5)

where N is the length of the data record [80]. While this definition of squared bicoherence differs from
Haubrich [51] and others [48,52,79], in these studies, the bispectrum is defined as the segment-averaged

third moment B̂( f1, f2) = M̂3( f1, f2) = E[X( f1)X( f2)X∗( f3)], where X( f ) = 1
N

N−1
∑

n=0
x[n]e−i2π f n is the

Fourier transform of n discrete observations, and is not equivalent to the process bispectral estimate
from the MBE (see Equations (7)–(9) in Thomson [81]). As in Kim and Powers [52], we neglect the
statistical variability of the denominator in Equation (A3)—that is, we use the true value of S( f )
instead of the estimated value—and thus the expectation of the multitaper squared bicoherence can be
recast in terms of the process bispectrum as

E[b̂2
mt( f1, f2)] '

1
N

E[|B̂mt( f1, f2)|2] . (A6)

Using Birkelund et al. [50]’s approximation for the variance of the MBE for Gaussian data,

EG[|B̂mt( f1, f2)|2] ≈
4

3(2NW)2 · NS( f1)S( f2)S( f3) , (A7)

it follows that for m segments

EG[b̂2
mt( f1, f2)] '

4
3(2NW)2m

. (A8)

Thereby, in the limit of large dof for χ2
2 distributed b̂2

mt( f1, f2), we propose that the 95% significance level
for zero squared bicoherence is approximately 4/(2NW)2m. As elaborated below, this formulation
only holds for K = 2NW but provides a reasonable estimate for NW < K < 2NW when recast
as 4/K2m.

Following the methodology of Elgar and Guza [79], we test this proposed formulation for
a synthetic time series of 32,768 values from a zero mean unit variance Gaussian process, divided
into 64 records containing 512 data points each. The 95% significance levels for zero bicoherence
(the square-root of the proposed formulation) are plotted against dof in Figure A1a for both adaptive
(circle) and non-adaptive (x) multitaper bicoherence estimates. The adaptive multitaper estimate is
generated using a weighted average of the Slepian-tapered biperiodograms, whereas the non-adaptive
estimate incorporates all K tapers. Theoretical values for three typical time-bandwidth products
(NW = 2, 3, 5) and corresponding K = 2NW tapers are represented by solid lines. Additionally, data
are shown for a single case of K < 2NW (NW = 3, K = 4). The theoretical 95% significance level
given by Haubrich [51] is also included for comparison of the multitaper technique to traditional
ensemble averaging.
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Figure A1. (a) the 95% significance level for zero bicoherence as a function of degrees of freedom for the
adaptive (circle) and non-adaptive (x) multitaper bispectral estimator (MBE). Theoretical significance
levels are represented by solid lines for time-bandwidth products NW = 2, 3, 5 with K = 2NW tapers,
as is the 95% confidence bound (dashed) for the traditional segment-averaged technique detailed
by Haubrich [51]; (b) quantile–quantile plot of b̂2

mt( f1, f2) using the adaptive MBE for NW = 3
(K = 6) versus a theoretical gamma distribution (equivalently a scaled χ2

2 distribution) and (c) the
maximum-likelihood estimate fit of a gamma distribution (parameters in Table A1).

As shown in Figure A1a, the proposed theoretical formulation matches the calculated values
of zero-level bicoherence well, even at low dof (e.g., dof = 32) for MBE estimators where K = 2NW
(yellow, blue). Differences between the 95% confidence bounds for the non-adaptive (x) and adaptive
(circle) multitaper bicoherence estimates are negligible. Significance levels decrease only slightly as
the bandwidth over which the estimate is smoothed increases and hence variance reduction between
MBE estimators is primarily a function of the number of tapers. As shown for the case where NW = 3
and K = 4, the theoretical approximation using K = 4 tapers but a smaller time-bandwidth product
of NW = 2 is still a reasonable and conservative estimate for zero level bicoherence. Therefore, we
suggest use of the theoretical confidence limit in the form 4/K2m for NW < K < 2NW.

The low values of zero-level bicoherence achieved by the MBE are attained through less
segmentation of the data record than traditional ensemble averaging (i.e., Haubrich [51]), albeit at the
trade-off of a reduction in frequency resolution. When compared to frequency smoothed bispectral
estimates (which likewise increase the dof with the trade-off of reduced frequency resolution), the
MBE produces nearly identical statistical properties for processes with a large dynamic range, and
lower variance for a given bias for processes with a small dynamic range [53].

Throughout the preceding analysis, the assumption was made that b̂2
mt( f1, f2) is χ2

2 distributed.
The validity of this assertion is tested here by evaluating the goodness of fit of the b̂2

mt( f1, f2)

distribution with a two parameter gamma distribution Γ(α, β) characterized by shape parameter α = 1
and scale parameter β = 4/3(2NW)2m (the distribution mean). The χ2

ν distribution is a particular form
of the Γ(α, β) distribution with α = ν/2 and β = 2. Here, the distribution of b̂2

mt( f1, f2) is transformed
by β = 4/3(2NW)2m which acts to squeeze the probability density function (PDF). The goodness of fit
of b̂2

mt( f1, f2) to this theoretical Γ(α, β) distribution is shown in Figure A1b for NW = 3 (K = 6) through
a quantile–quantile plot. The relationship is nearly linear, with some deviation in the extremities,
indicating good agreement between a scaled χ2

2 distribution and the data. The parameters of the
maximum-likelihood estimate fit of a Γ(α, β) distribution to b̂2

mt( f1, f2) are in good agreement with
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theory (Table A1), which is shown for NW = 3 (K = 6) in Figure A1c, although the actual PDF has
a longer tail.

Table A1. Gamma distribution parameters (α, β) for theoretical and maximum-likelihood estimates
(MLE) of b̂2

mt( f1, f2) with confidence limits (CL) for two example time-bandwidth products NW.

NW αtheor βtheor αMLE [95% CL] βMLE [95% CL]

2 1 0.00130 0.99 [0.98 1.01] 0.00135 [0.00133 0.00137]
3 1 0.00058 0.99 [0.97 1.00] 0.00060 [0.00058 0.00061]
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