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MONOTONE SOLUTIONS FOR MEAN FIELD GAMES
MASTER EQUATIONS: FINITE STATE SPACE AND
OPTIMAL STOPPING

BY CnarLEs BErTUCCI

AsstracT . — We present a new notion of solution for mean field games master equations. This
notion allows us to work with solutions which are merely continuous. We first prove results of
uniqueness and stability for such solutions. It turns out that this notion is helpful to characterize
the value function of mean field games of optimal stopping or impulse control and this is the
topic of the second half of this paper. The notion of solution we introduce is only useful in the
monotone case. In this article we focus on the finite state space case.

Résumié (Solutions monotones des équations maitresses des jeux & champ moyen)

On présente une nouvelle notion de solution pour les équations maitresses des jeux & champ
moyen. Cette notion permet de travailler avec des fonctions qui sont simplement continues. On
prouve en premier lieu des résultats d’unicité, d’existence et de stabilité pour de telles solutions.
On montre alors dans la deuxiéme partie de cet article que cette notion permet de caractériser
la fonction valeur de jeux a champ moyen d’arrét optimal ou de controle impulsionnel. Cette
notion a surtout un intérét dans le cas monotone. On se restreint ici au cas d’un espace d’états
fini.
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INTRODUCTTION

This paper introduced a new notion of solution of the mean field games (MFG in
short) master equation in the monotone setting and applies it to master equations
of games involving optimal stopping or impulse control. Even though this paper is
self contained, it falls within a series devoted to the systematic study of MFG of
optimal stopping or impulse control. Here we study the master equations associated
with optimal stopping or impulse control in finite state space. In [7], by considering
Nash equilibria of such games without common noise, we showed that those equilibria
are in general in mixed strategies and translated this statement in terms of the system
of partial differential equations (PDE) characterizing them. In [8], we extended this
notion to the case of impulse control. In [9] we presented numerical methods for such
problems.

GENERAL INTRODUCTION. — The MFG theory is concerned with the study of games in-
volving an infinite number of non-atomic players interacting through mean field terms.
If such games have been studied in Economics for quite some time, a general mathe-
matical framework has only been developed around fifteen years ago by J.-M. Lasry
and P.-L. Lions. It is presented in [31, 32]. This theory has known too many devel-
opments for us to present them all but we are going to indicate some of them. For
the moment, uniqueness of Nash equilibria has been proved almost exclusively in two
cases, either under a smallness condition (on the coupling between the players or on
the duration of the game) or in the so-called monotone regime, see [31, 32, 38]. In this
monotone regime, the study of the Nash equilibria of the game reduces to the study
of the master equation, a PDE which is satisfied by the value function of a player
seen as depending on its own state and on the measure describing the states of the
other players. As soon as the state space is infinite, the master equation is an infinite
dimensional PDE [14], whereas in the finite state space case, this PDE reduces to a
system of finite dimensional PDE [32, 5, 20]. In the case in which the game is deter-
ministic or when the randomness is distributed in an i.i.d. fashion among the players,
Nash equilibria can be characterized with a system of finite dimensional forward and
backward equations [31, 14]. Several other aspects of MFG have been studied, such
as their long time average [17, 16] and the convergence of the N player game toward
the MFG [14, 29, 20]. Let us also recall that a probabilistic approach of MFG have
been developed, we refer to [18, 28] for more details on this approach. Finally let
us mention that numerical methods have been developed to compute equilibria of
MFG, mostly in the forward-backward setting, more details can be found in [1, 2, 3].
In recent years, the study of MFG of optimal stopping or other “singular” controls
have been the subject of a growing number of researches, namely because such games
have natural applications in Economy. Concerning the case of optimal stopping, let
us mention [7, 19, 35, 36], for impulse control we refer to [8] and to [27] for optimal
switching. Let us also mention that the approach of [7, 8] has been used by P.-L. Lions
in [33] to study a case of MFG of singular controls.

JIEP. — M., 2021, tome 8



MONOTONE SOLUTIONS FOR MEAN FIELD GAMES MASTER EQUATIONS 1101

REGULARITY OF THE SOLUTION OF THE MASTER EQUATION. In the monotone regime, it is
known since the work of J.-M. Lasry and P.-L. Lions that we can define a value function
for a MFG. This is a consequence of a uniqueness property of Nash equilibria of the
game. Let us recall that, formally, the monotone regime is a situation in which the
players have a tendency to repel each other. Precise assumptions on the monotonicity
shall be made later on.

If it is smooth, this value function satisfies the master equation. However, the
smoothness of this value function may be difficult to prove in general [14] and for
the moment no general weak notion of solution for the master equation has been
established. We provide in this paper a notion of solution which demands only for the
value function to be continuous. We refer to these solutions as monotone solutions
since our approach relies heavily on the monotonicity of the MFG. Let us mention
that in this paper we present this solutions in the finite state space case, but that
this approach can be extended. In fact the case of a continuous state space shall be
treated in [10].

Recently, several authors have worked to define weak solutions of the MFG master
equation, particularly in the non-monotone regime, namely [34, 25, 26] in the continu-
ous state space case and [21] in the finite state space case. Although their approaches
are quite different from the one we adopt here (because monotonicity assumptions
are crucial to this paper), they provide interesting results and approaches.

MEAN FIELD GAMES WITH OPTIMAL STOPPING OR SINGULAR CONTROL. — An objective of
this paper is to study the master equation, in finite state space, associated to optimal
stopping or impulse controls. In those situations, the players can, respectively, decide
to exit the game or to change instantly their state to any other state. The main
difficulty arising from the study of those games is that the evolution of a population
of players using such controls is not smooth in general, independently of any regularity
assumptions. This fact, already presented in [7, 8], is a crucial obstacle to overcome.
Indeed as the evolution of the population of players is not smooth, the formulation
of the associated master equation has to take into account the fact that the measure
describing the repartition of players can instantly jump from one state to another. We
shall see that this singular behavior for the evolution of the density of players does
not translate into a loss of regularity for the value function (i.e., the solution of the
master equation). We believe that, in some sense, this is reminiscent of the problem
of Hamilton-Jacobi equations associated with singular controls as in [30].

A COMMENT ON MODELING. — Let us comment on a modeling choice we make in this
paper. We intend to look at the master equation set on the whole (R, )%. In the
continuous state space case, in the setting of [14] for instance, this would correspond
to look at the master equation posed on the set of positive measures instead of on
the set of probability measures. In the appendix we explain how we can pass from
one setting to another in finite state space. This choice to work on (R, )? is clearly
motivated in the optimal stopping case because the mass of players is not constant

J.E.P.— M., 2021, tome 8



1102 C. Berruccr

(it can decrease). However, we argue that this kind of approach is also meaningful in
general. Indeed, in a MFG the number of player is infinite and the choice to normalize
their mass to one is only an arbitrary choice. Moreover, if in a lot of cases studied in
the literature the mass of player is preserved, it is also natural to consider, outside of
stopping or entry game, MFG in which players leave or enter the game. For instance
let us refer to [22]. Moreover, in the case in which the mass of player is preserved,
solving the master equation for any initial mass of players is a suitable strategy.
To conclude this word on modeling, let us mention that to have the same point of
view in the probabilistic approach of MFG, in which the measure characterizing the
distribution of players is often thought as the probability measure of the state of one
player, one need to consider either unnormalized measures for the state of a player or
either an additional real parameter which stands for the mass of players.

Structure oF THE pAPER. — The rest of this paper is organized as follows. In Sec-
tion 1, we present some preliminary results concerning the study of master equations
in the finite state space case, in particular for situations in which there is a boundary.
In Section 2, we present our notion of monotone solutions. In Section 3, we derive
a characterization for the value function in the optimal stopping case, as well as
we prove existence and uniqueness results for such value functions. We present in
Section 4 the master equation associated with an impulse control problem. Finally
Section 5 is concerned with a MFG model of entry and exit, in a simplified economic
market which applies the concepts developed in the previous sections.

NOTATIONS. We shall use the following notations.

— We denote by d an integer greater than 1.

- 04= (Ry)4.

— The Euclidean norm of R? is denoted |-| and its associated operator norm |-||.
The ¢, norms on R? are denoted by |-|,. The Euclidean scalar product between
z,y € R? is denoted either z - y or (z,y).

— An application A : @ — R?, defined on a subset & C R is said to be monotone if

(A(x) — A(y),x —y) =20, forx,y € 0.

— We define for R> 0, By :={z € Q4 | 21 + -+ + x4 < R}.
— For a d x d matrix A, we say that A > 0 in the order of positive definite matrices
if for all £ € RY\ {0}

(€, A) > 0.
— For A € Z(R%), we define
((A) := —inf{(¢, Ag) | [¢]* < 1}.

— We denote the term by term product between matrices or vectors by .
— For z € R%, we note x < 0 when all the components of = are non-positive.
~If f:R = Rand 2z € R then f(z) := (f(z1),..., f(za)).

JIEP. — M., 2021, tome 8
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1. PRELIMU\AR\’ RESULTS

This section introduces extensions of the results of [32] to the case in which the
master equation is posed on a domain of R, in particular when it is (R} )% := Qj.
We also recall a weak form of Stegall’s variational lemma at the end of this section.
Let us mention the work [4], which is also concerned with the well-posedness of the
master equation in finite state space. In this article the authors derived and studied
a particular form of the master equation arising from the presence of a so-called
Wright-Fischer common noise in the MFG. This work is completely different than
ours because the authors of this paper use the structure of the noise to establish
regularity in a non-monotone setting while we make an extensive use of monotonicity
to avoid having to use regularity arising from the structure of the randomness.

The main results of this section are concerned with the existence and uniqueness
of solutions of the master equation

U + (F(z,U) - V) U+ XU -T"U(t,Tx)) = G(z,U) in (0,00) x Oy,
U(0,z) = Up(x) in Qy,
or its discounted stationary counterpart
(2) rU+ (F(z,U) -V ))U+ AU =T*U(t,Tx)) = G(z,U) in Qg,

where U : (0,00) x Qg — R? is the value function of the MFG which is characterized
by F,G: Qg xRY — R?? X\ >0and T € Z(R%). Let us note that these PDE are not
written on an open set and that no boundary conditions are imposed.

The interpretation of (1) is that it is the PDE satisfied by the value function of the
MFG. The value of the game in the state ¢ € {1,...,d}, when the quantity of player
in each state j € {1,...,d} is z; and the time remaining in the game is ¢t > 0, is:
Ui(t,z). The term \(U — T*U o T) stands for the modeling of common noise and we
refer to [12] for more details on this question. The function F stands for the evolution
of the “density” of players and G for the evolution of the value of the MFG. That is,
in the case A = 0, the characteristics of (1) are given by (V(t),y(t))o<¢<t, solution of

) {V@ = Gy(t), V(D). 0<t<ty, V(0)=Uo(y(0)),
y(t) = F(y(t)v V(t)), 0<t< ly, y(tf) = Yo,

for any yo € Og, t; > 0. The same kind of interpretation holds for (2) and we do not
detail it here. Let us only insist on the obvious fact that the characteristics associated
to (2) are set on an infinite time scale and that despite the fact the equation (2) is
stationary, the evolution of the density of players is not trivial.

Let us insist on the fact that, up to some assumptions on the map T that we shall
detail later on, the presence of a common noise is transparent throughout the paper.

J.E.P.— M., 2021, tome 8



104 C. Berrucar

That is, the notion of solution we introduce does not rely on the presence or not of a
common noise.

Because no boundary conditions are imposed on the equation, we have to restrict
the set of functions F' which leave invariant Q4 as well as transformations T' which
leave invariant Q4. Namely we shall assume the following.

Hypornesis 1. — The function F is such that for any p € R% i € {1,...,d},
(4) ' =0 = F'(z,p) <0.

Moreover T(Q4) C Q.

Remark 1.1. — In certain situations, one could also consider a coupling term F' such
that (4) does not hold. In such a situation, we may be able to obtain, from other
assumptions, that

=0 = F'(z,U(x)) <0,

for a solution U of the master equation, which is sufficient for uniqueness results.
We refer to [11] for an example of such a situation.

This assumption clearly enforces the fact that Q4 is invariant for the trajectories
generated by (3). We shall also make the following assumption at some point in the

paper.

Hyroruesis 2. — There exists R > 0 such that for all z € Qg with |z]; > R, for all
pER?,

Moreover, T(B},,) C By, for any R’ > R.

This assumption states that when the mass of player is sufficiently large (|z|; > R),
it cannot grow anymore. Thus it has the effect to bound the region of interest when
starting from an initial distribution of mass. Although it seems possible to treat
situations in which the mass of players can always increase, it is not the objective of
this paper.

As already mentioned several times above, monotonicity plays a crucial role in the
well-posedness of (1) and (2). We say that we are in the monotone regime when the
following assumption is satisfied.

Hyrornesis 3. — The function Uy is monotone on Oy and (G, F') is monotone on
@d X Rd.

In order to obtain existence of solutions of either (1) or (2), we shall use the
following stronger assumption.

JIEP. — M., 2021, tome 8



MONOTONE SOLUTIONS FOR MEAN FIELD GAMES MASTER EQUATIONS 1mob

Hyrorresis 4. The functions Uy, F' and G are Lipschitz continuous. Moreover,
there exists @ > 0 such that

(&, D, Up(2)€) > a|D,Up(x)E]?, Vo €Oy, €€ RY,

<DxG(:c,p) D,F(x, p)) - <Id 0

f 1 t Rd
D,G(z,p) DyF(z,p) 0 0> or almost every x € Qg4, p € RY,

in the order of positive matrices.

When addressing the existence of solutions of equations of the type of (2), we shall
also make the following assumption.

Hyroruesis 5. — The discount rate r satisfies

r > ((D,F(x,p)) VxeOq, pec R

1.1. LTNIQUENESS RESULTS FOR THE MASTER EQUATION IN FINITE STATE SPACE

We now present uniqueness results concerning (1) and (2). Those results are direct
extensions of the results established in [32] and do not need any new ideas, however,
as they play a crucial role in the notion of solution we introduce in the next section,
we detail their proofs.

Prorosition 1.1. — Under Hypotheses 1 and 3, there exists at most one smooth solu-
tion of (1). If this solution exists, it is monotone.

Proof. — Let us take U and V two smooth solutions of (1). We define W by
W(t,z,y) = (U(t,2) = V(t,y),z —y).
This function satisfies
W(0,2,y) = (Uo(xz) = Uo(y),z —y) in O,
OW + F(z,U) -V, W+ F(y,V) - V,W + AW —W(t,Tx,Ty))
= (G(x,U) — G(y,V),z —y) + (F(2,U) — F(y,V),U = V) in (0,00) x Q3.

From Hypothesis 3 the right-hand side of the two previous equations are non-negative.
From Lemma A.1 (in appendix), we deduce that W is non-negative for all time. We can
conclude that i) U = V (or otherwise W should change sign around some point), ii)
U is monotone for all time. |

Prorosirion 1.2, Under Hypotheses 1 through 3, there exists at most one smooth
solution of (2), and if it exists it is monotone.

Proof. — Let us take U and V' two smooth solutions of (1). We define W by

W(z,y) = {U(z) = V(y),z —y).

JE.P.— M., 2021, tome 8



1106 C. Berruccr

This function satisfies

W+ F(z,U) -V, W + F(y,V) - V,W + AW — W (Tz,Ty))
= (G(z,U) — G(y,V),x —y) + (F(z,U) — F(y,V),U —= V) in Q3.

We then conclude as in the previous proof, by using this time Lemma A.2 in the
appendix. O

1.2. EXISTENCE RESULTS FOR THE MASTER EQUATION IN FINITE STATE SPACE

We now turn to the questions of existence of solutions of (1) and (2). As the next
section gives a precise definition of a solution of (1) and (2), we do not focus on the
sense in which solutions satisfy the PDE but rather on how we can obtain a priori
estimates.

In the monotone setting (i.e., under Hypothesis 3), an a priori estimate on the
spatial gradient of the solution can be proved, exactly as it is already the case in [32].

Prorosition 1.3. — Under Hypotheses 1, 3 and 4, there exists a Lipschitz function U,
solution of (1) almost everywhere, such that for any ty > 0, there exists C' such that

DUt z)| < C, VaeOq t<ts

Proof. This proposition can be obtained as a consequence of an a priori estimate
on the solution U of (1). This idea is mostly borrowed from the lecture [32] in which
this technique is presented. The only difference between this lecture and our situation
is that we consider a master equation on Qg4, that is why we are not going to enter in
a lot of details here but only indicate the main differences with the case in R%. For U
a smooth solution of (1), let us define W and Z with
W(t7 z, g) = <U(t’ $)7 §>a
Zso(t,2,€) = (VaW(t,2,€), ) — BOIVW (L, )2 + (1) €2,
for some functions 8 and «y to be defined later on. Arguing as in [32], we deduce that
73~ satisfies
(5) 0Zpy+ (F(x,VeW), VaZpy) + (DpF (2, VeW)VeZp y, Vo W)
—(DpG(x, VeW)VeZpy, §) + MZpy — Zp (1, T, T))
= (Do G(2, Vo W)E, &) — (DpG(x, VeW) VL W, €)
— (Do F(a, VW)V, W, ) + (D, F (e, VW)V, W, V, )
+ BA(|VaW|? = 2V, W (t, T2, TE), SV W) + |V, W (t, Tz, TE)|?)

= S BIVAWE + 29((DyF (2, VeW)E Vo) = (DG, VeW)E,€))

d
+ e+ X(1E = 1T = ).

JIEP. — M., 2021, tome 8
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Using the monotonicity of Uy, G and F' and the strong monotonicity of Uy and G,
we deduce that by choosing v = 0 and

B(t) = aetCIVaFIT2AVGIHAITI=1))

the right-hand side of (5) is non-negative and thus that by Lemma A.1, Zg . is
non-negative for all time which yields the required a priori estimate on U. It may
seem strange to the reader that we introduce a function v to take it as 0 later on.
We introduced it because it is useful in other contexts (stationary problem, different
assumptions on the monotonicity). Concerning the question of existence of a Lipschitz
function satisfying (1), the main argument (as in [32]) is to remark that the previous
technique to obtain a priori estimates still works when one adds particular degenerate
elliptic second order terms in (1). This is a consequence of the so-called Bernstein
method. We now indicate a particular choice of such terms.

Let us take € > 0 and consider o : R — R a smooth real bounded function such
that o(x) = 22 in a neighborhood of 0. Assume that U is a smooth solution of

d
U + F(x,U) -V, U" — e(z a(xj)ajjUi) — e’ (2)U*
6 N .

©) + AU = (T*)'U(t,Tx)) = G'(z,U) in Qg,Vi € {1,...,d},

U(0,2) = Up(z) in Qy.

Let us remark that as the terms in € in (6) preserves the monotonicity, we are able
to adapt the previous technique to (6) to establish a, uniform in ¢ € (0, 1), a priori
estimate on the spatial gradient of a solution of (6). Let us now remark that once we
have this a priori estimate, from classical results on degenerate elliptic equations [37],
existence of solutions of (6) can be easily obtained and that, passing to the limit

€ — 0, we deduce the existence of a Lipschitz function, solution almost everywhere
of (1). O

We now provide an a priori estimate for solutions of (2). As the proof of the
following statement is very similar to the one of the previous result, we do not detail
it here.

Prorosition 1.4. — Under Hypotheses 1 through 5, any smooth function U solution
of (2) satisfies

for C' > 0 depending only onr,G,F, A and T.
Remark 1.2. — Under the assumptions of the previous proposition, existence of a
Lipschitz solution of (2) is then easy to obtain once some local boundedness can be

established for a solution of (2). Such a property can usually be obtained easily on a
case by case basis. We give such an example in the next section on optimal stopping.

J.E.P. — M., 2021, tome 8
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Remark 1.3. The main difference for the proof of this statement compared with
the time dependent case is that the functions 8 and 7 in the previous proof must be
chosen constant.

Remark 1.4. We firmly believe the restriction on r from Hypothesis 5 to be mainly
technical and due to the rather abstract framework in which we are working. Let us
for instance mention [17] in which a Lipschitz estimate is proved for the solution of a
first order stationary master equation for any discount rate.

1.3. StEGALL’S VARIATIONAL PRINCIPLE. — We end this section on preliminary results
by recalling a quite weak version of Stegall’s lemma [39, 40, 24] that we shall use
many times in the rest of the paper. Moreover, we present a proof of this result that
we believe to be new.

Lemma 1.1. — Let ¢ : Q — R be a lower semi continuous function from a compact
set Q@ C X of a separable Hilbert space X. Then there is a dense number of points ¢
in X such that x — ¢(x) + (¢, x) has a strict global minimum on Q.

Proof. — This proof relies on convex analysis. For a set E, we denote & (F) the set
of its subsets. Let us consider the operator A : X — 22(X) defined by A(c) is the set
of the points at which x — ¢(x) + (¢, z) reaches its minimum over Q. Clearly for all ¢,
this set is non empty and well-defined. Let us check that the operator —A is cyclically
monotone. We consider a finite sequence cg, ¢, ..., ¢, = ¢o and for all i, y; € A(c;).
For all 7, let us remark that

(yi) + (i yi) < d(Yit1) + (i Yitr)-
Rearranging we get
(cisyi — Yir1) < ¢(Yir1) — D(yi)-

Let us now compute
n n n

Z<Ci —Cim1,Yi) = Z<Ci>yi — Yit1) < Z¢(yz‘+1) — ¢(y:) <O

i=1 i=1 i=1
Therefore the operator —A is cyclically monotone. Thus we deduce that A C 9,
where 1 is a concave function on X and 0 is its super-differential. From a general-
ization of Alexandrov theorem for separable Hilbert spaces [13], we finally deduce the
required result. O

2. MONOTONE SOLUTIONS OF THE MASTER EQUATION

In this section we provide a notion of solution for the master equation which does
not require the solution to be differentiable with respect to the space variable. We de-
fine first our solutions in the easier case of the stationary master equation and then
present the time dependent case.

JIEP. — M., 2021, tome 8
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2.1. THE STATIONARY CASE. The main idea we exploit in this section is somehow
contained in the proof of Proposition 1.2. Namely let us remark that for the proof of
Proposition 1.2 to hold, we only need to have information on the solution U of (2)
at points of minima of ¢y, : x — (U(z) — V,z —y) for V € R% y € Q4. Let us now
remark that if U is smooth, so is ¢y, and

Vedvy(r) =U(x) =V +D,U(x) - (x —y).
In particular, if o is a point of minimum of ¢y, in the interior of Q4, then
(7) D,U(xo) - (o —y) =V — Ulzo).

The right-hand side of (7) does not depend on derivatives of U. This leads us to
understand how we can generalize the notion of solution of (2) for a function U which
is not differentiable. According to this heuristic, we introduce the following definition.

Derinrion 2.1. — A function U € €(04,R?) is said to be a monotone solution of (2)
if for any V € R%, y € Q4, R > 0 sufficiently large and zy a point of strict minimum
of ¢pv,y 1 &+ (U(z) — V,z —y) in B, the following holds

(8) r(U(xo), 0 — y) + MU (x0) — T*U(T'x0), 20 — )
> (G(z0,U(x0)), w0 — y) + (F(w0, U(x0)), U(wo) — V).

Remark 2.1. — Let us remark that this notion of solution is reminiscent of the def-
inition of viscosity solutions introduced by Crandall and Lions [23]. We feel that it
is useful to remark that, for the master equation (2), we could have defined a weak
solution by the fact that the function ¢y, was a viscosity super-solution of a certain
PDE for all V € R%, y € Q4. However, we are not able to generalize such a formal-
ism to define solutions of the master equation for more general cases such as optimal
stopping or impulse control, that is why we prefer the definition of solutions we just
presented.

Revark 2.2. — Let us note that we impose the minimum to be strict because we have
in mind to build a stable notion of solution. Asking information for all minima raises
the problem that if a sequence of continuous functions (¢, )n>0 converges uniformly
toward a function ¢, then point of minima of ¢ are not necessary limits of sequences
of point of minima of (¢ )n>0. This type of phenomenon raises major difficulties to
obtain stability, especially in the case of optimal stopping.

Remark 2.3. — Let us remark that this notion of solution could be stated in more
general domains than Oy, as long as we have a boundary condition of the type of
Hypothesis 1.

Let us insist that in the previous definition zy may be on the boundary of Q.
We introduce the ball B}Q because we shall place ourselves under Hypothesis 2, which,
as we already mentioned, has the effect to bound the trajectories. Before commenting
on our definition of solution, let us state the two following results which justify this
choice of definition.
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Prorosirion 2.1. Under Hypotheses 1 and 2, a smooth solution of (2) is also a
monotone solution of (2) in the sense of Definition 2.1.

Proof. This result is fairly simple so we only sketch its proof here. Let us consider
a classical solution U of (2). If the point of strict minimum of z — (U(z) — V,z — y)
is in the interior of B, then thanks to (7), there is equality in (8). If this point is on
the boundary, thanks to the assumptions 1 and 2, the inequality holds. O

Turorem 2.1. — Under Hypotheses 1 through 3, there exists at most one continuous
monotone solution of (2) in the sense of Definition 2.1. If it exists, it is a monotone
application.

Proof. — Let us consider U and V two such solutions. Let us define W : 03 — R by
W(z,y) = U(z) = V(y),z —y)
Thanks to Lemma 1.1, for any ¢ > 0, there exists (a,b) € R??, |a| + |b| < &, such that
has a strict minimum on (Bg)? (for R>0 chosen sufficiently large independently of ),
attained at (zg,yo). Thus because U is a monotone solution the following holds.
r{U(wo), z0 — yo) + MU (xo) — T*U(T'z0), w0 — yo)
2 (G(x0,U(x0)),z0 — yo) + (F(x0,U(x0)),U(z0) — V(o) + a).

On the other hand, because V is a monotone solution, we deduce that

m(V(y0),yo — wo) + MV (y0) — T*V(Ty0), Y0 — To)
= (G(yo, V(y0)), Yo — wo) + (F(yo, V(%0)), V(y0) — U(xo) +b).

Summing the two previous equations, we obtain

W (zo,yo0) + MW (x0,y0) — W(Tz0, Tyo))
= (G(z0,U(x0)) — G(y0, V(y0)), o — yo) + (F (w0, U(x0)), a) + (F(yo, V(v0)),b)
+ (F'(20, U(z0)) — F(yo, V(0)), U(wo) — V(10))-

From this we deduce the following.
W (xo,y0) = A((a,z0 — Txo) + (b, yo — T'yo)) + (F'(z0,U(x0)), a) + (F (0, V (¥0)), b).

Because U and V are continuous, we deduce from the fact that ¢ can be chosen
arbitrary small, that for any R > 0, W > 0 on B},. Thus we conclude as in the proof
of Proposition 1.2 that U = V' and that U is monotone. ]

This previous result is a strong justification for our notion of solution. By consid-
ering the proof of this result and the equivalent result in the smooth regime, one can
realize that we have simply used all the ingredients useful to prove uniqueness of solu-
tions of the master equation in the monotone regime and used them as a definition of
solutions. Let us note that we are not going to prove an existence result for monotone
solutions in the stationary setting (only in the time dependent one later on). This
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is entirely due to the same reasons as in Remark 1.2 and has nothing to do with an
intrinsic difficulty associated to this stationary case.

One can wonder if the notion of monotone solution is not too weak. In the next
section we show how it can be sufficient to describe solutions in the optimal stopping
case or in the impulse control one. Moreover we now present results of stability and
consistency concerning monotone solutions.

Prorosition 2.2. — Consider a sequence (Fy,Gp)nen of applications from Qg x R?
into R24 which converges uniformly over all compact toward (F,G). If for alln, U, is
a continuous monotone solution of the master equation (2) associated to F,, and G,
and if (Up)nen converges locally uniformly toward U, then U is a monotone solution
of the master equation associated to F' and G.

Proof. — Let us consider V € RY, y € Q4, R > 0 and x( a point of strict minimum
of ¢ : x = (U(xz) — V,x — y) in Bg. From Lemma 1.1, we can consider a sequence
(an)nen € (RYY such that for all n,

|a’7’b| < n 1a
bn x> (Up(x) — V.2 — y) + (ay, ) has a strict minimum z,, in B,
Let us now remark that for all n > 0:
<Un(xn) - ‘/axn - y> + <anaxn> < <Un(x0) - Va To — y> + <ana 5U0>.
From this last inequality, we deduce that (2, )nen converges toward zg. Finally let us
remark that because for all n > 0, U,, is a monotone solution, we can write
T<Un(xn)a Tn — y> + )\<Un(xn) - T*Un(Txn)a Tn — y>

Passing to the limit in this last expression yields the required result. O

Remark 2.4. — The same type of results can be obtained in the case in which one
seeks stability for the terms A and T in (2). This can be achieved by changing mildly
the previous proof.

We now show consistency of this notion of solution under an additional monotonic-
ity assumption. That is we show that if a smooth function U is a monotone solution
of (2) in the sense of Definition 2.1 and that it satisfies an additional monotonicity
assumption, then it is a classical solution of (2).

Provosition 2.3. — Assume that U € W2 is a monotone solution of (2) in the
sense of Definition 2.1. Assume furthermore that for all x € Qq4, D,U(x) > 0 in the
order of positive definite matrix. Then U satisfies

rU' + (F(z,U) - V)U + A (U = (T*U(t,T2))") = G'(x,U) in {z; > 0},
rU"+ (F(z,U) - V) U + X (U" = (T*U(t, Tx))") < G*(x,U) in {z; = 0}.
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Proof. Let us fix zg in the interior of Q4 such that U is twice differentiable at xg
(such a set is dense in Q). Let us define ¢y, as in Definition 2.1. Let us remark that
(10) Vadv.y(ro) = DaU(zo) (w0 —y) + U(zo) =V,
(11) D2¢y ., (20) = 2D,U(z0) + D2U(20) (w0 — v).

Let us note that from the assumption on the monotonicity of U, there is a neighbor-
hood & of x( such that for any point y € &, the right-hand side of (11) is non-negative.
Then, taking such a y and choosing V' such that (10) vanishes, we have that z¢ is a
point of strict minimum of ¢y,,,. Because U is a monotone solution of (2), we deduce
that

r{U(zo), xo — y) + (F(20, U(x0)), D2U(0) (20 — y)
+ MU (zo) = T"U(Tx0),x0 — y) = (G(x0,U(20)), 0 — Y)-

This last inequality holds for any y € &. From this we easily deduce that U satisfies (9)
at xg. We argue in the same way when zg is on the boundary of Q. ]

ReEmark 2.5. — Let us remark that the assumption D,U(z) > 0 in the order of posi-
tive definite matrix on Qy is usually verified when some strict monotonicity assump-
tion is made on (G, F'). Furthermore, even though this assumption may be weakened,
it does not seem to be purely technical. Indeed, as we shall see in the section on opti-
mal stopping, the monotone solution solution of a master equation may not solve the
associated PDE at every point (for instance it is the case at the boundary of Q). In
our opinion, and very formally, the points at which this type of behavior can occur are
points at which the evolution of the density of players is not well-defined, for instance
because there are no players or because several Nash equilibria can lead to the same
value.

Remark 2.6. As it is usually the case in the MFG theory, the value function does
not necessary satisfy the master equation on states where there is no player, but only
an inequality. This is reminiscent of the weak solutions studied in [15] for instance.

2.2, TuE TIME DEPENDENT CASE. — In this section we present the analogue of Defi-
nition 2.1 for the case of (1). Let us note that in general in the MFG theory, the
time regularity is not necessary the main challenge and that we could easily define a
notion of monotone solution for smooth function of the time. However we prefer, for
completeness, to present this concept for functions which are not necessary smooth in
time, even though it makes this section more technical. Following the previous part,
we define a monotone solution in the time dependent setting with the following:

Derivirion 2.2, A continuous function U : (0, 00)x04— R? is a monotone solution
of (1) if

— for any V € R%, y € Q4, R > 0 sufficiently large € >0 and ¢ : R — R a smooth
function, for any (t9,zo) € (0,00) x B}, point of strict minimum of

(t,x) — (U(t,2) = V,z —y) — (1)
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on (to — €,t9) X B, the following holds:

d
(12) o d(to) + MU (to, xo) — T*U (to, T'xo), v0 — y)
> (F(z,U(to,x)),Ul(to,z) = V) + (G(x,U(to,x)),x — y).
— The initial condition holds:

U(0,z) = Up(z) on Qy.

In some sense, we are treating the time derivative using techniques from viscosity
solutions. As in the stationary case, we now present results of uniqueness, stability
and consistency for this notion of solution. Let us insist on the fact that the following
Proposition also yields an existence result.

Prorosirion 2.4. Let U : (0,00) x Q4 —R? be a smooth function, solution of (1)
in the classical sense. Then it is a monotone solution of (1) in the sense of defini-
tion 2.2. Moreover, under the assumptions of Proposition 1.3, there exists a monotone
solution of (1).

Proof. — We only state that for any z,y € Qg4 and tg > 0, for any ¢ such that
o(t) < (U(t,x),z—y) for t € (to —e,tp) for some & > 0 with ¢(tg) = (U(to, ),z —y),
then one has £(to) = (0:U(to, ),z — y). The rest of the proof follows easily from
the proof of Proposition 1.3. a

Turorem 2.2. — Under Hypotheses 1 and 3, there exists at most one continuous
monotone solution of (1) in the sense of Definition 2.2.

Proof. — Let us denote by U and V two such solutions. We define W : [0, 00) x 02 — R
by

Our aim is to proceed as usual by proving that W > 0. Let us assume that there
exists (to,Zo,¥0) such that x := W(tg,x0,90) < 0. Let us define the function
Z :[0,t0)* x 02 — R by

1
Z(t,s,x,y) =(U(t,z) = V(s,y),z —y) + E(t —8)2 + {a,z) + (b,y) + 01t + Sas.
This function is well-defined and depends on the parameters «, 61, 62 >0 and a, be R%.
Let R > 0 be such that zo, yo € Bg. Evaluating Z at (to, to, o, yo), we deduce that

min = Z < £+ (a,x0) + (b, yo) + (d1 + d2)to.
[0,t0]2 % (BE)?
Hence, there exists dp > 0 and € > 0 such that if |a| + |b] < € and 1,02 € (d0/2, o),
then
K

13 i 7 < ——.
( ) [O,tg]mxl(r]li’}{)Q 2
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From Lemma 1.1, there exists a, b, §1, d satisfying |a| + |b] < € and 1,2 € (60/2, o)
such that Z has a strict minimum on [0,¢0]? X (B)? at (ts, Sk, Ts, Ys). If £, > 0, then

Grit—s —é(t—sm e

can be chosen as a test function in (12) for U. Using that U is a monotone solution,
we then obtain

— 01 — é(t* — 5*) + >\<U(t*,aj*) - T*U(t*,T?E*),I* - y*>
2 <F(l'*, U(t*7m*))7 U(t*,l'*) - V(S*7y*) + Cl> + <G(I*? U(t*,l'*)),ﬂf* - y*>

If s, > 0 we can construct the analogue function ¢- for V" and then obtain an analogue
relation as the previous one. Thus if both ¢, > 0 and s, > 0, one obtains

(14) =610
+ A(<U(t*,$*) — V(5*7y*)7x* — y*> — <U(t*,TZ‘*) — V(S*yTy*)7T(x* - y*)>)
> (F (24, Uty 24)), a) + (F(ye, V(84,55)), ).

By construction of (¢, s, T«, Y ), the following holds

(Ut zs) = V(8u,44), T — Yu) < (U (ts, T) = V(54, Tys), T4 — y4))
Hence we deduce that
_60 2 <F(1‘*, U(t*az*)) + )\(1'* - TI*),CL> + <F(y*7v(5*7y*)) + )‘(y* - Ty*)7b>7

where we have also used that d1,02 > 0p/2. Let us note that a posteriori, choosing
as small as we want, so that a and b are as small as necessary we can contradict (13)
as dg > 0 and Jy was chosen independently of . Thus we have proved that if 6; and &
are chosen in (d0/2,dp), and a and b are sufficiently small, for any value of o > 0, the
point of strict minimum of Z cannot be attained for ¢, > 0 and s, > 0.

We now treat the case in which ¢, = 0 (the case s, = 0 is similar) and show that
we also arrive at a contradiction if the parameter « is well chosen. Let us take n > 0
arbitrary small. We want to show that Z(t., S«, ., yx) = —n for a certain choice of .
The following estimate always holds

[t. — 54| < CVa,

for some constant C' (let us recall that we minimize the continuous function Z on
a compact set). Choosing « sufficiently small, we can assume that if t, = 0, then
s« < 1/ for n’ > 0 arbitrary small. Thus using the continuity of V', we deduce that
|V (ss,9%) — Uo(yx)| < " for o > 0 arbitrary small, up to taking n’ small enough.
From which we deduce using the continuity of U (if " is small enough compared
to n, which we can always assume) that Z (¢, s«, Z«, y«) = —n which contradicts (13)
since 7 is as small as we want. Thus the function W is non-negative and we conclude
as usual. O
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Prorosition 2.5. Consider a sequence (Fy,,Gp)nen of applications from Q4 x R4
into R24 which converges uniformly over all compact toward (F,G). If for all n, U, is
a continuous monotone solution of the master equation associated to F,, and G, and if
(Un)nen converges uniformly toward U, then U is a monotone solution of the master
equation associated to F and G.

Proof. — The proof is very similar to the one of the stationary case. We consider € >0,
R>0,VeRY yecQqty>0, 9 € Q4 and a smooth function ¢ : [ty — ¢, %] = R,
such that (to,xo) is a point of strict minimum of (¢, z) — (U(t,x) —V,z—y) — ¢(t) on
(to—e, to] X Bg. In view of Lemma 1.1, we can consider for alln > 0, §,, € [-n~',n™1]
and a, € B!, such that (t,2) — (Un(t,x) =V — an, — y) — ¢(t) + 6, has a strict
minimum on [ty — €,%y] X Bf at (tn,2,). Arguing as in the stationary case, we can
pass to the limit n — 0o in the relation we obtain from the fact that U,, is a monotone
solution of the equation. This yields the required relation for U and thus established
that U is a monotone solution of the problem. O

2.3. A GENERALIZATION OF THIS METHOD. — As already mentioned above, the aim of
this paper is to present a new notion of solution for MFG master equations and not
necessary to enter into too much details on these solutions. However we believe the
next remark to be worth mentioning. It has been pointed out to us by Pierre-Louis
Lions.

Let us consider the case A = 0. The main argument to establish uniqueness of
monotone solutions is to consider two such solutions U and V and to prove that W
defined by

Wiz, y) = {U(z) = V(y),z —y)
is non-negative. Instead, for instance, we could have defined the function W with

W(z,y) = (U(x) = V(y), ¢(x) — ¢(y))

for some ¢ : Q4 — R?. Now let us remark that if D,¢(z) is an invertible matrix for
any z in the interior of Qg4, the property

W20 = U=V

still holds. This remark immediately generalizes the result of this section to a wider
class of systems. Indeed by replacing the condition (G, F') is monotone by

(G(z,U) = G(y, V), ¢(x) — d(y)) + (F(z,U) — F(y,V),U - Dyg(z) =V - Dy9(y)) = 0
Va,y € Qq, U,V € R4,

we obtain the uniqueness of the associated monotone solutions. This concept of solu-
tion depending on ¢ can be defined (in the stationary case) by

DeriNtrion 2.3. A function U € €(0g4,R?) is said to be a ¢-monotone solution
of (2) if for any V € R4,y € ¢(Q4), R > 0 sufficiently large and x¢ a point of strict
minimum of Yy, : x — (U(z) — V, ¢(x) — y) in B, the following holds

m(U(20), ¢(w0) — y) = (G(z0,U(20)), 70 — y) + (F(20,U(20)), (U(20) — V) Ds6p(0))-
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For instance, a remarkable choice of ¢ could be z — —z. In such a situation, one
could study master equations with a sort of anti-monotonicity properties.

3 ThE MASTER EQUATION FOR MEAN FIELD GAMES WITH OPTIMAL STOPPING

This section introduces the formulation of the master equation modeling a MFG
in which the players have the possibility to leave the game. As already mentioned in
the introduction, let us recall that MFG of optimal stopping have been the subject
of several works but that the case of the master equation for such MFG has not been
treated up to now.

In this section we are interested with a MFG, similar to the ones represented by (1)
and (2), except for the fact that the players are allowed to leave the game whenever
they decide, by paying a certain exit cost. Moreover, once they have left the game,
they do not interact anymore with the other players.

Let us briefly recall some results from [7] on this kind of MFG. In this paper, we
shew that existence of Nash equilibria for MFG of optimal stopping (in the absence
of a common noise) holds in general only if the players are allowed to play mixed
strategies. That is, the players are allowed to play a random exit time (i.e., they
control their probability to leave the game). This leads to the existence of Nash
equilibria in which there are part of the state space where some players are leaving
and some are staying. Even though uniqueness of Nash equilibria (or at least of the
well posedness of a value function for the MFG) can be established through standard
monotonicity assumptions, the characterization of the evolution is highly non trivial
in the states in which some players are leaving and some are staying. We propose here
to address this problem using the notion of monotone solutions, proceeding as we did
in [7], by first considering a penalization of the MFG in which the players cannot exit
the game as freely as they may want, and then by passing to the limit.

3.1. THE PENALIZED MASTER EQUATION. In the penalized version of the MFG of op-
timal stopping, the players cannot decide to leave instantly the game, they can only
control the intensity of a Poisson process which give their exit time, and the intensity
of this process is bounded by ¢! for ¢ > 0. Even though we do not want to enter
into the precise formulation of this penalized game, let us insist on the fact that those
aforementioned Poisson processes are supposed to be independent from one player to
the other. The penalized master equation is then of the following form in the time
dependent setting:

1 1,
(15) QU+ B(U) + (g B(U) %z + F(x,U)) VU

+ MU —-TU(t,Tx)) = G(z,U) in (0,00) x Qy,
U(0,2) = Up(z) in Oy,

where [ is an increasing and convex function that we would like to take as =
B := (). We recall that * stands for the term by term product and that S(U) is
understood component wise. Because 3’ is not well-defined but we shall shall work
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with smooth 8 approximating B\ . However we shall focus first on the case of B\ for the
sake of argument. In the stationary setting, the form of the penalized master equation
is given by

1 1
(16) 1U+ - BU) + (gﬁ (U) %z + Flz, U)) VLU

+ AU -TU(t,Tx)) = G(z,U) in Oy.
In the case A = 0, the form of the characteristics of the previous equations is given by
. 1
V(1) =Gy(@), V(©) - 2 BV),

(6) = Fly(t), V() + = B/(V) .

This type of characteristics is clearly what we expect from the study in [7] when
8 = B. Let us now come back on the case of 3, which is not well-defined. In this

(17)

paper, we want to understand this derivative in the same manner as we did in [7].
This technique relies mainly on understanding 3’ (0) as the segment [0,1] and the
previous master equations as differential inclusions. Instead of looking for solutions U
of (18), we are going to look for a couple (U, «v) solution of

rU + EE(U) n (g sz + F(a, U)) VLU + AU - T*U(t, Tx))
=Gz, U)in 0y, 0<a’(z)<1, Vi,1<i<d, z€0y,

Ul(z) <0 = ai(x) =0,

Ui(r) >0 = a'(z) = 1.

(18)

The same type of reformulation can be carried on for the time dependent case.

In the previous master equations, the exit cost paid by the players to leave the
game is 0. This leaving cost is necessary an upper bound for any candidate for a
value function of the game, as a player can always pay the exit cost and leave the
game. Thus we naturally expect that the value function U satisfies U < 0 everywhere.
Moreover, seeing U < 0 as a constraint helps to understand the function 3 as a sort
of penalization.

The case in which the exit cost depends on the state of the player which is leaving
the game, but not on the density of all the players, can easily be treated in a similar
fashion. The case in which the exit cost depends on the density of players is much
more involved as structural assumptions have to be made on the form of the exit cost
to ensure the propagation of monotonicity. We refer to [7] for more detailed on this
topic and we leave this case for future research.

For the rest of this study we focus on the stationary case and we mention the time
dependent setting at the end of this part on optimal stopping.

3.2. RESULTS ON THE STATIONARY PENALIZED EQUATIONS. — This section presents three,
quite simple, results on the penalized master equations. We start by proving a unique-
ness result for solutions of (18), which justify in our opinion the well posedness of the
penalized MFG, even though this property would not prove to be essential to build
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a solution of the limit master equation. We do not present in full details results of
existence and uniqueness of solutions of (18), as it is quite technical and not strictly
needed to construct a solution of the limit problem. The second result is a, uniform
in e, a priori estimate for the solution of (16). The third result is concerned with
monotone solutions of (16).

Prorosition 3.1. Under Hypotheses 1 and 2, there exists at most one smooth

function U such that (U, «) is a solution of (18). If it exists, this solution is monotone.

Proof. The proof is very similar to the one of Proposition 1.2. Let us take (U, aq)
and (V, as) two smooth solutions. We introduce W : 02 — R defined by:

W(z,y) = (U(z) = V(y),z —y).
Let us remark that W satisfies
"W+ (O‘lT(x) w2+ F(,U())) - VaW + (O‘Qg(y) Y+ Py, V() - VW
= (G(z,U(z)) = Gy, V(y),z —y) + (F(z,U(z)) — F(y, V(y), z — y)
2 (o) » 2 — anly) =, U) — V() ~ BUE) - BV), 2~ 1)
= (G(z,U(z)) = Gy, V(y),z —y) + (F(z,U(z)) — F(y,V(y)), x —
£ 2 (@ BV )~ @V) + {9, AU ) — as()U(@))

2 (G(z,U(x) = Gy, V(y),x —y) + (F(z,U(x)) = F(y, V(y). = — y).
The rest of the proof follows as the one of Proposition 1.2. O

Y)

Remark 3.1. — Several conclusions can be drawn from this result. The first one
is that the terms arising from the modeling of optimal stopping only reinforce the
monotonicity of the equation. The second one is that the singularity 3’ (-) can be
understood quite freely, this is justified by this uniqueness property. Finally, it is not
clear that such a uniqueness result holds for any increasing convex function f3.

Remark 3.2. Let us briefly insist on the fact that the addition of the term
“B'(U) x «” in the dynamics does not alter the assumptions 1 and 2.

The following result is the main argument why we are able to pass to the limit
e — 0in (18).

Prorosition 3.2. — Under the assumptions of Proposition 1.4, for any smooth, in-
creasing and convez function B, there exists C > 0 independent of € and B such that
if U is a classical solution of (16), then

(19) IV.U| < C.
Proof. — This proof is similar to the one of Proposition 1.4. Let us define W and Z by

W(z,§) = (U(x), ),
Z(x,€) = (VoW (2,€),€) — 8| Va W[ +[¢]?,
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for some constants § and . Let us remark that, arguing as if § was a smooth function,
Z satisfies

(20) rZ+ (e B (U)xx+ F(z,VeW), Vi Z)

(e (U) % 7 + DyF (. VW) Ve Z, VW)

—(DpG(x, VW)V Z,&) + NZ — Z(t, Tz, TE))

= (D,G(x, VW), &) — (DpG(x, VW)V W, &) — (D F(x, VW)V W, E)

+ (DpF (2, VW)V, W, VW) + + (e71B"(U) * % VW, VW)

—20(D,G(x, VW), VW) +28(Dy F(z, VW)V, W, VW)

+25(8'(U) * VW,V W)

+ AV W2 = 2(V, W (T2, TE), TV W) + |V W (Tz, T€)[?)

18|V W+ 2y((Dy F(a, VeW)E, Vo W) — (D,Glx, VEW)E.€))

— el + (el - Tef2).

Let us remark that, since [ is an increasing and convex function, all the terms in the
right-hand side involving € are non-negative. Thus we conclude that the announced a
priori estimate holds (indeed independently of ¢). O

As already mentioned in the previous section, existence of solution of a station-
ary master equation can be established from estimates such as (19) if some local
boundedness holds. We here give an assumption for which such a property can be
proved.

Hypornesis 6. For any p € R?, F(0,p) = 0. Moreover there is a unique solution
VeRY V<0 of
rV4+ ANV -T"V)=-G(0,-V).

We believe this assumption to be quite mild as it only assumes that i) once the
mass of players reaches 0, it stays at 0, ii) the MFG with a 0 mass of player (which is
thus an optimal control problem) is well-defined and players remaining do not exit it.
Let us remark that there can indeed still be player in the MFG, even if the mass of
players is 0. In such a case, the remaining players do not “see” each other.

Prorosition 3.3. — Fore > 0 and B a smooth increasing and convex function such
that B =0 on {z < 0}, under the assumptions of Proposition 1.4 and Hypothesis 6,
there exists a monotone solution U, g of (16), Lipschitz continuous, with a Lipschitz
constant independent of € and 3, and such that U, 5(0) is bounded uniformly in e
and (.

The proof of this result follows exactly the argument of the previous part.

3.3. TuEe LimiT MASTER EQUATION. — We show in this section how we can characterize
the value function of a MFG of optimal stopping using the notion of monotone solu-
tions. The main idea consists in characterizing the limit of the sequence (Ug)eso of
solutions of (18) when € — 0.
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Let us take (Ue, o) such that U, is a monotone solution of (18), for any V € R4,
y € Qg4 and z point of strict local minimum of ¢y, : © — (U.(z) — V,z — y), the
following holds.
r{Ue(z),z = y) + MUe(z) = T"Ue(Tw), 2 — y)

2 (G(z,Ue(z)), x —y) + (F(z,Us(2)), Ue () = V)

Lo x a0 u0) - V) - BUL@) 2 - )

= (G(z,Uc(2)), x — y)+(F (2, Ue(x)), Ue(x) = V) = %((ae *2,V)+(B(U(2)),1)).

From this computation, we deduce that if V' € R? is such that V < 0, then for any
y € 04 and z point of strict local minimum of ¢y, : © — (U.(z) —V, z—y), we obtain
that
(21) r{(Ue(z),z —y) + MU (z) = T*U(Tx), 2 — y)

2 (G(z,Uc(2)),z —y) + (F(z,Uc(x)), Us(z) = V).
As we clearly expect that the limit of (Ug)eso (if it exists) is non-positive, this leads
us to the following definition.

Dermvirion 3.1, A function U € €(0g, R?) is said to be a monotone solution of
the master equation for the MFG of optimal stopping if
- U <0,

— for any V € R? such that V < 0, for any y € Q4, R > 0 sufficiently large and
a point of strict minimum of ¢y, : © — (U(z) — V,z — y) in Bp, the following holds

m(U(x0), 0 — y) + MU(20) — T*U(Tx0), 10 — ¥)
> (G(z0,U(x0)), w0 — y) + (F(wo, U(x0)), U(wo) — V).

Let us insist that the only thing which differs from the non-optimal stopping case
is that U has to be non-positive component-wise and that we only have information
for V' which are also non-positive component wise. The existence of such a solution is
stated in the next result.

Tarorem 3.1. — Under the assumptions of Proposition 1.4 and Hypothesis 6, there
exists a monotone solution U of the MFG of optimal stopping in the sense of Defini-
tion 3.1.

Proof. — Let us take a sequence of functions (3, ),>0 such that for all n > 0, 8, is a
smooth increasing, convex and non negative function such that 3, (0) = 0 and (8,,)n>0
converges locally uniformly toward B\ . For ¢ > 0 we denote by U, ,, a monotone solution
of (16) with g = 3,,. From Proposition 3.3, we know that, (Us »)e>0,n>0 is uniformly
continuous and locally bounded.

From the Ascoli-Arzela theorem, we can build two sequences (Up)p>0 and (£,)p>0
such that:

—Forallp>0,e,>0and e, = 0as p— oo.
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— For all p > 0, (U,

c,m)n>0 converges locally uniformly toward U,,.

— (Up)p>0 is a family of uniformly Lipschitz functions, locally bounded, and con-
verges locally uniformly toward a function U.
Thanks to Proposition 2.2, recalling (21), we deduce that for allp > 0, V € R?, V <0,
y € 04 and z( point of strict minimum of & — (U, (x) — V,x — ), the following holds

r(Up(z0), 0 — y) + AMUp(z0) — T*U (T'x0), x0 — y)
> (G(z0,Up(70)), o — y) + (F(x0, Up(20)), Up(x0) — V).

We do not detail this fact as it follows exactly the same argument as in the proof
of Proposition 2.2 except for the fact that one has to be careful to choose a, (using
the notation of the aforementioned proof) so that V — a, < 0, which we can do
due to Stegall’s variational principle. The same property is of course also obtained
immediately for U the limit of (Up)p>0. Thus it remains only to show that U < 0.

Let us take R > 0 sufficiently large ¢ > 0 and n > 0. Consider D := [R+1, R+2]%.
There exists y € D and a € R%, a < 0 arbitrary small such that x — (Ue () —a, z—y)
has a strict minimum on B}, at . Since U. ,, is a monotone solution of (16), we deduce
that

T {(Uen(20), 0 — Y) + MUen(x0) — T*Ue n(Tx0), xo — Y)

= (G(xo, Ue,n(xO))v Zo — y> + (F(xo, Us’n($0))7 Ue,n(xO) - a> + %(B;L(Ue,n(xo)) * 0, Q)

+ §<BH(UE,n(xO))7y> + §<B;(U5,n(5€0)) * Us n(20) — Bn(Ue,n(xO))7m0>-

From which we deduce (using that 8], (2)z > B,(2)) that 8, (Uen(z0)) = o(¢). Be-
cause y is chosen such that for any = € B}, z' — 9" < 0, we deduce by construction
of o that, on B}, B,(U. ) is bounded by a o(e). Hence, we obtain that U < 0. O

We now present a result of uniqueness for this type of solutions.

Turorem 3.2. — Under Hypotheses 1 through 3, there exists at most one monotone
solution of the MFG of optimal stopping in the sense of Definition 3.1.

Proof. The proof of this statement follows exactly the one of Theorem 2.1 by
remarking that thanks to Lemma 1.1, using the notation of the aforementioned proof,
a and b can be chosen such that V —a <0and U — b < 0. O

3.4. COMMENTS ON THIS NOTION OF SOLUTION IN THE OPTIMAL STOPPING CASE. — In this
section we want to discuss how the knowledge of the value function of the MFG is
helpful to understand the behavior of the population of agents. In particular we make
an analogy with the notion of mixed solutions introduced in [7].

First, we expect that when no player is leaving the game, U solves a certain PDE,
which is the master equation characterizing the MFG without optimal stopping. The
set which corresponds to the fact that no player is leaving is the set ﬂle{U ¢ <0}
The fact that U satisfies this property can be obtained by two arguments. First, from
the PDE satisfied by U, for € > 0 and then by passing to the limit ¢ — 0. Secondly by
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remarking that if U?(z) < 0 for all 4 and D,U(z) > 0 in the order of positive definite
matrix, then the proof of Proposition 2.3 can be easily adapted to show that U indeed
satisfies

rU"+ (F(z,U) - V) U + A (U" = (T*U(t, Tz))") = G*(x,U) in {z; >0} N{U < 0},
rU' + (F(z,U) - V)U + A (U = (T*U(t,Tx))") < G'(z,U) in {2; =0} N {U < 0}.

Thus in the set {U < 0}, we can infer the evolution of the population of agents as in
the case without optimal stopping, at least when D, U > 0.

On the other hand, when players are actually leaving the game, we would like
to gain information on how they are leaving the game. Although the question of
describing the precise evolution of the population is not the central question of this
paper, we indicate formally what happens for the density of players. We refer to [7] for
more details on this question in the deterministic case. Let us consider a distribution
of players x € Q4 such that it is optimal for some players to leave the game. For this
to happen, one must have I(x) # &, where I is defined by

(22) I(z)={ic{1,...,d} | U(x) = 0}.

A natural requirement could be to expect that starting from z, the density of players
should instantly become Z defined by

=i {:E’ for i ¢ I(x),

(23) 0 forieI(x).

This type of behavior corresponds to considering only symmetric Nash equilibria in
pure strategies, i.e., equilibria in which if one player is leaving, then all the other
players are leaving. From [7], we know that we have to consider Nash equilibria in
mixed strategies and that players can play a certain leaving rate (a probability to exit
the game or not). Hence, even though some players are leaving the game in the state
i € I(z), this does not necessary mean that z* = 0. However, because some players
are leaving and some are staying in this situation, there is a way to determine .
Following [7], we expect that Z is characterized by

7t =t for i ¢ I(x),
(24 U@ = UG),
GH(z,U(2))2* =0 forie I(x).

The last line of (24) stands for the fact that either all the players in state ¢ have left the
game, or it is also optimal to stay in the game and thus one must have G*(z, U(Z)) = 0
(recall that the exit cost is 0). This relation is the analogue of an integral relation in
the formulation of Nash equilibria in [7]. Finally, let us remark that when there is a
strict monotonicity assumption on G, for any z € Qg4, there is at most one solution x
of (24). Thus, if we are given the solution of the master equation, we can reconstruct
the trajectories by using (24).
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3.5. THE TIME DEPENDENT CASE. As we already mentioned above, we are not going
to treat in full details the time dependent case. However we indicate the natural
generalizations of the results above in this situation. The definition of a solution of
the problem is straightforward from definitions 2.2 and 3.1. It is given by

Derinttion 3.2, A continuous function U : (0,00) x Oy — R? is a monotone
solution of the time dependent MFG of optimal stopping if
- U <0,

— for any V € R%, V <0, y € Qq, R > 0 sufficiently large, ¢ > 0 and ¢ : R — R
a smooth function, for any (to,zo) € (0,00) x B, point of strict minimum of (¢, z) —
(U(t,x) — V,x —y) — ¢(t) on (to — &, t9] x B, the following holds:

(25) % (to) + )\<U(t0,$0) — T*U(to,TZL'()), o — y>
> (F(z,Ul(to,x)),Ul(to,z) = V) + (G(x,U(to, x)), z — y),
- U(0,2) = min(Up(z),0) on Q.

The fact that the initial condition is only satisfied when Uy is smaller than 0 is
classical feature of optimal stopping problem. The uniqueness of such solutions is a
direct adaptation of the proof of Theorem 2.2. It can be summarized as follows.

Turorem 3.3. — Under Hypotheses 1 and 3, for any continuous function Uy, there
exists at most one continuous function solution of the time dependent MFG of optimal
stopping in the sense of Definition 3.2.

The question of existence of such a solution is more involved that in the stationary
case. We expect that it can also be proved by penalization by considering the sequence
(Usc)e>o of solutions of (15) and taking the limit € — 0. The main argument to consider
this method is that, as in the stationary case, a, uniform in ¢, estimates on || D, U, || can
be established. However, unlike in the case of (1), because of the terms in ¢! in (15),
this does not automatically translate into uniform estimates on the time regularity
of U..

4. THE MASTER EQUATION FOR MEAN FIELD GAMES OF IMPULSE CONTROL

This section generalizes the results of the previous section to a case in which the
players have the possibility to use impulse controls. Let us briefly insist on the fact
that, in finite state space, the evolution of the state of a player is necessary discon-
tinuous. Hence it could be thought that all MFG in finite state space are games of
impulse controls. This is not the case. Indeed if one were to detail the game modeled
by a master equation of the type of (1), then the transition rates between the states,
which are controlled by the players, would be either bounded or get a dissuasive cost
as they become higher. In this section, we consider the possibility for a player to
change instantly its state by paying a certain (finite) cost, this is what we call a MFG
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of impulse control. We refer to [6] for a complete presentation of impulse control
problems and to [8] for the study of MFG of impulse control without common noise.

As the formulation of impulse control is very general, and thus difficult to work
with, we shall focus at some point in our study on a particular instance of MFG
of impulse control. We hope that the forthcoming results convince the reader of the
generality of this method. As we did in the optimal stopping case, we shall also focus
on the stationary case in this section.

4.1. Descriprion or THE MODEL. — We consider a MFG in finite state space which is
described by F, G, and T as in (2). We add the possibility for a player in the state i
to instantly jump to the state j by paying a cost k;; > 0. The so-called jump operator
is then defined by

(26)  (Mp)' =min{k;; +p’ | j€{l,...,d}}, forpeR? ic{l,... d}.

We shall use the notation M‘p = (Mp)® for i € {1,...,d}. Given the value function U
of the MFG of impulse control, the function MU plays formally the same role as an
exit cost. Indeed when a player is in a state ¢ and the distribution of other players is
x € Oy, such that

(27) Ul(z) < M'U(x),

then it is strictly sub-optimal to use an impulse control. On the other hand, when
there is equality in (27), then it is optimal for players in state ¢ to jump to a state j
which reaches the minimum of MU (x) in (26).

As in the optimal stopping case, we introduce first a penalized version of the master
equation and then explain how we can pass to the limit.

4.2. THE PENALIZED MASTER EQUATION AND MONOTONE SOLUTIONS OF THE LIMIT GAME

Following the previous section, we are interested in a penalized version of the
impulse control MFG in which the players cannot exactly jump instantly from one
state to another but only control an intensity of jump which is bounded by ~! for
€ > 0 (in particular this penalized game is a “classical” MFG in finite state space, it
only has a particular structure). The master equation associated to such a MFG is

(28) rU* + éﬁ(Ui - M'U) + %((a V) xz—z-a) V.U + (F(z,U)) - VU’
+ AU = (T*)'U(Tz)) = G'(z,U) in Oy, i€{l,...,d},

where 3 is the positive part, 1 = (1,...,1) and o = (ij)i<i,j<d 1S & matrix made
of d? real valued functions on Qg which satisfy

a;;(x) =0 if Ul(z) < U’ (x) + ki; on Qg,
d I .
(29) Sy aij(z) =1 if 35, Ul(z) = U (x) + kij on Og,
0 < Q5 < 1,

d
Zj:l Ozij < 1
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Formally, for ¢,j € {L,...,d}, the function «;; indicates the proportion of players
in state ¢ which choose to jump (using the impulse control) to state j. Let us note
in particular that different jumps may be optimal to use from a single state. Thus
that we are forced to use this family of functions («;;)1<i j<d- Let us insist on the
fact established in [7] for the optimal stopping case, that if we restrict ourselves
to situations in which only a single behavior is optimal in every state, then a Nash
equilibrium may not exist. From [8], we expect that some monotonicity property holds
for (28)—(29). This following result gives a precise statement of this idea.

Provosition 4.1. — Under Hypotheses 1 through 3, there exists at most one smooth
function U such that (U,«) is a solution of (28)—(29). Moreover if such a solution
exists, U is monotone.

Proof. — As usual we take (U,a) and (V,7) two such solutions and we define
W :02% — R by

W(z,y) = (U(z) = V(y),z —y).
Let us remark that W is a solution of

rW+(F(x,U)—i—é((a&)*x—wa))VxW—f—(F(y,V)+é((7~1)*y—yo7)>vyw
= <G(I, U) *G(’IJ,V),JJ*ZI) + <F(l‘, U) —F(y,V),U—V)

AW (2,) = W(T2,TE) + L (V = MV)y — (U = MUY, — )
F @Dz -z a—(y 1)y +y U V).
Let us remark that

(V=-MV)y =(U-MU)r,z—y)+{(a- sz —z-a=(y-)xy+y-7,U-V)

=(z,(V-MV)y —(U-MU); +(U-V)*(a-1)—a-(U-V))
+<7(U MU)y =(V=MV) +(V-U)x(y-1) =7 (V-U))
2 (x,(V-MV)y = Vx(a-1)+a - V+(axk)- 1)
+ @y, (U-MU)y —Ux(y-1)+~7- U+ (axk)-1) >0,

where k = (k;j)1<i,j<d. Thus we deduce that W satisfies
1
rW—i—( (z,U) + ((a 1)*x—x-a))VzW

+ (F(y, V)b 231y =y ) )T + AW (2,) — W (T, 7€) > 0

Thus we conclude as we did in Proposition 1.2, first that W > 0, and then the required
results. ]

This result clearly suggests that the master equation for the impulse control MFG
is well posed. Indeed, as we shall see, as the solution of the problem is monotone, the
notion of monotone solution introduced in Section 2 shall be helpful. As in the case of
optimal stopping, let us consider a monotone solution U of the penalized equation (28)
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for £ > 0 satisfying (29) for a family of functions (a;;)1<; j<a- Thus for any V € R?,
y € Q4 and z( a point of strict local minimum of x — (U(z) — V,z —y), the following
holds:

7’<U({E(]), o — y> + )\<U({E0) — T*U(TLC()), o — y>
> (G(z0, U(0)) = B(U (o) = MU (o)), 0 — )
+ <F(£L'(), U(IL'())) + %((a(xo) . 1) *Tog — T * a((E(])), U({Eo) — V>

From the same calculations of the previous proof, because (29) holds, the previous
equation can be rewritten to obtain the following.

r{U(xo), 0 — y) + MU (x0) — T*U(Txo),x0 — y) = {(G(x0,U(0)),z0 — y)
(B0, U ), Uleo) = V) = = (o, (@) - 1) =V + alao)) -V = (s K) 1),
Hence, if V satisfies V' < MV, then we obtain
r(U(z0), z0 — y) + MU(z0) — T*U(Tx0), 20 — y)
2 (G(z0, U(20)), 20 — y) + (F (20, U(20)),U(0) = V).

This remark leads us to the following definition.

Derinition 4.1, A function U € €(04,R?) is said to be a monotone solution of
the master equation for the MFG of impulse control if
- U< MU,

— for any V € R? such that V < MV, for any y € Q4, R > 0 sufficiently large,
and xo a point of strict minimum of ¢y, : z +— (U(x) — V,z —y) in B}, the following
holds
r{U(zo), w0 — y) + MU (20) — T"U(T'0), 20 — y)

> (G(zo,U(x0)),x0 — y) + (F(x0,U(x0)), U(xo) — V).

Remark 4.1. As we can see, this definition is similar to the one of the optimal
stopping case, as they only differ in the fact that the constraint of being non-positive
component wise has been replaced by satisfying an inequality associated with the
jump operator M.

4.3. RESULTS FOR PARTICULAR MEAN FIELD GAMES OF IMPULSE CONTROL. — In the present
section, we assume a particular form for the jump operator M and we prove a result
of uniqueness for monotone solutions in the impulse control case.

Let us assume that not all impulse jumps are feasible, that is we assume that

k;; = +oo for some 4,j € {1,...,d}. More precisely we assume the following.
Hyrornesis 7. — The cost to jump along a non trivial cycle is always infinite. That is,
for all i € {1,...,d}, there exists no non constant sequence ¢ = ig,é1,...,%n+1 = ¢

such that for all k € {0,...,n},
kileik+1 < +00.

Moreover, for all ¢, € {1,...,d}, k;; > 0.
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We comment on this assumption after the following result.

Turorem 4.1. — Under Hypotheses 1 through 3 and 7, there exists at most one so-
lution of the master equation of the MFG of impulse control in the sense of Defini-
tion 4.1. If it exists, this solution is monotone.

Proof. — From Assumption 7, there exists an open set & C R? such that 0 € 0 and
for any V € R%, a € 0:
V<MV = V4+a<< MV +a).

The rest of the proof follows exactly the one of Theorem 2.1 by remarking that thanks
to Lemma 1.1, using the notations of the aforementioned proof, a and b can be chosen
in 0. |

Remark 4.2, — Hypothesis 7 restricts the jumps such that it is not possible to do a
sequence of successive jumps to exit one state and enter it again. We firmly believe
this assumption is purely technical, even though we have not been able to prove it.
Let us also mention that no particular assumption of this form is made on F. In
particular, using “usual” controls, the players can come back to state from which
they have jumped.

5. A MEAN FIELD GAME OF ENTRY AND EXIT

In this section we consider an application of the tools developed in this paper.
We consider a market which agents can enter or exit by paying a certain cost, and
in which the revenue of the agents in the market is a function of the total number of
agents in the market. The simple model we are about to present is closely related to a
model for cryptocurrency mining introduced in [11], namely the version of the model
with no friction at entry.

The number of agents in the market is denoted by the variable K. The cost to exit
the market is denoted by s € R and the cost to enter the market is denoted by b € R.

We assume
b < s.

Knowing the evolution of the number of agents in the market (K;);>0, the revenue of
an agent in the market is given by
e "tg(Ky)dt,
0

where g is a real valued function, » > 0 is a constant which takes into account the
inter-temporal preference rate of the agents and 0 < 7 < +o0 is the time at which the
agent exits the market. We want to characterize the value function U of this MFG
which gives for a number of agents K in the market, the value of the game U(K)
for agents in the market. Following Section 3, we introduce first a penalized version
of the game in which the player cannot exit or enter the market freely. For ¢ > 0, a
plausible penalization of the MFG leads to the following penalized master equation:

(30) U+ 2 (B U~ 9K ~ 5o~ V) IV + 28U ~ 5) = g(K) in Ry,

where 5(-) = (+)4. The following result holds true.
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Prorosrriox 5.1. Let U be a smooth solution of (30). Assume that g is an in-
creasing and Lipschitz function. There exists C' > 0 depending only on g and r such
that

The proof of this statement follows exactly the one of Proposition 3.2 so we do not
detail it here. From this result, we easily deduce that, if g is Lipschitz and increasing,
there exists a monotone solution of (30). Such a monotone solution U satisfies that for
any V € R, y € Ry, Ky a point of local strict minimum of K — (U(K) — V)(K —y)

rU(Ko)(Ko —y) = g(Ko)(Ko — y)
2 (B UE) — )y — 5o~ U(Ko)) (U(Ko) = V) = ZB(U(Ko) — 5)(Kop — ).
Let us remark that if b < V < s, we obtain:
rU(Ko)(Ko —y) = g(Ko)(Ko — y).

This remark leads us to the following definition.

Derintrion 5.1. — A continuous function U : R — R is said to be a monotone solution
of the MFG of entry and exit if
-b<U<«s,

— for any V € [b, 5], for any y € R, for any point Ky of strict local minimum of
K= (UK) - V)(K —y),

rU(Ko)(Ko —y) = g(Ko)(Ko — y).
The following result is easily obtained following the previous parts of this article.

Tueorem 5.1. — Assume that g is a Lipschitz and increasing function. There exists a
unique monotone solution of the MFG of entry and exit in the sense of Definition 5.1.

Remark 5.1. Obviously, we only intend to apply the concepts developed in the
previous sections here, and extensions of this model could easily be considered, fol-
lowing modeling as in [11] or simply by adding terms which plays the same role as F’
and G in the previous sections.

6. CONCLUSION AND FUTURE PERSPECTIVES

In this paper we have provided a notion of solution to study a class of first order
systems of PDE arising from the MFG theory and referred to as master equations.
This notion of monotone solution relies heavily on the so-called monotone structure of
the master equation (Hypothesis 3). Although it was already well known in the MFG
community that regularity and uniqueness for the solution of the master equation
can be obtained in a monotone regime, we hope that our notion of solution can be
helpful to reduce the assumptions made to obtain well-posedness of master equations.

JIEP. — M., 2021, tome 8



MONOTONE SOLUTIONS FOR MEAN FIELD GAMES MASTER EQUATIONS 1129

Moreover we have shown in this paper that we are able to characterize the value func-
tion of MFG involving a variety of novel actions for the players (stopping, jumping,
entering) using monotone solutions.

The natural extensions for this notion of solution are the case in which the master
equation takes the form of an infinite dimensional PDE and the case of second order
equations. The generalization of this work to infinite dimensional cases is standard
and shall be the subject of another work. Concerning the case of second order master
equations, defining a notion of monotone solutions for functions which are one time
differentiable is straightforward following the techniques we here developed, however
to treat functions which are merely continuous is much more involved and shall also
be the subject of a future work.

Finally, we do not claim that the notion of monotone solutions is appropriate to
address the question of the characterization of a value function in a MFG in a non-
monotone regime, in particular because in such a situation, if such a value function
exists, it may be discontinuous. Personally, we do not believe this previous prob-
lem to be solvable outside under additional structural assumptions on the MFG. By
structural assumptions, we mean assumptions which completely change the nature of
the MFG such as being in the potential case, having specific couplings or particular
information structure for instance.

ApPENDIX A. TWO MAXIMUM PRINCIPLE RESULTS

Lemma A1, — Let ¢ : (0,00) x Qg — R be a smooth solution of

d
Or¢+ F(x,0) - Vot — Y 0(2")0u¢+ M — ¢(Tx)) =0 in (0,00) x Oy,
- $(0,2) >0 in Oy,

where o is a non-negative function with o(0) =0 and T : Oy — Q4. Under Hypothe-
sis 1, ¢ is a non-negative function.

Proof. — We argue by contradiction. Arguing as in the proof of lemma 3 in [12], we
can assume without loss of generality that there exists (g, zo) € (0,00) x Qg such
that

Orp(to, wo) <0,

B(to, w0) = 0 < ¢(to,y) Vy € Oy,
S o(2h)iid(to, m) > 0,

F(z0,9) - V29(to, z0) = 0.

Thus we conclude to a contradiction by evaluating the PDE satisfied by ¢ at (¢g, xo).
Hence ¢ is non-negative. O
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Lemva A2 Let ¢ : Og — R be a smooth solution of

d
ré+ F(x,0) Voo — Y _0(x")0i¢+ Mo — ¢(Tz)) >0 in (0,00) x Oq,
- 6(0,2) >0 in Oy,

where o is a non-negative function with o(0) =0 and T : Oy — Q4. Under Hypothe-
ses 1 and 2, ¢ is a non-negative function.

Proof. — Consider R sufficiently large and zo := argmin{¢(z) | z € BL}. Assump-
tions 1 and 2 precisely state that —F(z, p) points inward B} for any = € Bk, p € R¢.
Thus evaluating the PDE satisfied by ¢ at xo we deduce that ¢(x¢) > 0, hence that ¢
is a non-negative function. |

ApreENDIX B. FiniTE sTATE MFG ON THE ORTHANT

In this section we consider a problem which arises from the discretization of a con-
tinuous problem, mainly to highlight the links between a master equation on Q4 and
on the simplex. For other examples of master equations in finite state space, we refer
to [4, 11]. Namely we are interested in the case in which G is given by
(31) Gi(x,p) = file) =Y H((p; —pi)-), (2,p) € (Ry)* x RY,

J#i
where H : R — R is a function with quadratic growth whose second derivative
is bounded from above and from below by a non negative constant. We then define
F(z,p) = —D,G(z,p)z. The master equation in such a cases is the PDE of unknown U
given by
(32) U + (F(z,U) - V,)U = G(z,U) in (0,T) x R?,
where for the sake of clarity we omit terms modeling common noise, such terms

could be treated following the same technique as in the previous sections. Obviously
such a master equation is associated to games in which the number of players is

> Fi=o.
Let us consider a reduction of (32). We define V : (0,7T) x R¥~! — R~! by:

(33) Vi(t, z) = Ui(t, ¢(2)) — Ua(t, ¢(2))
for 1 < i < d, where ¢ : R4~ — R is defined by ¢(2) = (21,22, ., 2a-1,1 — >, 2).
The natural equation to consider for V is

(34) OV + (F(z,V)-V.)V=G(zV) in (0,00) x %4,
where ¥¢ := {z € Qg1 | o1 + - + 241 = 1} and G and F are defined for i €
{1,...,d—1} by
{Gj(% V) =G(6(2),%(V)) = G o(2),%(V)),
F'(2,V) = F'(¢(2),¢(V)),

conserved, i.e.,
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where ¥(p) = (p1,p2,-..,pa—1,0) for p € R~ The following result then easily
follows.

Prorosition B.1. — Let us consider two functions
U:(0,00) xR —R? and V:(0,00) x R — R

which satisfy (33). Then if U solves (32), V solves (34).
Moreover, if x — (f;(x))1<i<a s monotone and H is convez, then both (G,F') and
(G, F) are monotone.
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