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Member, IEEE, and Haralampos-G. Stratigopoulos, Member, IEEE

Abstract—We treat the problem of analog Integrated Circuit
(IC) obfuscation towards Intellectual Property (IP) protection
against reverse engineering. Obfuscation is achieved by camou-
flaging the effective geometry of layout components via the use
of fake contacts, which originally were proposed for gate camou-
flaging in digital ICs. We present a library of obfuscated layout
components, we give recommendations for effective camouflaging,
we discuss foreseen attacks and the achieved resiliency, and we
propose security metrics for assessing the hardness of reverse
engineering. The proposed methodology is demonstrated on an
operational amplifier and an RF Σ∆ Analog-to-Digital Converter
(ADC).

Index Terms—Hardware security and trust, analog and mixed-
signal integrated circuits, IP/IC piracy, reverse engineering,
design obfuscation, camouflaging.

I. INTRODUCTION

Reverse engineering has become one of the major hardware
security threats. It can be used to reconstruct the netlist of
an Integrated Circuit (IC) and infer its functionality. Nowa-
days, instrumentation and software tools are broadly available
to successfully reverse engineer any IC regardless of the
technology node [1], [2]. While in most countries reverse
engineering is legal for checking ICs for piracy or patent
infringements, there are many ways it can be misused. For
example, a company may gather intelligence so as to reduce
its competitive disadvantage against the IC owner company.
A reverse engineered IC can be cloned and sold as original
without licensing, thus resulting in revenue and know-how
losses for the IC owner. Reverse engineering can be used also
to locate the root-of-trust and security primitives of an IC and
gather information for launching a successful attack that leaks
secret data. Finally, it can be used with the aim to judiciously
insert a Hardware Trojan which when triggered can degrade
or disable functionality.

Defense strategies against reverse engineering include lock-
ing and physical design obfuscation. Locking aims at inserting
a lock into the design such that unless the valid key is used the
functionality breaks. Physical design obfuscation, on the other
hand, aims at making “stealthy” alterations in a design using
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mechanisms at the device and interconnect level, resulting in
an extracted netlist that is “deceiving” for the attacker.

Extensive reviews of existing defense strategies for digital
ICs are provided in [3]–[8]. For analog ICs, hardware security
techniques in general lag seriously behind compared to their
digital counterparts and the solution space is largely unex-
plored [9]–[11].

A well-known physical obfuscation mechanism is based
on fake contacts between metal layers and poly, diffusion or
metal layers1 [12]. True contacts span the entire dielectric
to connect the two layers, whereas fake contacts have a thin
gap creating an open-circuit. Fake contacts are 100% CMOS
compatible requiring no foundry process changes [12]. An
attacker cannot differentiate between true and fake contacts as
they appear identical under a microscope and by slicing the
die it will be unlikely to pass through the thin gap. Besides,
fake contacts are distributed at different heights and this would
require slicing the die in several pieces which is infeasible.
Another approach is to make true contacts with magnesium
(Mg), which displays very good electrical conductivity, and
fake contacts with magnesium oxide (MgO), which is a
perfect insulator [13]. When delayering a protected IC the Mg
contacts oxidize within minutes to MgO, thereby destroying
the information where real and where fake contacts are placed
in the layout. A remedy for the attacker could be to delayer
in an oxygen-free environment, an approach that would make
costs and efforts soar prohibitively. Generally, fake contacts
can be leveraged to inconspicuously blend extra circuitry into
the IC which, however, is inactive and completely irrelevant
for the functionality of the IC. In [14], fake contacts are used
to design a camouflaged cell that can perform either as an
XOR, NAND, or NOR gate according to which contacts are
true and fake. The designer can replace some standard gate
cells with this camouflaged cell to obfuscate the functionality.

In this paper, we propose an analog IC camouflaging
technique based on the use of fake contacts. Compared to gate
camouflaging, the proposed analog IC camouflaging works
differently. Gate camouflaging hides the gate functionality,
whereas analog IC camouflaging hides the correct sizing of the
components, such that the extracted netlist from the reverse-
engineered circuit has deceiving sizing and, thereby, unac-
ceptable performance trade-off. Gate camouflaging requires
camouflaging a large percentage of gates so as to increase
the reverse engineering hardness, which inevitably results in

1For the sake of simplicity but without loss of generality we will refer to
all types of interconnects including vias as contacts.
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large area, delay, and power overheads [15]. In contrast, in
analog IC camouflaging it suffices to obfuscate a small number
of components, thus the overheads can be well-controlled and
can be practically negligible. In gate camouflaging the attacker
can recognize the camouflaged gates, which can be informative
for launching attacks, whereas in analog IC camouflaging the
attacker will have to consider every component as poten-
tially obfuscated, which increases dramatically the hardness
of reverse engineering. We present a library of obfuscated
analog layout components that is sufficient for camouflaging
virtually any analog IC and we provide recommendations to
designers for best camouflaging practices. We also discuss
foreseen attacks and the resiliency offered by the proposed
technique. Finally, we propose security metrics specific to
analog ICs to quantify the hardness of reverse engineering.
The technique is demonstrated on two case studies, namely a
Miller operational amplifier (op-amp) and an RF Σ∆ Analog-
to-Digital Converter (ADC).

The rest of the paper is structured as follows. In Section
II, we discuss the prior art in analog IC locking and physical
design obfuscation. In Section III, we provide an overview
of the analog IC camouflaging technique. In Section IV, we
present the library of obfuscated analog layout components. In
Section V, we provide recommendations for best camouflaging
practices. In Section VI, we discuss foreseen attacks and
the achieved resiliency. In Section VII, we develop security
metrics for quantifying the hardness of reverse engineering.
In Section VIII, we present our experimental results on the
chosen two case studies. Section IX concludes the paper.

II. PRIOR ART IN ANALOG IC LOCKING AND OBFUSCATION

For analog ICs the vast majority of published works focus
on locking. The challenge is to insert a lock that is driven
by tens of key-bits, e.g. 64 bits for high resilience against
a trial and error brute-force attack, yet without inducing any
performance penalty.

The majority of published works on locking consider insert-
ing a lock into the biasing circuitry of the analog IC, such that
unless the correct key is applied the analog IC is incorrectly
biased, thus resulting in one or more performances residing
outside the specification limits. In [16], it is proposed to lock
the body-biasing of a matched transistor pair with a lock
mechanism that is based on a memristor crossbar, where the
key-bits control the programming of the memristors. In [17],
it is proposed to replace the transistors used to set the biasing
with parallel-connected transistors. The key-bits control which
of these transistors are “on”, where the aggregate width of the
“on” transistors equals the width of the original obfuscated
transistor. In [18], it is shown how to lock current mirrors by
adding extra branches that are controlled by the key-bits. The
resultant biasing current depends on which branches are “on”,
as well as on the dimensions of the mirroring transistors in
these branches. In [19], it is proposed to add a neural network
on-chip that receives as input an analog key in the form of DC
biases and produces at its output the desired biases. The neural
network is trained to implement a delta function at the correct
key, that is, any invalid key will produce incorrect biases.

In [20], an attack is proposed based on Satisfiability Modulo
Theory (SMT) that can break all biasing locking techniques.

Another category of approaches consider the calibration
mechanism inserted into analog ICs. In [21], it is proposed
to apply logic locking to the digital optimizer in the feedback
loop that maps on-chip performance measurements to an
appropriate tuning knob setting that compensates for process
variations. In [22], it is assumed that the analog IC has
embedded analog floating-gate transistors (AFGTs) for fine-
tuning of the performances. A lock mechanism is proposed
that limits the programmability range of AFGTs when an
invalid key is applied, thus disabling the capacity for correct
calibration. A different approach is taken in [23], where it is
proposed to lock highly-digitized analog ICs naturally via their
programmability fabric. In this case, the configuration settings
that simultaneously compensate for process variations and set
the operation mode are kept secret. The calibration algorithm
that produces these configuration settings must be complex
enough to hinder the attacker from reverse engineering it.

A third approach considers locking analog ICs by applying
logic locking to their digital section that is in the signal path
[24]. A demonstrator of this technique was presented in [25],
where the ADC in an audio signal processing chain is locked.
One can listen to the effect of locking which translates into
glitches in the output audio signal.

Furthermore, it is also possible to consider compound
techniques where more than one locking mechanisms are
embedded simultaneously. For example, in [26], the analog
section of a mixed-signal circuit is locked with biasing tran-
sistor obfuscation and its digital section is secured with logic
locking.

Finally, there is only one existing technique in the litera-
ture for physical design obfuscation which leverages multi-
threshold voltage (Vth) transistors often used in analog ICs
[27]. More specifically, it is proposed to replace few normal-
Vth transistors with low-Vth or high-Vth and re-design the
circuit so as to meet the intent specifications. The underlying
assumption is that an attacker that reverse-engineers the chip
and extracts the netlist cannot distinguish the type of the
transistor. This approach can be viewed as transistor type
camouflaging. For a circuit with n transistors, an upper bound
for the search space size will be 3n, after excluding the
transistors whose type is unambiguous and counting a pair
of transistors that must have the same type, i.e. matched
transistors in a differential pair or current mirroring transistors,
as one. While re-designing requires some effort, the designers
should be willing to undertake this effort, in order to protect
the intellectual property of their design.

III. ANALOG IC CAMOUFLAGING

A. Threat model

The proposed analog IC camouflaging is a defense against
reverse-engineering attempted by a malicious end-user. In our
threat model, the attacker legally purchases a functional chip
from the market. We assume that the attacker has access to the
technology Process Design Kit (PDK) and has full capabilities
to reverse-engineer the chip and resolve geometries down to
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sub-gate-level sizes, thus recovering an exact schematic and
layout. The attacker can also purchase a second chip that can
be used as an oracle, i.e., for applying inputs and observing
the outputs.

The proposed analog IC camouflaging does not protect an
Intellectual Property (IP) block from a malicious System-on-
Chip (SoC) integrator or a malicious foundry that fabricates
the IC, since the IP/IC owner inevitably shares with these
potentially untrusted parties the blueprint of the IP/IC, e.g.,
GDS-II file, whereby fake contacts are directly revealed.

B. Sizing camouflaging

The proposed analog IC camouflaging consists in incon-
spicuously hiding by means of fake contacts the active ge-
ometry of layout components and, thereby, the actual sizing
of schematic components extracted from reverse-engineering.
The methodology takes advantage of the special handcrafted
layout techniques used in analog designs for improving com-
ponent matching, tolerating process variations, and achieving
compact layouts [28].

In particular, non-minimum size transistors are most often
laid out as several sub-transistors connected in parallel and
sharing diffusion strips, known as gate fingers. Common-
centroid layouts are also preferred for transistor pairs that
are required to be well-matched. Similarly, resistors are laid
out in a serpentine serial connection of unit resistors and
capacitors are laid out as capacitor banks consisting of several
unit capacitors.

The underlying idea is to use fake contacts so as to add
seemingly connected yet in reality inactive and electrically
disabled gate fingers, unit resistors, and unit capacitors. In
this way, the nominal sizing of components, i.e. the effective
width of transistors and the values of resistors and capacitors,
is camouflaged.

In Section IV, we will present in detail camouflaged layout
versions of analog components using fake contacts. These
camouflaged layout versions can be parametrized into PCells
to compose a library of camouflaged PCells that is combined
with the library of standard PCells and is seamlessly inte-
grated into the design flow. A camouflaged PCell combines
the functionality of the standard PCell while also adding
extra electrically disabled instances. Building the library of
camouflaged PCell is a one-time effort for each technology
node and thereafter can be reused for readily obfuscating any
design. Moreover, the same design principle can be reused
for every technology node. For a target component to be
resized, the designer will simply have to replace the standard
PCell with the camouflaged PCell and set the parameters of
the camouflaged PCell. This set of parameters includes the
active sizing, as well as the number of extra inactive instances
and their locations, i.e. the arrangement of active and inactive
instances.

C. The defender perspective: design flows with camouflaging

We can distinguish two design flows, namely camouflaging
of an existing design, shown in Fig. 1a, and involving camou-
flaging already from the design phase, shown in Fig. 1b.

1) Camouflaging an existing design: The defender has the
original design, including the original netlist and layout, which
we refer to as the nominal non-obfuscated design. Beginning
with the original netlist, the defender will perform re-design
iterations, shown with the inner loop in Fig. 1a, where in each
step a set of components is resized and the resized netlist is
simulated to obtain the performances. This inner loop stops
when a suitable resized netlist is found that has one or more
performances failing their specifications.

With this selected resized netlist, the defender will next
obfuscate the original layout. The layout of non-modified
components remains unchanged, while the layout of resized
components is replaced with an obfuscated layout version
using the library of camouflaged PCells, as explained in
Section III-B. This replacement possibly will require changes
in the floor-planning and routing, in order to fit into the
original layout the camouflaged layout versions of the resized
components. The resulting layout is an obfuscated layout
that is electrically equivalent to the original layout since the
resizing is cancelled out by the use of fake contacts. Therefore,
the obfuscated layout embeds the nominal design which we
refer to as the nominal obfuscated design. However, if fake
contacts cannot be distinguished from true contacts and are all
reckoned as true, then the obfuscated layout can be deceivingly
thought to embed the resized netlist which we refer to as the
all-true contact design.

Compared to an original component layout, a camouflaged
component layout will add extra parasitics which, albeit small,
may perturb the intent performance trade-off of the original
design. Perturbation may result also from changes in the floor-
planning and routing. To ensure that the nominal obfuscated
design does not incur any performance penalty with respect
to the nominal non-obfuscated design, as a final step, the
defender will perform post-layout simulation to evaluate the
performances of the nominal obfuscated design. If unaccept-
able performance degradation is noticed, then the defender will
have to repeat the camouflaging procedure, as illustrated by the
outer loop in Fig. 1a. The defender can identify the modified
components that are the root-cause of this degradation and
will target resizing another set of components that results in
no degradation. With this outer loop, obfuscation via sizing
camouflaging can be viewed as an additional step in the design
flow that can be performed on top of the original design.

2) Involving camouflaging in the design phase: The designer
knows in advance before actually starting the design that the
design should be protected against reverse-engineering. In this
scenario, camouflaging is fully integrated into the design flow.
The designer will proceed as normal and will first design
the circuit at schematic-level with no camouflaging in mind.
Once the intent design specifications are met at schematic-
level and before moving to layout design, the designer will
perform the resizing operation for camouflaging, shown with
the inner loop in Fig. 1b, similarly to the design flow in Fig.
1a. Thereafter, the layout will be designed as normal using
camouflaged layout versions for the resized components. Thus,
in this case, floor-planning and routing naturally takes into
consideration the camouflaged layout versions of components.
Once the layout is completed, post-layout simulations will be
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(a) Defender perspective when camouflaging
an existing design.

(b) Defender perspective when involving cam-
ouflaging in the design phase.

(c) Attacker perspective.

Fig. 1: Overview of analog IC camouflaging.

performed as normal. Typically, several design iterations take
place until post-layout performances are satisfactory, as shown
with the outer loop in Fig. 1b. During this design optimization,
the designer will change the nominal component values, i.e.
transistor dimensions, etc., will perform changes in the layout,
floor-planning, and routing, and may also perform topology
modifications. This outer loop is not related to the obfuscation
objective. However, for every iteration of the outer loop, we
may have to repeat the inner loop which is related to the
obfuscation objective.

D. The defender perspective: objectives
The defender has the following main two objectives:
1) For the design flow in Fig. 1a, maximize the performance

penalty of the all-true contact design with respect to the
nominal non-obfuscated design. For the design flow in Fig.
1b, maximize the performance penalty of the all-true contact
design with respect to the specified performance trade-off.

2) For the design flow in Fig. 1a, minimize any performance
penalty of the nominal obfuscated design with respect to
the nominal non-obfuscated design. For the design flow in
1b, the nominal obfuscated design should meet the specified
performance trade-off.

We can define two additional objectives:
3) Minimize the obfuscation area overhead.
4) Minimize the obfuscation design effort towards satisfying

faster the above objectives 1 and 2.
For the design flow in Fig. 1a, minimizing the obfuscation

design effort implies: (a) reducing the number of iterations of
the inner loop and (b) reducing the number of iterations of
the outer loop which, in turn, will reduce the number of the
repetitions of the inner loop. As mentioned in Section III-C,
the outer loop aims at correcting any performance penalty of
the nominal obfuscated design with respect to the nominal
non-obfuscated design. This performance penalty is due to
camouflaged layout-induced parasitics and changes in the
floor-planning and routing. Reducing this performance penalty
will reduce the number of iterations of the outer loop and
possibly may eliminate completely the need to enter into this
loop, thus iterating over the inner loop only once.

For the design flow in Fig. 1b, the outer loop aims at
design optimization such that post-layout performances meet
the intent specifications. As mentioned in Section III-C, this
outer loop is not related to the obfuscation objective, yet the
inner loop which is related to this objective is revisited at
every iteration of the outer loop. Therefore, for the design
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flow in Fig. 1b, minimizing the obfuscation design effort
implies: (a) reducing the number of iterations of the inner loop
and (b) avoiding repeating the inner loop during outer loop
iterations. The latter can be achieved by aiming at minimizing
the effect of camouflaged layout-induced parasitics on post-
layout performances. In this way, camouflaged layout-induced
parasitics will not be among the root-causes of unsatisfactory
post-layout performances which is what enables the outer loop.
The set of resized components for obfuscation as well as their
resizing values can be kept fixed during outer loop iterations.
As long as the resized netlist, e.g. the all-true contact design,
fails the specifications, it will not be necessary to repeat the
inner loop and find another set of components to resize.

Therefore, minimizing the obfuscation design effort boils
down to the following objectives:

4a) For both design flows, reduce the number of iterations
of the inner loops in Figs. 1a and 1b towards satisfying faster
objective 1.

4b) For both design flows, minimize camouflaged layout-
induced parasitics towards satisfying faster objective 2.

4c) For the design flow in Fig. 1a, additionally minimize
changes in the floor-planning and routing towards satisfying
faster objective 2.

Recommendations for best camouflaging practices will be
given in Section V.

E. The attacker perspective

Fig. 1c illustrates the attacker perspective. The attacker will
initially perceive all contacts as true and only after running
simulations will realize that the performances of the all-true
contact design are not in agreement with those promised in the
datasheet having a degraded performance trade-off with one
or more specifications lying outside their specification range.
At that point the attacker will understand that the design is
obfuscated, but cannot tell which are the fake contacts and for
that reason cannot tell which are the obfuscated components
either. Every component is potentially an obfuscated one. As
a result, the attacker will have extracted the architecture and
netlist, but will not recover the sized netlist nor a correct
layout and is hindered from replicating the functionality and
performances promised in the datasheet. The attacker may
choose to attack another unprotected IC promising similar
functionality, or may decide to attempt an attack to de-
obfuscate. Foreseen attacks will be detailed in Section VI and
security metrics to assess the hardness of de-obfuscation will
be given in Section VII.

IV. LIBRARY OF CAMOUFLAGED LAYOUT COMPONENTS

Herein, we provide a library of obfuscated layout versions
of components that are most commonly met in analog layouts,
including multiple gate-finger transistors, common-centroid
layout of transistors, interdigitized transistors, serpentine resis-
tors, and capacitor banks. Of course, this is a non-exhaustive
list of possible obfuscated layout versions of such compo-
nents, and a non-exhaustive list of components that can be
obfuscated, i.e., it excludes inductors and diodes, but it largely
suffices to camouflage the sizing of virtually any analog IC.

S
G

D
G

D S
G

Fig. 2: Obfuscated multiple gate-finger transistor layout with its
schematic. Diffusion, poly-silicon, and metal are drawn respectively
in green, red, and blue. True contacts are drawn in black and fake
contacts in orange.

1) Transistors: Multiple gate-finger transistors are parallel
transistors of equal gate width where each transistor shares
its inner diffusion regions for drain or source with its two
neighbouring transistors. Fig. 2 shows an example of a com-
pact transistor layout with 3 gate fingers. The inner diffusion
regions control the state of 2 gate fingers at once, while
the outer regions control a single finger. A transistor can be
obfuscated by connecting extra gate fingers and deactivating
them by using fake contacts in the drain or source terminals
such that these nodes are floating. In Fig. 2, the fake contacts
are shown with orange color, whereas true contacts are shown
with black color. Two fake contacts are used to deactivate two
gate fingers. Two fake contacts are also used to disconnect
completely the two adjacent gates. This is preferred so as to
reduce the parasitic load, but is only possible if no shared
poly-silicon gate is drawn. The equivalent schematic with the
open-circuits resulting from fake contacts is also shown on
top of Fig. 2. In this example, the transistor has 1 active gate
finger, but the attacker observes a transistor with a gate width
3 times larger.

Certain transistor arrangements, i.e., differential transistor
pairs or current mirrors, require special layout techniques to
ensure matching. Common-centroid layouts are typically used
for differential transistor pairs ensuring that gradients across
the die will impact both transistors equally. Fig. 3 shows
a layout of a common-centroid differential transistor pair A
and B showing an AXXBBXXA pattern, with X representing
deactivated transistors due to the inserted fake contacts. The
equivalent schematic is shown on top of Fig. 3. With the
inserted fake contacts the attacker observes that A and B
consist of 4 active transistors each while in reality they consist
of 2. By changing the gate connections in Fig. 3 we can turn
the circuit into an interdigitized current mirror with obfuscated
current ratio between A and B according to where the fake
contacts are placed. The actual current ratio will be invisible
to the attacker.

2) Capacitors: The capacitor value of a capacitor bank
can be obfuscated by adding extra capacitor units and discon-
necting them through the use of fake contacts. Fig. 4 shows
the side-view of an exemplary layout of a metal-insulator-
metal (MIM) capacitor bank consisting of 2 parallel-connected
unit capacitors. Metcap2 and metal 2 (M2) are the respective
plates of a capacitor. Through the use of fake contacts, shown
with a thin gap, the right-hand capacitor is disconnected from

2Metcap is an additional layer used to realize MIM capacitors. Across
different technologies this layer may be called differently.
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Fig. 3: Obfuscated common-centroid layout and schematic with
AXXBBXXA pattern, where the letters A,B and X over the gates
mark to which transistor structure the transistor layout below belongs
to. X marks deactivated instances due to fake contacts. To not impair
visibility the connections between respective sources and drains of A
and B are not drawn.

M3

Metcap

M2

M1

M3

Metcap

M2

V
IA
2

V
IA
1

Fig. 4: Side-view of obfuscated capacitor bank layout. The obfuscated
capacitor on the right has fake contacts seemingly connecting both
its capacitor plates.

the capacitor bank. Both plates are disconnected so as to
reduce parasitic capacitance to a minimum. In this example,
the attacker observes an incorrect, two times bigger capacitor
value.

3) Resistors: The value of a serpentine resistor can be
obfuscated by adding extra unit resistors. As an example, Fig.
5 shows a serpentine resistor composed of 5 unit resistors. The
idea is to use wiring across each unit resistor to create short-
circuits and place fake contacts to cut the short-circuits for
those unit resistors that will be active. Interestingly, in contrast
to transistors and capacitors, fake contacts here are used to
activate instances. In this example, the nominal resistance is
3R, whereas the attacker observes a resistor value k · R, but
does not know k which could take any value in {0, · · · , 5}.

A camouflaged PCell is readily built from the standard PCell
and can be instantiated to implement any degree of resizing
and any arrangement of active and inactive instances. It can be
viewed as a standard PCell with a subset of contacts replaced
with fake contacts, in order to deactivate the corresponding
instances. The camouflaged PCell takes as parameters the
standard PCell parameters, as well as the number and location
of inactive instances. For example, for a camouflaged PCell
of a multiple gate-finger transistor, the designer will have to
set the nominal transistor dimensions, i.e. length, width, and
number of gate fingers, the number of inactive extra gate
fingers, as well as their arrangement with respect to the active
gate fingers.

V. RECOMMENDATIONS FOR ANALOG IC CAMOUFLAGING

The number of components to resize, the degree of resizing
per obfuscated component, and the selection of components
to resize are driven by the objectives defined in Section III-D.

A. Number of components to resize and degree of resizing

With the proposed camouflaging approach, in the reverse-
engineered netlist all components are potentially obfuscated

in

R R R R R

out

Fig. 5: Obfuscated serpentine resistor layout. Resistive poly, metal
1, metal 2, true contacts, fake contacts, and metal1-metal2 vias are
shown respectively in dark red, blue, light orange, black squares,
orange squares, and pink squares.

in the eye of the attacker. Therefore, the hardness of reverse-
engineering does not depend on the number of resized com-
ponents. We can turn this fact to our advantage and target
resizing only a small number of components that is sufficient
for achieving an all-true contact design that has a degraded
performance trade-off (objective 1).

Achieving objective 1 is an easy task since analog ICs are
very sensitive to component sizing. Although analog IC design
optimization and centering can be a very time-consuming and
tedious task requiring high expertise, here the defender aims at
the “inverse” task, i.e. untuning the circuit and destroying the
performance trade-off, which arguably can be achieved in an
effortless way. It is not surprising if objective 1 is achieved by
resizing a single component. In general, the first inner loops
in the design flows in Figs. 1a and 1b should take only a few
iterations to achieve objective 1 (objective 4a).

By only resizing a small number of components, we can
meet additional objectives defined in Section III-D. Specif-
ically: (a) obfuscation area overhead is kept at a minimum
(objective 3); (b) total camouflaged layout-induced parasitics
will be effectively minimized (objective 4b); and (c) for the
design flow in Fig. 1a, minor changes in the floor-planing and
routing will be required (objective 4c).

Note that objective 1 can also be met by distributing the
resizing across many components and applying a smaller
degree of resizing for each component. However, this strategy
intuitively will be more time-consuming for meeting objective
1, requiring more iterations of the inner loops in Fig. 1a
and 1b. Besides, in this way, the camouflaged layout-induced
parasitics get distributed too and it will be more difficult
controlling them. Moreover, it is not guaranteed that this
strategy will overall reduce the obfuscation area overhead,
and for the design flow in Fig. 1a it is likely that changes in
the floor-planing and routing would be more significant. For
these reasons, we recommend obfuscating a small number of
components with the resizing required to satisfy objectives 1
and 2, and only when the resizing turns out to be very large
try to distribute the resizing across more components. This
last recommendation aims at avoiding having unnaturally large
layout components that from the attacker perspective will look
suspicious and likely obfuscated.

B. Degree of performance degradation

One question that arises is to what degree to degrade the
performance trade-off of the all-true contact design. If the all-
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true contact design is functional, showing small performance
deviation outside the allowable specification range, then the
cloned design can still be used in applications where the
performance requirements are less stringent. Therefore, the
defender goal should be to introduce a performance penalty in
the all-true contact design at least to a point where it becomes
of low-quality and unusable and, thereby, not appealing any
more for cloning.

C. Selection of components to resize

The following guidelines can be used:
1) Selecting to resize components that largely influence

the performance trade-off will result in a smaller number
of resized components. This helps meeting several objectives
as explained in Section V-A (i.e. objectives 1, 3, and 4).
However, we recommend that the selection process should
not follow any formal or established methodology, such as
a sensitivity analysis, which ranks the components according
to their influence. The reason is that the attacker may think
of employing the exact same methodology to trace back the
resized components. We argue that the best approach towards
increasing the reverse engineering hardness is to randomly
select components to obfuscate based on intuition about their
influence.

2) On top of resizing a small number of components,
avoiding resizing components that are connected to sensitive
or high-frequency nodes will further minimize the effect of
camouflaged layout-induced parasitics on the performance
trade-off (objective 4b).

3) In Section IV, we presented obfuscation layout versions
of transistors, resistors, and capacitors. This library can be
extended to include other components, i.e. inductors. Clearly,
adding extra inactive fingers to transistors results in much
lower area overhead compared to adding extra inactive unit
capacitors, unit resistors, or extending the coil of a wire in-
ductor. Thus, priority should be given to obfuscating transistors
rather than passive components towards low obfuscation area
overhead (objective 3). In addition, for the design flow in Fig.
1a, this will reduce the required changes in the floor-planing
and routing (objective 4c).

4) Regarding the design flow in Fig. 1a, selecting to resize
components that have enough empty space in their periphery
on the layout, i.e. they are located in layout areas that
are not compact, will reduce the obfuscation area overhead
(objective 3) and will avoid introducing changes in the layout
that may require reexamining the floor-planning and routing
(objective 4c). If components can be resized without changing
the placement of surrounding components in the layout, then
obfuscation area overhead will be zero. In general, in analog
layouts many areas are left unoccupied, in order to leave suffi-
cient space between sensitive blocks with the goal to mitigate
electromagnetic interference, crosstalk, thermal-related issues,
etc. This gives us large flexibility for inserting the camou-
flaged layout versions in the existing floor-planning. Since
the resized portion of the component is seemingly connected
with fake contacts making it inactive and electrically disabled,
it should not change the profile of the circuit. In any case,

minimum distances between adjacent objects as defined in the
PDK should be respected and electromagnetic compatibility
compliance should not be compromised.

5) If the to-be-protected circuit is a complex system con-
sisting of a number of sub-blocks, then the straightforward
approach would be to obfuscate every sub-block, i.e. resize
components in every sub-block. However, this is not strictly
necessary as the aim of obfuscation is to act on the global
system-level performances. In other words, for complex sys-
tems it suffices to resize a small number of components in
a few sub-blocks to obtain an all-true contact design with
degraded performance (objective 1), thus also minimizing the
obfuscation design effort (objective 4). We will discuss this
case also in relation to foreseen attacks in Section VI.

6) A common layout practice found in analog layouts is the
placement of dummy components for better matching proper-
ties and compensation of process variations. Existing dummy
components can be seemingly connected to their neighboring
active components if they have the same geometry via the
use of fake contacts, thus naturally extending the resizing. In
this way, we can naturally degrade further the performance
trade-off of the all-true contact design (objective 1), reduce the
obfuscation area overhead (objective 3), and iterate less over
the inner loops in Figs. 1a and 1b (objective 4a). For the design
flow in Fig. 1a, this additionally helps minimizing changes in
the floor-planning and routing (objective 4c). However, this
strategy should be followed conservatively and cautiously so
as to maintain low camouflaged layout-induced parasitics.

VI. ATTACKS AGAINST ANALOG IC CAMOUFLAGING

1) Attacks on gate camouflaging: SAT-based attacks [29],
[30] that have compromised the security of gate camouflaging
techniques for digital ICs do not apply to analog ICs. The
reason is that SAT solvers rely on Boolean algebra while
analog circuits carry continuous-time signals.

2) Brute-force attack: The attacker will massively try differ-
ent combinations of component sizing in the hope of eventu-
ally guessing a sizing that results in a satisfactory performance
trade-off. Our defense is that the attacker is obliged to consider
every component in the circuit as potentially obfuscated. The
search space size is

∏D
i=1Ni, where D is the number of

components and Ni denotes the number of instances in the i-th
component. This search space can be reduced if the attacker
makes some informed assumptions, as it will be explained
in more detail in Section VII. A second defense is the fact
that analog simulation can be very time-consuming. Thus,
in practice a very small fraction of the search space can be
explored.

3) SMT-based attack: The SMT-based attack proposed in
[20] can be used to speed up de-obfuscation as long as circuit
equations can be written. In particular, for component i we
can write an equation yi = φ(qi), where qi = [qi1, · · · , qiNi

] is
a string of key-bits of size Ni, Ni is the number of instances,
and qij = 1 if the j-th instance is active and 0 if it is inactive.
For example, for transistors yi =

∑
j q

i
j∗W/L, where W is the

gate finger width and L is the length. For D components we
can write y = [y1, · · · , yD] and combine keys in a single key
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q = [q1, · · · ,qD]. Then, based on the m performances p =
[p1, · · · , pm] found in the datasheet, we can write m equations
pj = θj(y) linking each performance pj to several yi. An
SMT-solver is used to find a key that satisfies all equations
pj = θj([φ(q1), · · · , φ(qD)]). The search space size is the
same as in the brute-force attack, but with this approach we
circumvent circuit simulations and we speed up the search.
The difficulty with this approach is deriving the functions θj .

4) Hierarchical decomposition attack: For a complex sys-
tem, to reduce the computational effort, the attacker may try
to transform the extracted low-level netlist into a hierarchical,
block-level representation and subsequently attack the circuit’s
sub-blocks individually. As mentioned in Section V, the simple
defense is to obfuscate every single sub-block, but this is not
strictly necessary. The reason is that sub-blocks are connected
in feedback loops and only the global specifications are given
in the datasheet, whereas many of the specifications of the sub-
blocks are not released as they are not relevant for the end-
user. We can imagine the scenario where obfuscation results
in a circuit that has part of its sub-blocks obfuscated to a
small degree such that the global specifications fail. We will
see this obfuscation approach in the RF Σ∆ ADC case study
in Section VIII. This scenario is confusing for the attacker
as all sub-blocks are functioning correctly with an apparently
decent performance trade-off, but the global performances
are not met. Thus, the attacker cannot tell which sub-blocks
have been obfuscated and all sub-blocks, even those that are
left untouched by obfuscation, become candidates for de-
obfuscation.

5) Automatic analog circuit sizing attack: We make the
additional assumption that the attacker has access to a CAD
tool for automatic analog circuit sizing. Such a tool starts
with a given topology and aims at producing a sized topology
that conforms to the performance objectives. An attacker may
employ this tool to re-size the topology extracted from reverse
engineering.

There exist several commercial CAD tools for automatic
analog circuit sizing, for example the Optimizer in Eldo tool
by Mentor Graphics, A Siemens Business, the WiCkeD tool
by MunEDA, and the ID-Xplore by Intento Design. There are
also several tools proposed in the literature (for example, see
[31]–[37]).

To perform the sizing the attacker will need to define
design variables and an objective function that measures the
performance goal. To evaluate the objective function, the
attacker will have to develop test benches for simulating the
performances.

All these CAD tools require simulating the circuit at
transistor-level a very large number of times. While this is
possible for smaller circuit blocks, larger and complex circuits
and systems, which are composed of several sub-blocks and
have very long simulation times, cannot be handled as a
single circuit. In this case, first a hierarchical decomposition
of the circuit is needed. More specifically, the attacker will
have to develop an abstract behavioral-level system model of
the circuit that interconnects the sub-blocks and operates at
data processing level, i.e. Simulink, VHDL-AMS, VerilogA,
SystemC-AMS, etc. Having developed this system model, the

attacker will need to guess sub-block performances to reach
the global system-level performances since this information is
lacking from the datasheet, as mentioned also in the hierarchi-
cal decomposition attack. With the guessed specifications, the
attacker will launch the sizing tool to automatically size each
sub-block at transistor level separately. Typically, the attacker
will have to go through several iterations to meet the global
performances using mixed-level simulations, where some sub-
blocks are at transistor-level and some at behavioral-level.

Then, the next step is designing the layout. The attacker
already has an extracted layout, but the automatically sized
netlist will be different from the “deceivingly” sized reverse-
engineered netlist. This is because many component sizing
combinations achieve the same objective. Typically, the CAD
tool will produce a Pareto front with several feasible solutions
achieving different performance trade-offs. Therefore, the at-
tacker will have to re-design large portions of the layout and
change the floor-planing and routing. Typically, the attacker
will have to do several design iterations going back and forth
between schematic and layout, in order to meet post-layout
performances.

In this regard, the attacker may rely on automated analog
layout synthesis tools (for example, see [38]–[40]). However,
these tools are not yet mature enough to produce first-time-
right layout designs and require subsequent manual opti-
mization to handle correctly symmetries, current flows, net
parasitics, layout-dependent effects, etc. This is an active
research area and there are no commercialized tools yet.

In short, most of the effort spent by an analog designer is
not bypassed with this attack, with the exception that sub-
blocks at transistor-level can be automatically sized at every
design iteration. This attack requires a very high analog design
expertise that goes far beyond the assumptions typically made
on the capabilities of the attacker. In particular, the attacker
will need to: (a) have knowledge on the use of automatic
analog circuit sizing; (b) specify optimization objectives; (c)
develop test benches for simulating performances; (d) develop
an hierarchical behavioral-level model which is a challenging
task on its own; (e) assign sub-block performances from target
system-level performances; (f) have knowledge on analog
layout design; (g) perform several design iterations that are
driven by tough design decisions.

6) Physical attacks: These include: (a) optical imaging,
i.e. using Scanning Electron Microscopy (SEM); (b) heat
maps; (c) Focused Ion Beam (FIB)-assisted probing; and (d)
electromagnetic (EM) side-channel analysis. As pointed out in
[6], optical imaging would require first to narrow the search
to the target obfuscated area so as to be able to extract such
fine detail. However, the attacker has no means to pinpoint
the obfuscated areas since every component is potentially an
obfuscated one. Heat maps would not work either as they
lack the necessary resolution to resolve the sub-gate-level
inactive instances of an obfuscated component. With FIB-
assisted probing the attacker will sequentially get access to all
individual components to measure them and extract their sizing
since every component is potentially an obfuscated one. This
will be a very tedious and costly approach for large circuits,
requiring several chips since FIB is destructive to the chip.
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Regarding EM side-channel analysis, it is very unlikely to be
able to resolve analog component sizings from the collected
electromagnetic signals.

VII. SECURITY METRICS

Let us assume that the circuit has D components and that
the i-th component has Ni instances out of which N obf

i are
inactive resulting from obfuscation. The search space for an
attacker is defined as the number of all possible variants of
the circuit:

S =

D∏
i=1

Ni. (1)

However, the search space is in fact smaller for the following
reasons: (a) certain components should be clearly matched
and identical, for example the input transistor pair of an
op-amp; (b) certain basic building blocks in the design are
clearly replicated, i.e., switches, buffers, etc.; (c) the sizing of
certain components may not be critical for setting the desired
performance trade-off, i.e., this may be the case for digital
control sub-blocks. Given these considerations, let O denote
the set of components that are potentially obfuscated and let
the cardinality of O be |O| = D′ ≤ D. This reduces the initial
search space to:

S′ =
∏
i∈O

Ni. (2)

This reduced search space S′ is a metric of the hardness of
reverse engineering. The attacker will try to reduce further the
effective search space by making informed assumptions. In
particular, the attacker knows that most likely the majority
of components have not been obfuscated since otherwise
this would have increased the obfuscation area overhead.
In general, increasing the number of obfuscated components
would make it more difficult to meet the intent design specifi-
cations. Specifically for the design flow in Fig. 1a, this would
additionally require significant changes in the floor-planning
and routing and, thereby, it would have been difficult to
maintain a low performance penalty of the nominal obfuscated
design with respect to the nominal non-obfuscated design. For
this reason, the attacker would rather search using instance
numbers close to the maximum value Ni. Let us assume
that the attacker will try out the β% higher instance numbers
for each potentially obfuscated component. This reduces the
effective search space to:

S′′ =
∏
i∈O

⌈
β

100
Ni

⌉
. (3)

The attacker can perform a brute-force analysis in this reduced
search space in the hope of eventually guessing the correct
sizing of the circuit.

Let us now define the parameters:

αi =
N obf
i

Ni
, (4)

αmax = max
i
αi. (5)

For the i-th component, the true number of active instances
is Ni − N obf

i , whereas the attacker will try out numbers of
instances from Ni −

⌈
β

100Ni

⌉
to Ni. Therefore, the attacker

will “hit” the nominal sizing of the component during the
search if Ni−

⌈
β

100Ni

⌉
≤ Ni−N obf

i , which can be re-written

as αi ≤
⌈
β

100

⌉
. Considering all components, the attacker will

“hit” the nominal sizing of the circuit if αmax ≤
⌈
β

100

⌉
.

The parameter αmax is unknown to the attacker. The most
favorable condition for the attacker is that he chooses exactly
β

100 = αmax. Based on this most favorable condition, we define
the following security metric λ1 that pessimistically for the
defender approximates the search space:

λ1 = log2

(∏
i∈O
dαmaxNie

)
. (6)

The value of λ1 is computed in bits to make it comparable to
security levels from the digital domain.

We can define also a security metric λ2 to express the total
simulation time for an exhaustive search in the above reduced
search space:

λ2 = 2λ1 · T, (7)

where T is the total simulation time for computing all perfor-
mances using appropriate test benches.

We also acknowledge the possibility that circuit instances
within the search space, other than the nominal circuit, may
satisfy all specifications. For this reason, we define a security
metric λ3 to express their percentage:

λ3 = 100 ·
∑n
j=1 I(j)

n
, (8)

where n ≤ 2λ1 is the number of simulations that we afford to
run and I(j) is an indicator function with I(j) = 1 if the j-th
circuit instance fails and I(j) = 0 otherwise.

Let now pj = (pj1, · · · , pjk) denote the performance vector
for the j-th circuit instance, where k is the number of per-
formances, and let s = (s1, · · · , sk) denote the specification
vector. Other useful security metrics express in % the average
deviation of failing circuits from specifications:

λ4 =
100

n
·
n∑
j=1

‖u− p̂j‖2 (9)

and the deviation of the “best” failing circuit that is closest to
the specification boundary:

λ5 = 100 ·min
j
‖u− p̂j‖2, (10)

where p̂j = (p̂j1, · · · , p̂jk), p̂ji =
pji
si

if the j-th circuit fails
the i-th specification and p̂ji = 1 if the j-th circuit passes the
i-th specification, u is the k × 1 vector with ones, and ‖ · ‖2
is the L2 norm. Note that ‖u− p̂j‖2 = 0 for passing circuits
and ui − p̂ji = 0 for passing performances.
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Fig. 6: Schematic of Miller op-amp. The obfuscated components are
highlighted.

TABLE I: Design specifications and performance of nominal obfus-
cated and all-true contact designs.

Performance Specs Nominal All-true
obfuscated contact

Gain ≥67 dB 70.1 dB 51.8 dB
GBW ≥60 MHz 60.6 MHz 64.3 MHz
PM ≥70◦ 71.2◦ 72.3◦

THD ≤0.1 % 0.04 % 5.1 %
Idc ≤400 µA 391 µA 416 µA

VIII. CASE STUDIES

The proposed camouflaging methodology is demonstrated
on two case studies, namely a Miller op-amp and an RF
Σ∆ ADC. The Miller op-amp is a small basic building
block and design guidelines can be found in textbooks. While
not interesting for obfuscation as a stand-alone block, we
provide this case study as a detailed and instructive example
to illustrate also obfuscation metrics at block-level. The RF
Σ∆ ADC is a large and complex circuit and demonstrates the
true capabilities of the camouflaging methodology.

The simulation experiments were performed on an Intel(R)
Xeon E5-2640 @ 2.5 GHz with 128 GB of RAM.

A. Miller Operational Amplifier

The Miller op-amp is designed in a 0.35µm CMOS tech-
nology following the design flow in Fig. 1b. Fig. 6 shows the
schematic and the first two columns of Table I show the main
performances and the target specifications.

We randomly obfuscated components to the point where
we largely satisfied objective 1 while meeting objective 2. As
shown in Table I, the performances of the nominal obfuscated
design meet the target specifications, whereas the all-true
contact design violates the Gain, Phase Margin (PM), power
consumption (Idc), and Total Harmonic Distortion (THD)
specifications. In total, we iterated three times over the inner
loop of Fig. 1b, and we did not have to repeat the inner loop
during outer loop iterations for design optimization.

The obfuscated components include the biasing transistor
M1, the current mirror transistors M4 and M5, and the
feedback capacitor C, and are highlighted in the schematic
in Fig. 6. M1 is laid out as a multi gate-finger transistor with
20 gate fingers out of which 10 are inactive. M4 and M5
are laid out in an interdigitized pattern and each has 12 gate
fingers out of which 8 are inactive. Capacitor C is laid out

Fig. 7: Obfuscated layout of Miller op-amp highlighting the inactive
instances that have been added.

TABLE II: Obfuscation of components in the Miller op-amp.

M1 M2 M3 M4 M5 M6 M7 R C

i 1 2 3 4 5 6 7 8 9
Ni 20 4 4 12 12 10 16 1 4
Nobf

i 10 0 0 8 8 0 0 0 1
αi

1
2

0 0 8
12

8
12

0 0 0 1
4

as a capacitor bank with 4 unit capacitors out of which 1 is
inactive. The obfuscated layout with this camouflaged sizing is
illustrated in Fig. 7 highlighting the added inactive instances.
The resultant obfuscation area overhead is 15%.

Table II shows for each of the D = 9 components the total
number of instances Ni, the number of obfuscated instances
N obf
i , and the parameter αi. Out of these components, transis-

tors M2 and M3 in the input differential pair are matched and
transistors M4 and M5 in the current mirror are matched, thus
O = {M1,M2 or M3,M4 or M5,M6,M7,R,C} and D′ = 7.
The search space is computed from Eq. (2) to be S′ =
614400 ≈ 219.2. αmax is given by the current mirror transistors
M4 and M5 and is computed to be αmax = 8/12 ≈ 0.67. Using
these values Eq. (6) gives λ1 = 16.4 bits. The simulation time
to compute all performances is T = 5 seconds, thus λ2 = 120
hours. Finally, we simulated a set of n = 1000 random variants
of the circuit. None of them passed all the specifications, thus
λ3 = 100%. The other two metrics evaluate to λ4 = 12600%
and λ5 = 2%. λ4 turns out to be very high as for many
circuit variants the THD is over 20% while it has an upper
specification of 0.1%.

Table III summarizes the obfuscation metrics. In conclusion,
involving camouflaging during the design flow did not increase
design iterations and the nominal obfuscated design met the
target specifications. Camouflaging with 15% area overhead
resulted in a relatively high search space of 16.4 bits for such
a small-size circuit, yet the brute force attack on an ideally
reduced search space can be successfully completed in less
than 120 hours.

B. RF Σ∆ ADC

We obfuscated an existing bandpass RF Σ∆ ADC design
in a 65nm CMOS technology [41] following the design flow
in Fig. 1a. Its block-level schematic is shown in Fig. 8. It
is a large-size circuit with D = 1100 components and is
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TABLE III: Obfuscation metrics for the Miller op-amp.

Security metrics

Nominal obfuscated Obfuscation All-true contact
S′ λ1 λ2 λ3 λ4 λ5 performance penalty area overhead performance penalty

219.2 16.4 bits 120 h 100 % 12 600 % 2 % no, see Table I 15 % significant, see Table I

DAC

Pre
Amp

ΣΔ out
BufferLC

Gm
Stage

ΣΔ in
Comparator

Fig. 8: Block-level diagram of the RF Σ∆ ADC. Obfuscated sub-
blocks are highlighted.

Fig. 9: Complete layout of the RF Σ∆ ADC.

composed of several sub-blocks. It is part of an RF receiver
and is re-configurable such that the RF receiver can be
programmed to serve for establishing communication using
several standards within the frequency range from 1.5 GHz to
3 GHz, including Bluetooth, ZigBee, WiFi 802.11b, LTE1800,
LTE2100, LTE2600, etc. Herein, we consider a fixed configu-
ration setting where the center frequency of the bandpass Σ∆
ADC is set at f0 =3 GHz and the sampling frequency is set
at fs =12 GHz.

A careful look at the circuit netlist shows that D′ = 75
components are candidates for obfuscation. To satisfy objec-
tive 1 we iterated three times over the inner loop of Fig.
1a, and then to satisfy objective 2 we had to iterate once
over the outer loop of Fig. 1a. The two objectives were
met by obfuscating a few components in only two of the
sub-blocks, namely the pre-amplifier and the comparator, as
illustrated in Fig. 8. In particular, within the pre-amplifier we
obfuscated two differential transistor pairs and a resistor in
two different amplification stages, and within the comparator
we obfuscated a latch through its input differential transistor
pair. The differential transistor pairs are laid out in common-

Fig. 10: Zoom in into the pre-amplifier and comparator layouts. The
obfuscated blocks are highlighted.

Fig. 11: Zoom in into the obfuscated areas of one amplification stage
of the pre-amplifer. The obfuscated areas are highlighted.

centroid pattern and the resistor in a serpentine pattern. Fig.
9 shows the obfuscated layout. Fig. 10 zooms in into the
obfuscated pre-amplifier and comparator. Fig. 11 shows a
further zoom in into the obfuscated areas of one amplification
stage of the pre-amplifer. The obfuscation area overhead is
practically zero.

We consider the main performance which is the Signal-to-
Noise Ratio (SNR). Fig. 12 shows the SNR as a function
of input power amplitude for the nominal non-obfuscated,
nominal obfuscated, and all-true contact designs. The SNR
is computed on the layout extracted netlist with parasitics.
One approximate SNR simulation for a given input power
amplitude took up roughly 5 hours. As it can be seen, the
nominal obfuscated design shows no performance penalty,
whereas the all-true contact design shows a degraded SNR
that even falls below 0 dB for smaller power amplitudes,
which means that the signal is completely buried under noise.
In fact, the small obfuscation within the pre-amplifier and
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TABLE IV: Obfuscation metrics for the RF Σ∆ ADC.

Security metrics

Nominal obfuscated Obfuscation All-true contact
S′ λ1 λ2 λ3 λ4 λ5 performance penalty area overhead performance penalty

2139 110 bits 2.5 × 1029 years 100 % 139.11 % 8.56 % no, see Fig. 12 0 % significant, see Fig. 12
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Fig. 12: SNR vs. input power amplitude for the nominal non-
obfuscated, nominal obfuscated, and all-true contact designs.

comparator resulted in slight performance deviation for these
two sub-blocks. Since the specifications of the sub-blocks are
unknown to the attacker, the attacker cannot identify which
are the obfuscated sub-blocks.

In total, the search space is computed from Eq. (2) to be
S′ = 8.9 × 1041 ≈ 2139. αmax is given by an obfuscated
differential transistor pair in a pre-amplifier stage and is
computed to be αmax = 8/12 ≈ 0.67. Using these values
Eq. (6) gives λ1 = 110 bits. Since simulating the extracted
layout netlist is very time-consuming, we will assume that
the attacker will perform a first step analysis at schematic-
level where one approximate SNR simulation for a given input
power amplitude takes up far less time, about 20 minutes.
We consider that the attacker will measure SNR at 5 input
power amplitudes Pin = {−60,−50,−40,−37.5,−35} dBm
spanning the input dynamic range, thus total simulation time
will be 100 minutes. In fact, the attacker will have to verify
additional performances, e.g. Spurious Free Dynamic Range
(SFDR). Assuming T ≥ 100 minutes as an optimistic lower
bound of simulation time per circuit instance, it still gives
λ2 ≥ 2.5× 1029 years. Due to the costly simulations, we
simulated n = 100 random variants of the circuit and none of
them passed the SNR specification, giving λ3 = 100%. We
computed also λ4 = 139.11% and λ5 = 8.56%.

Table IV summarizes the obfuscation metrics. In conclu-
sion, the practically zero-overhead obfuscation resulted in no
measurable performance penalty for the nominal obfuscated
design, in significant performance penalty for the all-true
contact design, and in utterly impossible reverse engineering
via a brute force attack on an ideally reduced search space.

IX. CONCLUSION

We presented an obfuscation methodology for analog ICs
via sizing camouflaging making use of fake contacts. We

proposed two camouflaging design flows that consider camou-
flaging of an existing design and involving camouflaging in the
design phase. We demonstrated that for realistic and large-size
circuits and systems the methodology results in remarkable
security against a brute-force attack performed in a reduced
space after some informed assumptions by the attacker. We
demonstrated also that it suffices to obfuscate few components,
which minimizes the overall camouflaging effort and yields
practically zero area overhead and performance penalty. In
terms of future work, we are planning to extend the library
of obfuscated components and also study more extensively
possible counter-attacks sketched in Section VI.
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3.0 GHz tunable RF Σ∆ ADC with a fixed set of coefficients and a
programmable loop delay,” IEEE Transactions on Circuits and Systems
- II: Express Briefs, 2020, to be published.



14

Julian Leonhard (S’17) received the B.Sc. and
M.Sc. in electrical and computer engineering from
the Technical University of Munich, Germany, in
2016. He was a working student and wrote his
Bachelor thesis with Intel Mobile Communication,
Munich. For his Master Thesis he worked together
with Infineon Technologies, Munich. Since 2017 he
is a PhD candidate at LIP6 Laboratory, Sorbonne
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