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ON LOG-ALGEBRAIC IDENTITIES FOR ANDERSON

t-MODULES AND CHARACTERISTIC p MULTIPLE ZETA

VALUES

NATHAN GREEN AND TUAN NGO DAC

Abstract. Based on the notion of Stark units we present a new approach that
obtains refinements of log-algebraic identities for Anderson t-modules. As a

consequence we use our techniques to recover many earlier results and prove

stronger results in some cases. Further, we devise a direct and conceptual way
to get logarithmic interpretations for multiple zeta values in positive charac-

teristic. This generalizes the work of Anderson and Thakur for Carlitz zeta

values.

1. Introduction

1.1. Background. The power-series
∑
n≥1

zn

n is log-algebraic:∑
n≥1

zn

n
= − log(1− z).

This identity allows one to obtain the value of a Dirichlet L-series at s = 1 as an
algebraic linear combination of logarithms of circular units.

By a well-known analogy between the arithmetic of number fields and that of
global function fields, conceived of in the 1930s by Carlitz, we now switch to the
function field setting. We briefly recount some of the many advances which have
been made in function field arithmetic. In particular we will focus on the study of
special values of Goss L-functions and their generalizations, like Thakur’s charac-
teristic p multiple zeta values (MZV’s for short). Especially, we wish to highlight
the reliance many of these results have on log-algebraic identities.

We let A = Fq[θ] with θ an indeterminate over a finite field Fq. In the 1930’s
Carlitz [15] introduced the Carlitz zeta values ζA(n) for n ∈ N, which are analogues
of positive special values of the Riemann zeta function, ζ(n). He then related
the zeta value ζA(1) to the so-called Carlitz module C. One of his fundamental
theorems gave a log-algebraic identity

expC(ζA(1)) = 1

where expC is the exponential series attached to the Carlitz module. We mention
that Goss [27] introduced a new type of L-functions in the arithmetic of function
fields over finite fields and showed that Carlitz zeta values can be realized as special
values of such L-functions (see [28, Chapter 8]).

In the 1970’s Drinfeld [25, 26] made a breakthrough and defined Drinfeld modules
even for a more general ring A. It turned out that the Carlitz module is the simplest
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2 NATHAN GREEN AND TUAN NGO DAC

example of a Drinfeld module. Several years later Anderson [1] developed the theory
of t-modules which are higher dimensional generalizations of Drinfeld modules.

Since the introduction of t-modules, several additional log-algebraic identities
for Anderson t-modules have been discovered. The theory began with the semi-
nal paper of Anderson and Thakur [5] where they proved log-algebraic identities
for tensor powers C⊗n (n ∈ N) of the Carlitz module. The latter result implies
logarithmic interpretations for Carlitz zeta values ζA(n) at positive integers n gen-
eralizing the aforementioned result of Carlitz. Combining the above result with his
transcendence theory, Yu [45] proved that ζA(n) is transcendental for all positive
integers n. Based on the criteria for linear and algebraic independence developed
by Jing Yu [46], Anderson-Brownawell-Papanikolas [4] and Papanikolas [35], Chang
and Yu [24, 46] determined all algebraic relations among the Carlitz zeta values.
These results are very striking when compared to the extremely limited knowledge
we have about the transcendence of odd Riemann zeta values in the classical setting.

In recent years various works have revealed the importance of log-algebraicity on
Anderson t-modules in function field arithmetic. On the one hand, following the
pioneering work of Anderson [3] in which he introduced the analogue of cyclotomic
units for the Carlitz module, Anglès, Tavares Ribeiro and the second author have
developed the theory of Stark units for Anderson modules which turns out to be
a powerful tool for investigating log-algebraicity. Roughly speaking, they are units
in the sense of Taelman [37, 38] coming from the canonical deformation of Drinfeld
modules in Tate algebras in the sense of Pellarin [36]. Note that the concept of Stark
units appeared implicitly in [11, 12]. The notion was formalized in [13] for Drinfeld
modules over Fq[θ] and then further developed in more general settings in [7, 8, 9].
Recently, combining Stark units and the class formula à la Taelman, Anglès, Tavares
Ribeiro and the second author [9] obtained various log-algebraicity results for tensor
powers of the Carlitz module, generalizing the work of Anderson-Thakur [5] and
recovering that of Papanikolas [34]. On the other hand, log-algebraicity has been
successfully applied to the study of Goss’s zeta values and Thakur’s characteristic p
multiple zeta values (MZV’s). For example, using log-algebraicity Chang [17] gave
an effective algorithm to determine linear relations among depth-two MZV’s, the
authors [30] generalized the work of Chang and Yu [24] by completely determining
algebraic relations among Goss’s zeta values on function fields of elliptic curves,
and Chang and Mishiba [20] proved a conjecture of Furusho concerning MZV’s and
their ν-adic variants over function fields.

In the present paper, inspired by the notion of Stark units, we introduce a new
approach to obtain refinements of log-algebraic identities for Anderson t-modules.
One of the main benefits of our approach is that it provides a concise general theory
on the existence of log-algebraic identities, and thus it gives a unifying framework
to many such previous results which have been previously proven in a somewhat ad-
hoc fashion. To demonstrate the unification our new techniques allow, we use them
to recover many previously known results in a straightforward way, and in some
cases our techniques even lead to stronger results. We also apply our techniques to
prove new formulas relating to characteristic p MZV’s.

For applications of our new techniques, we first investigate the dual t-motives
introduced by Anderson and Thakur [6] and developed further by many people
(see [16, 17, 18, 19, 20, 23]). Our main result yields log-algebraic identities for the
t-modules attached to these dual t-motives. Next we obtain a generalization of one
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of the main theorems in [17] where simple and elegant logarithmic interpretations
for special cases of MZV’s were presented. Along the way, we clarify connections
between these t-modules and MZV’s and recover many results in [18, 19, 20, 23].
Finally we devise new dual t-motives called star motives which provide direct log-
arithmic interpretations for both MZV’s and ν-adic MZV’s in the same spirit of
the original work of Anderson and Thakur. This generalizes completely the work
of Anderson and Thakur [5] and answers positively to a problem raised by Chang
and Mishiba [20].

1.2. Statement of the main result. Let us give now more precise statements of
our results.

Let A = Fq[θ] be the polynomial ring in the variable θ over a finite field Fq of q
elements of characteristic p > 0. Let K = Fq(θ) be the fraction field of A equipped
with the infinity place ∞ of degree 1. Let K∞ be the completion of K at ∞ and
C∞ be the completion of a fixed algebraic closure K of K at ∞. Letting t be
another independent variable, we denote by T the Tate algebra in the variable t
with coefficients in C∞ and by L the fraction field of T.

Let K[τ ] (resp. K[σ]) denote the non-commutative skew-polynomial ring with
coefficients in K, subject to the relation for c ∈ K,

τc = cqτ (resp. σc = c1/qσ).

We define Frobenius twisting on K[t] by setting for i ∈ Z and g =
∑
j cjt

j ∈ K[t],

g(i) =
∑
j

cq
i

j t
j .

We extend twisting to matrices in Mati×j(K[t]) by twisting coordinatewise.
We will work with effective dual t-motives and Anderson t-modules introduced

by Anderson (see [1, 14, 32]). In what follows, we let M′ denote an effective dual
t-motive in the sense of [32, §2.4], which is a left K[t, σ]-module that is free and
finitely generated over K[t] such that for `� 0 we have (t− θ)`(M′/σM′) = {0}.
Letting m = (m1, . . . ,mr)

> be a K[t]-basis ofM′, then there exists a unique matrix
Φ′ ∈ Matr(K[t]) ∩GLr(K(t)) such that

σm = Φ′m.

We suppose further that M′ is free and finitely generated over K[σ] and that M′
is uniformizable or rigid analytically trivial, which means that there exists a matrix
Ψ′ ∈ GLr(L) satisfying Ψ′(−1) = Φ′Ψ′.

Anderson associated to M′ an Anderson t-module E′ defined over K (see [32,
§2.5.2]). This is an Fq-algebra homomorphism E′ : A −→ Matd(K)[τ ] (a skew
polynomial ring - see §2.2) for d = rankK[σ](M′) ∈ N (called the dimension of E′)

such that for all a ∈ A, if we write

E′a = d[a] + E′a,1τ + . . . ,

then we have (d[a]− aId)d = 0. Note that for any K-algebra B, we can define two
A-module structures on Bd: the first one is denoted by E′(B) where A acts on Bd

via E′, and the second one is denoted by LieE′(B) where A acts on Bd via d[·].
We recall the definition of the maps

δ0 :M′ → K
d
, δ1 :M′ → K

d
,
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from [32, Proposition 2.5.8]. Letting m ∈M′, if {wj}1≤j≤d is a K[σ]-basis forM′,
then we write

m = c0,1w1 + · · ·+ c0,dwd + c1,1σ(w1) + · · ·+ c1,dσ(wd) + . . . , ci,j ∈ K,

and we set

(1.1) δ0(m) =

c0,1...
c0,d

 , δ1(m) =

c0,1...
c0,d

+

c1,1...
c1,d


(1)

+ · · · .

The map δ0 extends to M′ ⊗K[t] Tθ ' Matr×1(Tθ) in the natural way, where Tθ is

a Tate algebra of functions which converge at t = θ. One can show that there exists
a unique exponential series ExpE′ ∈ Id + Matd(K)[[τ ]]τ associated to E′ such that

ExpE′ d[a] = E′a ExpE′ , a ∈ A.

The logarithm function LogE′ is then defined as the formal power series inverse
of ExpE′ . We note that as functions on Cd∞ the function ExpE′ is everywhere
convergent, whereas LogE′ converges on some finite polydisc in Cd∞.

Let M be the effective dual t-motive given by the matrix

Φ =

(
Φ′ 0
f 1

)
, with f = (f1, . . . , fr) ∈ Mat1×r(K[t]).

Let Ψ be a rigid analytic trivialization for M such that we can write (see §3.1 for
more details)

Ψ =

(
Ψ′ 0
Ψf 1

)
∈ GLr+1(L), with Ψf ∈ Mat1×r(L),

and

Υ := Ψ−1 =

(
Υ′ 0
Υf 1

)
∈ Matr+1(T), with Υf ∈ Mat1×r(T).

Note that by [35, Proposition 3.3.9] there exists a polynomial F ∈ Fq[t] such that

FΨ ∈ Matr+1(T). Inspired by [23] we construct a point δ1(f>) = vM ∈ E′(K),
where we make the implicit identification M′ ∼= K[t]r for the basis m (see (3.3)).

We now introduce some notion inspired by that of units and Stark units. We
mention that the former was introduced by Taelman in [37] and the latter has been
introduced and developed in [7, 8, 9, 13] following the pioneering work of Anderson
[3] in which he introduced the analogue of cyclotomic units for the Carlitz module.
In recent years the notion of Stark units has been successfully applied to achieve
important results related to special values of the Goss L-functions, characteristic
p multiple zeta values, Anderson’s log-algebraicity identities, Taelman’s units, and
Drinfeld modular forms in Tate algebras (see [7, 8, 9, 11, 12, 13, 29, 30, 31]). Let
z be an indeterminate with τz = zτ and let Tz(C∞) be the Tate algebra in the

variable z with coefficients in C∞. We define the canonical z-deformation Ẽ′, which
is called the t-module defined over a Tate algebra in the sense of Pellarin [36] (see

also [11, 12]). It is the homomorphism of Fq[z]-algebras Ẽ′ : A[z]→ Matd(K[z])[τ ]
such that

Ẽ′a = d[a] +
∑
k≥1

E′a,kz
kτk, a ∈ A.
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Then there exists a unique series ExpẼ′ ∈ Id + τ Matd(K[z])[[τ ]] such that

ExpẼ′ d[a] = Ẽ′a ExpẼ′ , a ∈ A.

One can show that if we write ExpE′ =
∑
i≥0Qiτ

i, then ExpẼ′ =
∑
i≥0Qiz

iτ i.

Thus ExpẼ′ converges on LieẼ′(Tz(C∞)) and induces a homomorphism of A[z]-
modules

ExpẼ′ : LieẼ′(Tz(C∞))→ Ẽ′(Tz(C∞)).

We denote by LogẼ′ ∈ Id + τ Matd(K[z])[[τ ]] the inverse of ExpẼ′ .

Definition 1.1 (Definitions 2.2 and 3.3). Letting z ∈ Cd∞, we put Z := ExpE′(z).

1) We say that z is a log-algebraic point for E′ if Z = ExpE′(z) ∈ Kd
. The latter

equality is also called a log-algebraic identity for E′.
2) We say that z is a special log-algebraic point for E′ if we can write z = x

∣∣
z=1

for some x ∈ LieẼ′(Tz(C∞)) satisfying ExpẼ′(x) ∈ K[z]d. We also say that we
have a Stark logarithmic identity for z, and we write

LogStE′(Z) = z.

3) Suppose that there exists some finite collection of pairs {(ai,ui)} ⊂ A ×Kd

where each ui is in the domain of convergence of LogE′ , such that

Z =
∑
i

E′aiui, and z =
∑
i

d[ai] LogE′(ui),

we will say that we have a split-logarithmic identity for z, and we write

Log!
E′(Z) = z.

We mention that Stark logarithmic identities and split-logarithmic identities are
much stronger than log-algebraic identities and could be viewed as refinements
thereof. We emphasize that compared to log-algebraic identities, Stark logarithmic
identities allows one to bypass convergence issues arising from logarithmic series
and to “deal directly” with logarithms.

Proposition 1.2. Having a split-logarithmic identities implies having a Stark log-
arithmic identities.

Proof. Let the notation be as above. Since the ui are in the domain of convergence
of LogE′ , we may set x =

∑
i d[ai] LogẼ′(ui), and a quick calculation shows that

x|z=1 = z (for x from Definition 1.1) and that

ExpẼ′(x) =
∑
i

Ẽ′aiui ∈ K[z]d.

�

Split-logarithmic identities are common when one discovers a log-algebraic iden-
tity of the form ExpE′(z) = Z, but Z is not inside the domain of convergence of
LogE′ . Thakur [40] suggested that one can decompose Z into a sum of terms E′aiui,
such that each ui is inside the domain of convergence of LogE′ . Such a decompo-
sition is the motivation for the above definition of split-logarithmic identity. This
is the case in the celebrated log-algebraicity theorem of Anderson and Thakur for
tensor powers of the Carlitz module [5, Theorem 3.8.3] (see also [40, §II]).

We are now ready to state the main result of our paper (see §3 for more details).
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Theorem 1.3 (Theorem 3.5). Let Ψ, Υ and f be defined as above. Let F ∈ Fq[t]
such that FΨ ∈ Matr+1(T). We suppose that FΨ

(k)
f converges to 0 as k →∞ as a

vector of functions in Mat1×r(T).
Then the point δ0(f>−Υ>f ) is a special log-algebraic point for E′ and we have a

Stark logarithmic identity

LogSt
E′(vM) = δ0(f> −Υ>f ).

Further, if the point vM satisfies some mild convergence conditions (see Theorem
3.5 (b) for details), then we have a split-logarithmic identity

Log!
E′(vM) = δ0(f> −Υ>f ).

We now sketch the main ideas of the proof of Theorem 1.3.

(1) We explicitly compute the coefficient matrices of the logarithm series LogE′
of E′. Our method is based on a joint work of the second author with Anglès
and Tavares Ribeiro [9] and is different from the approach of Anderson and
Thakur [5]. It also differs from the logarithm computations of the first
author, Chang and Mishiba in [18, 29].

(2) Then we consider the canonical z-deformation Ẽ′ of the Anderson t-module
E′ and also the canonical z-deformation vM,z of vM. Using Step (1) we
compute the value LogẼ′(vM,z) as a formal series in z.

(3) Using the hypothesis on Ψf , we show that the formal series LogẼ′(vM,z)
belongs to the Tate algebra LieẼ′(Tz(C∞)) in the variable z and with co-
efficients in C∞. Hence we obtain the desired result.

We again emphasize that although the techniques used in the proof of the main
theorem are original, much of the structure wherein these techniques exist is due to
Anderson (see [1]). Notably, the definition of t-motives and their identification with
t-modules under the maps δ0 and δ1 are present in unpublished notes of Anderson,
where he also gives technique for finding log-algebraic identities (see Section 3.5 for
details). However, the reader should note that our calculations for the logarithm
and the proof of Stark and split logarithmic identities differ substantially from
Anderson’s original ideas.

1.3. Applications of the main result. We present several applications of our
main result to Carlitz zeta values and characteristic p multiple zeta values. We
briefly recall the definitions of these values. In [15] Carlitz introduced the Carlitz
zeta values ζA(n) (n ∈ N) given by

ζA(n) :=
∑
a∈A+

1

an
∈ K∞

which are analogues of classical special zeta values in the function field setting. Here
A+ denotes the set of monic polynomials in A. For any tuple of positive integers
s = (s1, . . . , sr) ∈ Nr, Thakur [41] defined the characteristic p multiple zeta value
(MZV for short) ζA(s) or ζA(s1, . . . , sr) by

ζA(s) :=
∑ 1

as11 . . . asrr
∈ K∞

where the sum runs through the set of tuples (a1, . . . , ar) ∈ Ar+ with deg a1 > · · · >
deg ar. We call r the depth of ζA(s). We note that Carlitz zeta values are exactly
depth one MZV’s.
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In [6], for s = (s1, . . . , sr) ∈ Nr as above, Anderson and Thakur used Anderson-
Thakur polynomials to construct an effective dual t-motive which is rigid ana-
lytically trivial such that ζA(s) appears in the entries of the attached rigid an-
alytic trivialization. It has been generalized to the so-called Anderson-Thakur
(effective) dual t-motives M′s,Q indexed by more general tuples of polynomials

Q = (Q1, . . . , Qr) ∈ K[t]r and notably developed by Chang [16] and Chang, Pa-
panikolas and Yu [23] in recent years (see also [17, 18, 19, 20]).

Section 4 is devoted to the applications of the main result (see Theorem 1.3)
to the setting of the Anderson-Thakur dual t-motives. Inspired by [23] we define
the t-module E′s,Q associated to the dual t-motiveM′s,Q and the associated special

point vs,Q ∈ E′s,Q(K). We then establish a split-logarithmic identity for E′s,Q:

Theorem 1.4 (Theorem 4.3). We have a split-logarithmic identity

Log!
E′(vs,Q) = δ0


(−1)r−1L?(sr, . . . , s1)Ω−(s1+···+sr)

(−1)r−2L?(sr, . . . , s2)Ω−(s2+···+sr)

...
L?(sr)Ω

−sr

 ,

where the series L? are defined in (4.4) following Chang [16].

When we specialize Q to Anderson-Thakur polynomials (see §4.8), the dual t-
motives are intimately related to MZV’s and are well studied in the aforementioned
works. In this setting Chang gave very simple and elegant logarithmic interpreta-
tions for some special MZV’s (see [17, Theorem 1.4.1]). However, as Chang and
Mishiba [21] explained to us, the relations among Chang’s theorem and the works
of Chang-Papanikolas-Yu [23] and other works [19, 20] are still mysterious. The
aim of Theorem 4.7 is twofold. It presents a generalization of Chang’s theorem to
the general setting, i.e., for any tuple Q and also clarifies the connections with the
previous works [19, 20, 23].

Theorem 1.5 (Theorem 4.7). Let s = (s1, . . . , sr) ∈ Nr with r ≥ 2. Assume that,
for 1 ≤ ` < j ≤ r + 1, the values L(s`, . . . , sj−1)(θ) do not vanish (see (4.5) for a
precise definition). We further suppose that L(s2, . . . , sr)(θ) ∈ K. Then there exist
as ∈ A, an integral point Zs ∈ C⊗(s1+···+sr)(A) and a point zs ∈ Cs1+···+sr

∞ such
that

1) the last coordinate of zs equals asL(s1, . . . , sr)(θ)π̃
s1+···+sr ,

2) ExpC⊗(s1+···+sr)(zs) = Zs.

Next we apply Theorem 1.4 to the dual t-motives studied by Chang, Papanikolas
and Yu in [23] in §4.8 and to those connected to multiple polylogarithms studied by
Chang, the first author and Mishiba in [18, 19, 20] in §4.9. We recover some earlier
results (see Proposition 4.4 and Theorem 4.14) and discover new results, which we
state briefly below (see §4.8 for precise definitions of Γi and ζ?A).

Theorem 1.6 (Theorem 4.13). For s = (s1, . . . , sr) ∈ Nr, we put d` := s`+ · · ·+sr
for 1 ≤ ` ≤ r. Let the polynomials Q of Theorem 1.4 be specialized to be Anderson-
Thakur polynomials (see §4.8). Then the (d1 + · · ·+d`)th coordinate of Log!

E′(vs,Q)
of Theorem 1.4 equals (−1)r−`Γs` . . .Γsrζ

?
A(sr . . . , s`).

Section 5 is devoted to proving new logarithmic interpretations for MZV’s and for
certain ν-adic MZV’s in the same spirit of the original work of Anderson and Thakur
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[5] for Carlitz zeta values. We note that the entries of Υ(θ) = Ψ−1(θ) attached to
the above Anderson-Thakur dual t-motives are not MZV’s except in the depth one
case as in [5]. This may explain some of the difficulties encountered when one wishes
to extend the work of Anderson and Thakur via this setting (see [20, Introduction]
for a detailed discussion). To bypass this issue, for s = (s1, . . . , sr) ∈ Nr, we devise a
new dual t-motiveM′? called the star dual t-motive whose entries of the associated
matrix Υ?(θ) naturally contain MZV’s. We explicitly construct an Anderson t-
module E′? defined over A and an integral point v?s ∈ E′?(A). Finally, we apply
our main result to obtain the desired logarithmic interpretation for MZV’s (see §5.4
for related definitions and §5.5 for the ν-adic setting).

Theorem 1.7 (Theorem 5.5). For s = (s1, . . . , sr) ∈ Nr, we put d` := s` + · · ·+ sr
for 1 ≤ ` ≤ r. Then we have

Log!
E′?(v?s) = δ0


−L(sr, . . . , s1)Ω−(s1+···+sr)

−L(sr, . . . , s2)Ω−(s2+···+sr)

...
−L(sr)Ω

−sr


In particular, for 1 ≤ ` ≤ r, the (d1 + · · · + d`)th coordinate of the Log!

E′?(v?s)
equals −Γs` . . .ΓsrζA(sr . . . , s`).

In §6 we provide examples to illustrate our results and compare our work with
the works of Anderson-Thakur [5] and Chang-Mishiba [20]. Compared to Chang-
Mishiba’s construction, ours is much more direct, has smaller dimension (see Propo-
sition 6.3) and is in the same spirit of [5] as illustrated in §6.2. In §6.3 we present
further examples inspired by those given in [5].

Acknowledgments. We are grateful to Chieh-Yu Chang and Federico Pellarin
for carefully reading the first version of this manuscript and for offering numerous
insightful comments and suggestions which greatly improve the content and the
exposition of the paper. We thank Bruno Anglès, Yoshinori Mishiba and Jing Yu
for useful suggestions and remarks.

The second author (T. ND) is funded by Vingroup Joint Stock Company and
supported by Vingroup Innovation Foundation (VinIF) under the project code
VINIF.2021.DA00030. He is partially supported by the ANR Grant COLOSS
ANR-19-CE40-0015-02, the Excellence Research Chair FLCarPA of the Normandy
Region and the Labex MILYON ANR-10-LABX-0070.

2. Anderson t-modules and dual t-motives

In this section we briefly review the basic theory of Anderson t-modules and dual
t-motives and the relation between them. We refer the reader to [32, §2.5] for more
details.

2.1. Notation.
In this paper we will use the following notation.

• N = {1, 2, . . . }: the set of positive integers.
• Z≥0 = {0, 1, . . . }: the set of non-negative integers.
• Z: the set of integers.
• Fq: a finite field having q elements.
• p: the characteristic of Fq.
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• θ, t: independent variables over Fq.
• A: the polynomial ring Fq[θ].
• A+: the set of monic polynomials in A.
• K = Fq(θ): the fraction field of A.
• ∞: the unique place of K which is a pole of θ.
• v∞: the discrete valuation on K corresponding to the place ∞ normalized

such that v∞(θ) = −1.
• |·|∞ = q−v∞ : an absolute value on K.
• K∞ = Fq(( 1

θ )): the completion of K at ∞.

• C∞: the completion of a fixed algebraic closure K∞ of K∞. The unique
valuation of C∞ which extends v∞ will still be denoted by v∞.
• K: the algebraic closure of K inside C∞.

2.2. Review of Anderson t-modules. Let R be an Fq-algebra and let R[τ ] de-
note the (non-commutative) skew-polynomial ring with coefficients in R, subject to
the relation for r ∈ R,

τr = rqτ.

We similarly define R[σ], but we require additionally that R must be a perfect ring,
now subject to the relation

σr = r1/qσ.

We define Frobenius twisting on R[t] by setting for i ∈ Z and g =
∑
j cjt

j ∈ R[t],

g(i) =
∑
j

cq
i

j t
j .

We extend twisting to matrices in Mati×j(R[t]) by twisting coordinatewise.

Definition 2.1. Let R be an Fq-algebra equipped with an injective Fq-algebra
homomorphism i : A→ R (recall A = Fq[θ]).

1) A d-dimensional Anderson t-module over R is an Fq-algebra homomorphism
E : A→ Matd(R)[τ ], such that for each a ∈ A,

Ea = d[a] + Ea,1τ + . . . , Ea,i ∈ Matd(R)

where d[a] = i(a)Id+N for some nilpotent matrix N ∈ Matd(R) (depending on a).
2) A Drinfeld module over R is a (non-trivial) one-dimensional Anderson t-

module ρ : A→ R[τ ].

For the rest of this paper, we will drop i when no confusion results. Anderson
t-modules will sometimes be called t-modules.

The map d[·] : A −→ Matd(R) is a ring homomorphism, and if R is a field, then
it extends naturally to d[·] : K −→ Matd(R) and describes the Lie action of E.
Note that there is an implicit dependence of the map d[·] on the t-module E which
we omit, since it does not cause any confusion. Let E be an Anderson t-module
of dimension d over R as above and let B be an R-algebra. We can define two
A-module structures on Bd. The first one is denoted by E(B) where A acts on Bd

via E:

a ·

b1...
bd

 = d[a]

b1...
bd

+
∑
k≥1

Ea,k


bq
k

1
...

bq
k

d

 , for a ∈ A,

b1...
bd

 ∈ Bd.
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The second one is denoted by LieE(B) where A acts on Bd via d[·]:

a ·

b1...
bd

 = d[a]

b1...
bd

 , for a ∈ A,

b1...
bd

 ∈ Bd.
From now on, we will always work with Anderson t-modules over R such that

R ⊂ C∞ is an A-subalgebra. Let E : A→ Matd(C∞)[τ ] be an Anderson module of
dimension d over C∞. We define ExpE to be the exponential series associated to
E, which is the unique function on Cd∞ such that as an Fq-linear power series we
can write

ExpE(z) =

∞∑
i=0

Qiz
(i), Qi ∈ Matd(C∞), z ∈ Cd∞,

with Q0 = Id and such that for all a ∈ A and z ∈ Cd∞,

ExpE(d[a]z) = Ea(ExpE(z)).

The logarithm function LogE is then defined as the formal power series inverse
of ExpE . We denote its power series as

LogE(z) =

∞∑
i=0

Piz
(i), Pi ∈ Matd(C∞), z ∈ Cd∞.

We note that as functions on Cd∞ the function ExpE is everywhere convergent,
whereas LogE has some finite radius of convergence.

2.3. Log-algebraic identities. We define the Tate algebra T over C∞ as the space
of power series in t which converge on the disc of radius 1, in other words,

T :=

{ ∞∑
i=0

bit
i ∈ C∞[[t]]

∣∣∣∣ ∣∣bi∣∣∞ → 0

}
.

We denote by L the fraction field of T.
Define the Gauss norm ‖·‖ on T by setting

‖f‖ := max
i
{|bi|∞}

for f =
∑
i≥0 bit

i ∈ T. We then extend the Gauss norm to Mat`×m (L) by setting

‖B‖ = max
i,j
{‖Bij‖}

for B = (Bij) ∈ Mat`×m (L).
Similarly, we denote by Tθ the Tate algebra over C∞ as the space of power series

in t which converge on the disc of radius |θ|∞, in other words,

Tθ :=

{ ∞∑
i=0

bit
i ∈ C∞[[t]]

∣∣∣∣ qi∣∣bi∣∣∞ → 0

}
.

We also define different norms ‖.‖θ. In particular, if
∑∞
i=0 bit

i ∈ Tθ, then

‖f‖θ = max
i

{
qi|bi|∞

}
.

We note that Tθ ⊂ T.
In what follows we fix an Anderson t-module E : A→ Matd(K)[τ ] of dimension

d over K. Let z be an indeterminate with τz = zτ and let Tz(C∞) be the Tate
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algebra T with the variable t replaced by the variable z. We define the canonical

z-deformation of the t-module E denoted by Ẽ to be the homomorphism of Fq[z]-
algebras Ẽ : A[z]→ Matd(K[z])[τ ] such that

Ẽa =
∑
k≥0

Ea,kz
kτk, a ∈ A.

Then there exists a unique series ExpẼ ∈ Id + τ Matd(K[z])[[τ ]] such that

ExpẼ d[a] = Ẽa ExpẼ , a ∈ A,

(see [11, §3] for more details). One can show that if ExpE =
∑
i≥0Qiτ

i, then

ExpẼ =
∑
i≥0Qiz

iτ i. In particular, ExpẼ converges on LieẼ(Tz(C∞)) and induces

a homomorphism of A[z]-modules

ExpẼ : LieẼ(Tz(C∞))→ Ẽ(Tz(C∞)).

We denote by LogẼ ∈ Id + τ Matd(K[z])[[τ ]] the inverse of ExpẼ . Similarly, if

LogE =
∑
i≥0 Piτ

i, then LogẼ =
∑
i≥0 Piz

iτ i.

We denote by ev : LieẼ(Tz(C∞)) → LieE(C∞) the evaluation map at z = 1. If

x ∈ LieẼ(Tz(C∞)), then we also write x
∣∣
z=1

for ev(x). Following [7, 12, 13, 37]
we introduce some notion of log-algebraic points and of logarithmic identities for
Anderson t-modules.

Definition 2.2. Letting z ∈ Cd∞, we put Z := ExpE(z).

1) We say that z is a log-algebraic point for E if Z = ExpE(z) ∈ Kd
. The latter

equality is also called a log-algebraicity identity for E.
2) We say that z is a special log-algebraic point for E if we can write z = x

∣∣
z=1

for some x ∈ LieẼ(Tz(C∞)) satisfying ExpẼ(x) ∈ K[z]d. We also say that we have
a Stark logarithmic identity for z, and we write

LogStE (Z) = z.

Remark 2.3. We note that the notion of log-algebraic points and special log-
algebraic points is related to that of Taelman’s units and Stark units. We refer
the reader to [37, 38] for more details about arithmetic of these units. The first
example of Stark units appeared in the pioneering work of Anderson [3] in which
he introduced the analogue of cyclotomic units for the Carlitz module. Recently,
based on the fundamental work of Pellarin in [36], Anglès, Tavares Ribeiro and
the second author have introduced and developed the theory of Stark units for
Anderson modules (see [7, 9, 13]). This notion turns out to be a powerful tool
for investigating log-algebraic identities [7, 9, 12] as well as the class formula à la
Taelman in full generality [10].

We note that if z is a special log-algebraic point for E, then it is also a log-
algebraic point for E. In fact, we set Z := ExpE(z). By Definition 2.2 there exists
x ∈ LieẼ(Tz(C∞)) such that ExpẼ(x) ∈ K[z]d and z = x

∣∣
z=1

. It follows that

Z = ExpE(z) = ExpẼ(x)
∣∣
z=1
∈ Kd

.

Hence, z is also a log-algebraic point for E.
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Remark 2.4. 1) We continue with the above notation. If we write the poly-

nomial ExpẼ(x) =
∑m
i=0 Ziz

i with Zi ∈ K
d

(0 ≤ i ≤ m), then the fact that
x ∈ LieẼ(Tz(C∞)) is equivalent to the following condition

PkZ
(k)
0 + · · ·+ Pk−mZ(k−m)

m → 0 when k → +∞.
Here we understand that Pk−i = 0 if k − i < 0. And we get

z =
∑
k≥0

(
PkZ

(k)
0 + · · ·+ Pk−mZ(k−m)

m

)
.

In other words, z is a kind of re-indexed logarithm as already observed in [29, 31, 40].
2) If the polynomial ExpẼ(x) is a monomial, then we express ExpẼ(x) = Ziz

i

for some i ≥ 0. It is clear that Zi lies in the domain of convergence of LogE and z
is a logarithm:

z = LogE(Zi).

2.4. Review of dual t-motives.
We briefly review the notion of dual t-motives and explain the relation with

t-modules thanks to Anderson (see [14, §4] and [32, §2.5] for more details).

Definition 2.5. An effective dual t-motive is a left K[t, σ]-moduleM which is free
and finitely generated over K[t] such that for `� 0 we have

(t− θ)`(M/σM) = {0}.

Remark 2.6. 1) We mention that effective dual t-motives are special cases of
Frobenius modules considered in [23, §2.2].
2) Note that Hartl and Juschka [32, §2.4] introduced a more general notion of dual
t-motives. In particular, effective dual t-motives are always dual t-motives.

Throughout this paper we will always work with effective dual t-motives. There-
fore, we will sometimes drop the word “effective” where there is no confusion.

LetM andM′ be two effective dual t-motives. Then a morphism of effective dual
t-motivesM→M′ is just a homomorphism of left K[t, σ]-modules. We denote by
F the category of effective dual t-motives equipped with the trivial object 1, which
is simply the module K[t] with σ-action given by the first Frobenius twist.

We say that an object M of F is given by a matrix Φ ∈ Matr(K[t]) if M is a
K[t]-module free of rank r and the action of σ is represented by the matrix Φ on a
given K[t]-basis for M.

Recall that L denotes the fraction field of the Tate algebra T. We say that
an object M of F is uniformizable or rigid analytically trivial if there exists a
matrix Ψ ∈ GLr(L) satisfying Ψ(−1) = ΦΨ. The matrix Ψ is called a rigid analytic
trivialization of M. By [35, Proposition 3.3.9], if M is uniformizable, then there
exists a rigid analytic trivialization Ψ0 of M with Ψ0 ∈ GLr(T). Further, if Ψ is a
rigid analytic trivialization of M, then Ψ = Ψ0B with B ∈ GLr(Fq(t)).

In what follows, letM be an effective dual t-motive of rank r over K[t] which is
also free and finitely generated of rank d over K[σ]. Let m = {m1, . . . ,mr} denote
a K[t]-basis for M and let w = {w1, . . . , wd} denote a K[σ]-basis for M. Using
the basis m = {m1, . . . ,mr}, we identify K[t]r with M by the map

(2.1) ιm : K[t]r →M, (g1, . . . , gr)
> 7→ g1m1 + · · ·+ grmr.

We extend ιm to Tate algebras still denoted by ιm : Tr →M⊗K[t] T.
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Similarly, using the basis w = {w1, . . . , wd}, we also identify K[σ]d with M

(2.2) ιw : K[σ]d →M, (h1, . . . , hd)
> 7→ h1w1 + · · ·+ hdwd.

Letting ι = ι−1
w ◦ ιm, we get the map

(2.3) ι : K[t]r → K[σ]d

which is an isomorphism of (left) K[t, σ]-modules.
Once we fix the K[t]-basis m, then there exists some matrix Φ′ ∈ Matr(K[t])

such that σ acts on K[t]r by inverse twisting and right multiplication by Φ′ — or
we may transpose to get a left multiplication:

σ

g1

...
gr

 = Φ′>

g1

...
gr


(−1)

, gi ∈ K[t].

We note that this σ-action extends to Tr ∼=M⊗K[t] T in the natural way.

Recall the definition of the maps δ0 : M → K
d

and δ1 : M → K
d

from (1.1).
We observe that the kernel of δ1 equals (σ − 1)M, and thus by [32, Proposition
2.5.8], we can write the commutative diagram

M/(σ − 1)M δ1−−−−→ K
d

a(t)

y yE′a
M/(σ − 1)M δ1−−−−→ K

d

where the left vertical arrow is multiplication by a(t) and the right vertical arrow
is the map induced by multiplication by a, which we denote by Ea. Then E defines
an Anderson t-module over K, and we call this the Anderson t-module associated
with M. Thus we have canonical isomorphisms of Fq[t]-modules

M/σM ∼−→ LieE(K),

induced by δ0 and

M/(σ − 1)M ∼−→ E(K),

induced by δ1. By [33, Lemma 3.4.1], δ0 extends to M⊗ Tθ, where Tθ is a Tate
algebra of functions with radius of convergence |θ| (see also [32, Proposition 2.5.8]).
Maintaining that notation, letting z be a variable, we define the z-version δ1,z :

M→ K[z]d of the map δ1 by

δ1,z(m) =

c0,1...
c0,d

+

c1,1...
c1,d


(1)

z +

c2,1...
c2,d


(2)

z2 + · · · ,

which is an Fq[t]-module homomorphism.

Remark 2.7. Anderson showed that the functor M 7→ E gives rise to an equiv-
alence from the category of effective dual t-motives M that are free and finitely
generated as K[σ]-modules onto the full subcategory of so-called A-finite Anderson
t-modules (see for example [32, Theorem 2.5.11]).
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3. The main result

This section aims to prove the main result of this paper (see Theorem 3.5).
We establish refinements of log-algebraic identities for Anderson t-modules which
provide a general framework for many earlier results which have been proven in
a somewhat ad-hoc fashion. Finally we discuss relations with Anderson’s analytic
theory of A-finite t-modules and emphasize the advantage of special log-algebraic
points compared to log-algebraic points.

3.1. Ext1-modules and t-modules. In this section we explain a deep connection
due to Anderson between some Ext1-modules and Anderson t-modules. We follow
closely the presentation given in [23, §5.2].

In what follows, we letM′ be an effective dual t-motive of rank r over K[t] and
rank d over K[σ], and let E′ be its associated t-module. Recall the definitions of
m = {m1, . . . ,mr}, w = {w1, . . . , wd}, ιm, ιw, ι, δ0 and δ1 from §2.4. Composing

with the map ιm defined in (2.1), we get three maps δ0 ◦ ιm : K[t]r → K
d
, δ1 ◦ ιm :

K[t]r → K
d

and δ1,z ◦ ιm : K[t]r → K[z]d. From now on, to avoid heavy notation,
we still denote these maps by

δ0 : K[t]r → K
d

and
δ1 : K[t]r → K

d
, δ1,z : K[t]r → K[z]d.

We denote by Φ′ ∈ Matr(K[t]) the matrix defining the σ-action on M′. If
m = (m1, . . . ,mr) is the K[t]-basis of M′ on which the σ-action is represented by
the matrix Φ′, then let M be the dual t-motive given by the matrix

Φ =

(
Φ′ 0
f 1

)
, with f = (f1, . . . , fr) ∈ Mat1×r(K[t]),

on the basis (m1, . . . ,mr,mr+1). We note that M fits into an exact sequence of
the form

0→M′ →M→ 1→ 0,

and so is an extension of the trivial dual t-motive 1 (with trivial σ-action) by M′
in the sense of [23, §5.2] (although the idea goes back to Anderson originally), i.e.,
M represents a class in Ext1

F (1,M′). Note that Ext1
F (1,M′) has a natural Fq[t]-

module structure defined as follows. LetM1 andM2 be two objects of Ext1
F (1,M′)

defined by the matrices

Φ1 =

(
Φ′ 0
v1 1

)
∈ Matr+1(K[t]), v1 ∈ Mat1×r(K[t]),

and

Φ2 =

(
Φ′ 0
v2 1

)
∈ Matr+1(K[t]), v2 ∈ Mat1×r(K[t]).

Then for any a1, a2 ∈ Fq[t], a1 ∗ M1 + a2 ∗ M2 is defined to be the class in

Ext1
F (1,M′) represented by(

Φ′ 0
a1v1 + a2v2 1

)
∈ Matr+1(K[t]).

By abuse of notation, since Ext1
F (1,M′) parameterizes classes of extensions of 1

by M′, we will refer to such extensions as being in Ext1
F (1,M′).
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Theorem 5.2.1 of [23] then shows

α : Ext1
F (1,M′)→M′/(σ − 1)M′(3.1)

M 7→ f1m1 + · · ·+ frmr

is an isomorphism of Fq[t]-modules. We refer the reader to the citation for details.

For such an extension M ∈ Ext1
F (1,M′), we know that M is uniformizable by

[32, Lemma 2.4.21]. We suppose that there exists a rigid analytic trivialization
Ψ ∈ Matr+1(L) of Φ, i.e., Ψ(−1) = ΦΨ, such that if we set Υ := Ψ−1, then
Υ ∈ Matr+1(T). We set

Ψ =

(
Ψ′ 0
Ψf 1

)
∈ GLr+1(L),

and

Υ =

(
Υ′ 0
Υf 1

)
∈ Matr+1(T),(3.2)

where

Ψf = (Ψf ,1, . . . ,Ψf ,r) ∈ Mat1×r(L),

and

Υf = (Υf ,1, . . . ,Υf ,r) ∈ Mat1×r(T).

Remark 3.1. (1) By [35, Proposition 3.3.9, §4.1.6], there exist a matrix U ∈
GLr+1(Fq(t)) and a rigid analytic trivialization Ψ0 ∈ GLr+1(T) of Φ such
that ΨU = Ψ0. By [33, Definition 3.4.5], one can show that Ψ0 ∈ GLr+1(Tθ).
Thus it follows that there exists F ∈ Fq[t] such that FΨ ∈ Matr+1(Tθ).

(2) Suppose now that for some nonzero F ′ ∈ Fq[t] such that F ′Ψ ∈ Matr+1(T).
By the previous discussion, we know that there exists a nonzero F ∈ Fq[t]
such that FΨ ∈ Matr+1(Tθ). We deduce that F ′Ψ ∈ Matr+1(Tθ).

(3) By similar arguments, one can show that Υ ∈ Matr+1(Tθ). In particular,
Υf = (Υf ,1, . . . ,Υf ,r) ∈ Mat1×r(Tθ).

Inspired by [23] we define the point vM ∈ E′(K) by the image of M via the
composition of isomorphisms

(3.3) δ1 ◦ α : Ext1
F (1,M′) ∼−→M′/(σ − 1)M′ ∼−→ E′(K).

Thus vM = δ1(f>) ∈ E′(K). We also set

vM,z := δ1,z(f
>) ∈ Ẽ′(K[z])

where Ẽ′ is the z-deformation t-module attached to E′ (see §2.3).

Remark 3.2. LetM be a class in Ext1
F (1,M′). Let E′ be the t-module attached

to M′ and vM ∈ E′(K) be the special point attached to M as above. We observe
that M is a torsion class in Ext1

F (1,M′) if and only if vM is a torsion point in
E′(K).
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3.2. Statement of the Main Result. We keep the above notation. We give a
definition which simplifies notation throughout the paper.

Definition 3.3. Given a d-dimensional t-module E over C∞ with logarithm func-
tion LogE and two points z,Z ∈ Cd∞, we say that we have a split-logarithmic
identity (for z)

Log!
E(Z) = z

if there exists some finite collection of pairs {(ai,ui)} ⊂ A ×Kd
where each ui is

in the domain of convergence of LogE , such that

z =
∑
i

d[ai] LogE(ui),

Z =
∑
i

Eaiui.

Remark 3.4. (1) We note that if Log!
E(Z) = z, then LogSt

E (Z) = z and
ExpE(z) = Z. Further, each LogE(ui) is a special log-algebraic point for E.
This implies that z, which is a linear combination of special log-algebraic
points with coefficients in A (via the action a 7→ d[a]), is also a special
log-algebraic point for E.

(2) Split-logarithmic identities are common when one discovers a log-algebraic
identity of the form ExpE(z) = Z, but Z is not inside the domain of con-
vergence of LogE . In some cases one can decompose Z into a sum of terms
Eaiui as above, such that each ui is inside the domain of convergence of
LogE . Such is the case in the celebrated log-algebraicity theorem of Ander-
son and Thakur for tensor powers of the Carlitz module [5, Theorem 3.8.3]
(see also [40, §II]).

We are ready to state the main result of this paper which provides log-algebraic
identities for Anderson t-modules.

Theorem 3.5. We keep the above notation and let LogSt
E′ and Log!

E′ be defined as
in Definitions 2.2 and 3.3, respectively.

Let F ∈ Fq[t] such that FΨ ∈ Matr+1(T) (see Remark 3.1, Parts 1 and 2). We

suppose that FΨ
(k)
f converges to 0 as a vector of functions in Mat1×r(T) as k tends

to +∞.

(a) Let Υf be defined as in (3.2) (see Remark 3.1, Part 3). Then
(a1) The point δ0(f> −Υ>f ) is a special log-algebraic point for E′.
(a2) We have a Stark logarithmic identity

LogSt
E′(vM) = δ0(f> −Υ>f ).

(b) Let α be the map defined in (3.1). Suppose that there exists some finite
collection of triples {(`i, ni,ui = (ui,1, . . . , ui,d)

>)} ⊂ Z≥0 × Z≥0 × Cd∞
where each ui is in the domain of convergence of LogE′ , such that

α(M) =
∑
i

tniσ`i

 d∑
j=1

ui,jwj

 ,

where wj are elements of the K[σ]-basis w. Then we have a split-logarithmic
identity

Log!
E′(vM) = δ0(f> −Υ>f ).
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If we additionally have that δ0(f>) = 0, then the right-hand side of the main equa-
tions in Parts (a) and (b) above is simply given by δ0(−Υ>f ).

Remark 3.6. 1) By Remark 3.4, Part (b) could be considered as a refinement of
Part (a).

2) It is clear that the condition that FΨ
(k)
f converges to 0 as a vector of functions

in Mat1×r(T) does not depend on the choice of F ∈ Fq[t]. In particular, when
Ψ ∈ GLr+1(T), we could take F = 1 as we will see in the next sections.

Remark 3.7. We mention below some known examples of Theorem 3.5.
1) As mentioned before, Anderson and Thakur [5] gave split-logarithmic identi-

ties for Carlitz zeta values.
2) Chang, Mishiba and the first author gave split-logarithmic identities for Car-

litz multiple star polylogarithms (see [18, 20] and §4.9 for more details).
3) For higher genus curves, Thakur studied special zeta values associated to rings

A such that A is principal. For such rings, he obtained both Stark logarithmic
identity and split-logarithmic identity for special zeta values at 1 (see [40, §II]).

4) For elliptic curves, Stark logarithmic identities for special zeta values can be
obtained using minor adjustments to [29, 30, 31]. However, it seems very difficult
to obtain split-logarithmic identities for these values (see [29, Remark 6.4]).

3.3. Proof of the main theorem: Part (a). In this section we prove Theorem
3.5, Part (a). The proof is divided into several steps.
Step 0. Since FΨ ∈ Matr+1(T) with F ∈ Fq[t], by Remark 3.1, Part 2, we know
that FΨ ∈ Matr+1(Tθ).

We claim that FΨ
(k)
f converges to 0 as a vector of functions in Mat1×r(Tθ) as

k tends to +∞. In fact, we see that ‖FΨ
(k)
f ‖ = ‖FΨf‖q

k

. Thus the condition

that FΨ
(k)
f converges to 0 as a vector of functions in Mat1×r(T) as k tends to +∞

implies ‖FΨf‖ < 1. Next, since FΨ ∈ Matr+1(Tθ), one can show that

‖FΨ
(k)
f ‖θ ≤ ‖FΨf‖θ × ‖FΨf‖q

k−1.

Since ‖FΨf‖ < 1, it follows that ‖FΨ
(k)
f ‖θ → 0 as k →∞. The claim is proved.

Step 1. We compute the coefficients of LogE′ . We set

Θ := (Φ−1)> ∈ Matr+1(K(t)),

and

Θ′ := (Φ′
−1

)> ∈ Matr(K(t)).

Now if we write
LogE′ =

∑
n≥0

Pnτ
n,

then
LogẼ′ =

∑
n≥0

Pnz
nτn.

By [9, Proposition 2.2], for n ≥ 0, the nth coefficient of the logarithm series

of E′ is given as follows. Let v = (v1, . . . , vd)
> ∈ K

d
. Letting m := ιw(v) =

v1w1 + · · · + vdwd, we see that m belongs to M′. Thus we can express it in the
K[t]-basis {m1, . . . ,mr} using the map ι from (2.3)

ι−1(v) = ι−1(v1, . . . , vd)
> = (g1, . . . , gr)

> ∈ K[t]r.
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In other words, m = v1w1+· · ·+vdwd = g1m1+· · ·+grmr. Then by [9, Proposition
2.2] (see also [18, Lemma 4.2.1] for an explicit example of this) we have

Pnv(n) = δ0(Θ′(1) . . .Θ′(n)ι−1(v)(n)).

Remark 3.8. We include a remark clarifying the relationship between the above
formula and that of [9, Proposition 2.2], since our notation and setup here differs
slightly. For fixed k ∈ Z≥0 we define a linear operator αk : K[t]r → K[t]r for
h ∈ K[t]r by setting αk(h) = (Θ′(1) . . .Θ′(k)h(k)). We see that αk(σ`(h)) = αk−`
for k ≥ ` and thus αk satisfies the property given in [9, Lemma 2.1.iii]. A short
calculation, together with the fact that σ : K[t]r → K[t]r is an injection, shows
that αk = ι−1

m ◦ ϕk ◦ ιm for ϕk, the inverse Frobenius mapping of [9, Proposition
2.2].

Step 2. We recall that

vM,z := δ1,z(f
>) ∈ Ẽ′(K[z]),

and

vM = vM,z

∣∣
z=1

.

This means that if we write

f1m1+. . . frmr = v0,1w1+· · ·+v0,dwd+v1,1σ(w1)+· · ·+v1,dσ(wd)+. . . , with vi,j ∈ K,

and set vi = (vi,1, . . . , vi,d)
>, then we get

vM,z = δ1,z(f
>) = v0 + v

(1)
1 z + v

(2)
2 z2 + . . . .

Let v = (v1, . . . , vd)
> ∈ Matd×1(K). By (2.2), v can be identified as an element

ιw(v) = v1w1 + · · · + vdwd of M′. We recall that ι−1
m (σ(ιw(v))) = Φ′>ι−1(v)(−1).

Then we get an equality of formal series in z (we will interpret this identity in a
Tate algebra under certain conditions in the Step 3 of the proof)

LogẼ′(vz) =
∑
n≥0

δ0(Θ′(1) . . .Θ′(n)ι−1(v)(n))zn+1

=
∑
n≥0

δ0(Θ′(1) . . .Θ′(n)Θ′(n+1)Φ′>(n+1)ι−1(v)(n))zn+1

=
∑
n≥0

δ0(Θ′(1) . . .Θ′(n)Θ′(n+1)ι−1
m (σ(ιw(v)))(n+1))zn+1

=
∑
n≥0

δ0(Θ′(1) . . .Θ′(n)ι−1
m (σ(ιw(v)))(n))zn.

Here the second equality comes from the fact that Θ′ := ((Φ′)−1)>, and the last
one holds since δ0(σ(ιw(v))) = 0.

More generally, by similar arguments we show that for j ∈ N,

(3.4) LogẼ′(vz
j) =

∑
n≥0

δ0(Θ′(1) . . .Θ′(n)ι−1
m (σj(ιw(v)))(n))zn.

We claim that

LogẼ′(vM,z) =
∑
n≥0

δ0(Θ′(1) . . .Θ′(n)(f>)(n))zn.
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In fact, by (3.4) we obtain

LogẼ′(vM,z) = LogẼ′
(
v0 + v

(1)
1 z + v

(2)
2 z2 + . . .

)
=
∑
n≥0

∑
j≥0

δ0

(
Θ′(1) . . .Θ′(n)ι−1

m

(
σj
(
ιw(v

(j)
j )
))(n)

)
zn

=
∑
n≥0

δ0

Θ′(1) . . .Θ′(n)ι−1
m

∑
j≥0

σj
(
ιw(v

(j)
j )
)(n)

 zn.

We analyze now the sum
∑
j≥0 σ

j
(
ιw(v

(j)
j )
)

viewed as an element ofM′. We have∑
j≥0

σj
(
ιw(v

(j)
j )
)

=
∑
j≥0

σj
(
v

(j)
j,1w1 + · · ·+ v

(j)
j,dwd

)
=
∑
j≥0

(vj,1σ
j(w1) + · · ·+ vj,dσ

j(wd))

= f1m1 + · · ·+ frmr.

This implies

ι−1
m

∑
j≥0

σj
(
ιw(v

(j)
j )
) = ι−1

m (f1m1 + · · ·+ frmr) = f>

and the claim follows immediately.

Step 3. We recall that f = (f1, . . . , fr) and Ψf = (Ψf ,1 . . . ,Ψf ,r). Since Υ′ = Ψ′
−1

,
we get

(3.5) Υ>f = −Υ′>Ψ>f .

The equality Ψ(−1) = ΦΨ implies(
Ψ′(−1) 0

Ψ
(−1)
f 1

)
=

(
Φ′ 0
f 1

)(
Ψ′ 0
Ψf 1

)
=

(
Φ′Ψ′ 0

fΨ′ + Ψf 1

)
.

Thus
Ψ

(−1)
f = fΨ′ + Ψf .

Note that Υ′ = Ψ′
−1

. We then get

(3.6) f> = Υ′>(Ψ
>(−1)
f −Ψ>f ).

Next, since Ψ′(−1) = Φ′Ψ′, we deduce

Θ′Υ′> = (Φ′−1)>Υ′> = Υ′>(−1).

Thus for n ≥ 1, we have

(3.7) Θ′(1) . . .Θ′(n)Υ′>(n) = Υ′>.

Combining Equations (3.6) and (3.7), we get

Θ′(1) . . .Θ′(n)(f>)(n) = Θ′(1) . . .Θ′(n)Υ′>(n)(Ψ
>(n−1)
f −Ψ

>(n)
f )

= Υ′>(Ψ
>(n−1)
f −Ψ

>(n)
f )

= Υ′>F−1(FΨ
>(n−1)
f − FΨ

>(n)
f ).
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Thus

LogẼ′(vM,z) = δ0(f>) +
∑
n≥1

δ0(Θ′(1) . . .Θ′(n)(f>)(n))zn(3.8)

= δ0(f>) +
∑
n≥1

δ0(Υ′>F−1(FΨ
>(n−1)
f − FΨ

>(n)
f ))zn.

Since FΨ
>(k)
f converges to 0 with respect to ‖.‖θ by Step 0, it follows that LogẼ′(vM,z) ∈

Tz(K)d.
By evaluating Equation (3.8) at z = 1, we obtain a telescoping series on the

right-hand side and get

LogẼ′(vM,z)
∣∣
z=1

= δ0(f>) +
∑
n≥1

δ0(Υ′>(Ψ
>(n−1)
f −Ψ

>(n)
f ))(3.9)

= δ0(f>) + δ0(Υ′>Ψ>f )

= δ0(f> −Υ>f ).

Here the last line holds by (3.5).
We conclude that δ0(f> − Υ>f ) is a special log-algebraic point for E′ and get a

Stark logarithmic identity

LogSt
E′(vM) = δ0(f> −Υ>f )

which finishes Part (a).

3.4. Proof of the main theorem: Part (b). In this section we prove Theorem
3.5, Part (b).

By (3.9) we write

vM,z = δ1,z(f
>) = δ1,z

∑
i

tniσ`i

 d∑
j=1

ui,jwj


=
∑
i

Ẽ′θni δ1,z

σ`i
 d∑
j=1

ui,jwj

 .

Here the last equality follows from the construction of t-modules associated to dual
t-motives as explained in §2.4.

We then get the following equality between formal series in z:

LogẼ′(vM,z) =
∑
i

d[θni ] LogẼ′

δ1,z
σ`i

 d∑
j=1

ui,jwj


=
∑
i

d[θni ] LogẼ′((ui,1, . . . , ui,d)
>z`i)

=
∑
i

d[θni ]z`i LogẼ′(ui).

Since all ui are in the domain of convergence of LogE′ , the above equality holds in
the Tate algebra Tz(C∞).
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By Part (a) we apply the evaluation map ev to obtain

δ0(f> −Υ>f ) = LogẼ′(vM,z)
∣∣
z=1

=
∑
i

d[θni ]z`i LogẼ′(ui)

∣∣∣∣
z=1

=
∑
i

d[θni ] LogE′(ui),

and finishes the proof of Part (b).

3.5. Relations with Anderson’s analytic theory of A-finite t-modules. In
this section we will apply the elaborate analytic theory of A-finite t-modules devel-
oped by Anderson (see [32, §2.5.3]) to obtain a result which is similar to Theorem
3.5. A similar analysis appeared in [30, §3.4], which was the starting point of this
paper.

Theorem 3.9. We keep the above notation. Then δ0(f> − Υ>f ) is a log-algebraic
point for E′. Further, we have

ExpE′(δ0(f> −Υ>f )) = vM.

Remark 3.10. We give some comments to compare Theorems 3.5 and 3.9.
1) In Theorem 3.9 we do not require any restrictions. Consequently, we can only
conclude that δ0(f>−Υ>f ) is a log-algebraic point, which is weaker than showing it
is a special log-algebraic point as is done in Theorem 3.5 (see Remark 2.3). Roughly
speaking, Theorem 3.9 allows us to use the machinery of special log-algebraic points
and to bypass the convergence issue of logarithm series. This point of view turns
out to be very powerful and has already led to several arithmetic applications (for
example, compare [9] to [5, 34], also [7] to [2, 38]).
2) In addition, we mention again that the proof of Theorem 3.9 makes use of
Anderson’s analytic theory of A-finite t-modules which is much more complicated
than the ingredients given in the proof of Theorem 3.5.

Proof of Theorem 3.9. Since Ψ′(−1) = Φ′Ψ′, we have

Φ′>((Ψ′
−1

)>)(−1) = (Ψ′
−1

)>.

Similarly, since Ψ(−1) = ΦΨ, we have

Φ>((Ψ−1)>)(−1) = (Ψ−1)>.

It follows that

Φ′>(Υ>f )(−1) + f> = Υ>f .

Recall that by Anderson’s analytic theory of A-finite t-modules (see [32, Theorem
2.5.21, Corollaries 2.5.23 and 2.5.24]), if v ∈ Trθ and z ∈ K[t]r satisfy

Φ′>v(−1) − v = z,

then

ExpE′(δ0(v + z)) = δ1(z).

We apply the above result for v = −Υ>f ∈ Trθ (see Remark 3.1, Part 3) and z = f>

to obtain

ExpE′(δ0(−Υ>f + f>)) = δ1(f>) = vM

as required. �
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4. Application to the Anderson-Thakur dual t-motives

4.1. Some history. We investigate the Anderson-Thakur dual t-motives which
were first introduced by Anderson and Thakur in [6]. Shortly thereafter, Chang [16]
studied the Anderson-Thakur dual t-motives in a general setting and proved many
fundamental properties and results. In [23] Chang, Papanikolas and Yu revisited the
dual t-motives connected to multiple zeta values. They introduced the associated
t-modules and the corresponding special points and gave an effective criterion for
Eulerian MZV’s in positive characteristic. Further, Chang, Mishiba and the first
author investigated the dual t-motives connected to multiple polylogarithms at
algebraic points with important applications to ∞-adic and ν-adic multiple zeta
values in positive characteristic (see [17, 18, 19, 20]).

In this section we apply our main result to obtain log-algebraic identities for the
t-modules attached to the Anderson-Thakur dual t-motives. Then we generalize
Chang’s theorem in [17] where he gave elegant logarithmic interpretations for special
cases of MZV’s. We also recover many previously known results in a straightforward
way.

4.2. Anderson-Thakur dual t-motives and periods. In what follows, let s =
(s1, . . . , sr) ∈ Nr be a tuple for r ≥ 1 and Q = (Q1, . . . , Qr) ∈ K[t]r satisfying the
condition

(4.1) ‖Qi‖ < |θ|
siq
q−1
∞ for all 1 ≤ i ≤ r.

We should mention that this condition, inspired by [20, Remark 4.1.3], is slightly
stronger than that given in [23, (2.3.1)], but is enough for applications to multiple
zeta values and Carlitz star multiple polylogarithms.

We set the Anderson-Thakur dual t-motivesM′s,Q andMs,Q attached to s and
Q to be given by the matrices

Φ′s,Q =


(t− θ)s1+···+sr 0 . . . 0

Q
(−1)
1 (t− θ)s1+···+sr (t− θ)s2+···+sr . . . 0

0 Q
(−1)
2 (t− θ)s2+···+sr 0

...
. . .

...
0 0 . . . (t− θ)sr

 ∈ Matr(K[t]),

Φs,Q =



(t− θ)s1+···+sr 0 0 . . . 0

Q
(−1)
1 (t− θ)s1+···+sr (t− θ)s2+···+sr 0 . . . 0

0 Q
(−1)
2 (t− θ)s2+···+sr . . .

...
...

. . . (t− θ)sr 0

0 . . . 0 Q
(−1)
r (t− θ)sr 1


∈ Matr+1(K[t]).

From now on, to simplify the notation, we will drop the subscripts s and Q whenever
no confusion results. For example, we will write Φ instead of Φs,Q and so on.

Throughout this paper, we work with the Carlitz period π̃ which is a fundamental
period of the Carlitz module (see [28, 41]). We make a choice of (q − 1)st root of
(−θ) and set

Ω(t) := (−θ)−q/(q−1)
∏
i≥1

(
1− t

θqi

)
∈ T×
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so that Ω(−1) = (t− θ)Ω and

(4.2)
1

Ω(θ)
= π̃.

Given s and Q satisfying (4.1) as above, Chang introduced the following series
(see [16, Lemma 5.3.1] and also [23, Equation (2.3.2)]):

Ls,Q :=
∑

i1>···>ir≥0

(ΩsrQr)
(ir) . . . (Ωs1Q1)(i1).(4.3)

We also need the star series

L?s,Q :=
∑

i1≥···≥ir≥0

(ΩsrQr)
(ir) . . . (Ωs1Q1)(i1).(4.4)

If we denote E the ring of series
∑
n≥0 ant

n ∈ K[[t]] such that limn→+∞
n
√
|an|∞ =

0 and [K∞(a0, a1, . . . ) : K∞] <∞, then any f ∈ E is an entire function. It is proved
that Ls,Q ∈ E (see [16, Lemma 5.3.1]).

More generally, for 1 ≤ ` < j ≤ r + 1, we define the series

L(s`, . . . , sj−1) :=
∑

i`>···>ij−1≥0

(Ωsj−1Qj−1)(ij−1) . . . (Ωs`Q`)
(i`),(4.5)

L?(s`, . . . , sj−1) :=
∑

i`≥···≥ij−1≥0

(Ωsj−1Qj−1)(ij−1) . . . (Ωs`Q`)
(i`),

which are the series in (4.3) and (4.4) attached to (s`, . . . , sj−1) and (Q`, . . . , Qj−1).
We should mention that we omit the subscript Q from the definition of the above
series to avoid heavy notation.

Lemma 4.1. For 1 ≤ ` ≤ j ≤ r, we have

(−1)`L?(sj , . . . , s`) =

j∑
k=`+1

(−1)k−1L(s`, . . . , sk−1)L?(sj , . . . , sk) + (−1)jL(s`, . . . , sj).

and

(−1)jL?(sj , . . . , s`) =

j∑
k=`+1

(−1)kL(sk . . . , sj)L
?(sk−1, . . . , s`) + (−1)`L(s`, . . . , sj).

Proof. The proof follows similarly to the proof of [19, 4.2.1] and is a straightforward
exercise in the inclusion/exclusion principal. We leave the details to the reader. �

The matrix given by

Ψ =



Ωs1+···+sr 0 0 . . . 0
L(s1)Ωs2+···+sr Ωs2+···+sr 0 . . . 0

... L(s2)Ωs3+···+sr . . .
...

...
. . .

. . .
...

L(s1, . . . , sr−1)Ωsr L(s2, . . . , sr−1)Ωsr . . . Ωsr 0
L(s1, . . . , sr) L(s2, . . . , sr) . . . L(sr) 1


∈ GLr+1(T)

satisfies

Ψ(−1) = ΦΨ.

Thus Ψ is a rigid analytic trivialization associated to the dual t-motive M.



24 NATHAN GREEN AND TUAN NGO DAC

Using Lemma 4.1 we see that the periods ofM are given by the matrix Υ = Ψ−1:

Υ =



Ω−(s1+···+sr) 0 0 . . . 0
−L?(s1)Ω−(s1+···+sr) Ω−(s2+···+sr) 0 . . . 0

... −L?(s2)Ω−(s2+···+sr) . . .
...

...
. . .

. . .
...

(−1)r−1L?(sr−1, . . . , s1)Ω−(s1+···+sr) (−1)r−2L?(sr−1, . . . , s2)Ω−(s2+···+sr) . . . Ω−sr 0
(−1)rL?(sr, . . . , s1)Ω−(s1+···+sr) (−1)r−1L?(sr, . . . , s2)Ω−(s2+···+sr) . . . −L?(sr)Ω−sr 1


.

Note that Υ ∈ GLr+1(T).

Lemma 4.2. For 1 ≤ ` ≤ j ≤ r, we have

L?(sj−1, . . . , s`)
(−1)

= L?(sj−1, . . . , s`) + L?(sj−1, . . . , s`+1)Q
(−1)
` [(t− θ)Ω]s` + · · ·+Q

(−1)
` . . . Q

(−1)
j−1 [(t− θ)Ω](s`+···+sj−1),

where L?(sj−1, . . . , s`) = 1 if ` = j.

Proof. Since Ψ(−1) = ΦΨ, we get Υ(−1) = ΥΦ−1. Using the above formulas we
deduce the required equality by direct calculations. We leave the details to the
reader. �

4.3. The associated t-modules and special points. We maintain the notation
of the previous section whereM′ was defined in terms of s and Q. We now present
the associated t-modules and special points inspired by the work of Chang, Pa-
panikolas and Yu [23]. Let m = {m1, . . . ,mr} be the K[t]-basis ofM′ with respect
to the action of σ represented by Φ′. It is not hard to check that M′ is a free left
K[σ]-module of rank d = (s1 + · · ·+ sr) + (s2 + · · ·+ sr) + · · ·+ sr and that
(4.6)
w := {w1, . . . , wd} := {(t− θ)s1+···+sr−1m1, . . . ,m1, . . . , (t− θ)sr−1mr, . . . ,mr}

is a K[σ]-basis of M′. We further observe that (t− θ)`M′/σM′ = (0) for `� 0.
For such M′, we recall that we can identify M′/(σ − 1)M′ with the direct sum

of d copies of K as follows. Fixing a K[σ]-basis w = {w1, . . . , wd} of M′ given as
above, we can express any m ∈M′ as

m =

d∑
i=1

uiwi, ui ∈ K[σ],

and then can write down δ1 :M′ → Matd×1(K) from §2.4 by

δ1(m) := (δ(u1), . . . , δ(ud))
> =

δ(u1)
...

δ(ud)


where

δ

(∑
i

ciσ
i

)
=
∑
i

cq
i

i .

It follows that δ1 is a map of Fq-vector spaces with kernel (σ−1)M′. We note that

if (b1, . . . , bd)
> ∈ Matd×1(K), then there is a natural lift to M′, since

δ1(b1w1 + · · ·+ bdwd) = (b1, . . . , bd)
>.
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We denote by E′ the Anderson t-module defined over K with E′(K) identified with
Matd×1(K) on which the Fq[t]-module structure given by

E′ : Fq[θ]→ Matd(K)[τ ]

so that

δ1(t(b1w1 + · · ·+ bdwd)) = E′θ(b1, . . . , bd)
> = E′θ

b1...
bd

 .

Then E′ is the t-module associated the dual t-motive M′ as explained in §2.4.
We can write down explicitly the map δ0 : M′ → Matd×1(K). Let m ∈ M′ =

K[t]m1 + · · · + K[t]mr. Then we can write (recall the definition of d` from Thm.
1.7)

m =

r∑
`=1

(cd`−1,`(t− θ)d`−1 + · · ·+ c0,` + F`(t)(t− θ)d`)m`,

with ci,` ∈ K and F`(t) ∈ K[t]. Then

(4.7) δ0(m) := (cd1−1,1, . . . , c0,1, . . . , cdr−1,r, . . . , c0,r)
>.

Inspired by Chang-Papanikolas-Yu (see [23, §5.3]) we define the point

(4.8) vs,Q := vM := δ1(Q(−1)
r (t− θ)srmr) ∈ E′(K).

4.4. Logarithm series. The coefficients of the logarithm series can be calculated
following [9]. In this particular case, it was also done in [18, §4.2].

We set

Θ = (Φ−1)> =

Θ1,1 . . . Θ1,r+1

. . .
...

Θr+1,r+1

 ∈ Matr+1(K(t))

where for 1 ≤ i ≤ j ≤ r + 1,

Θi,j = (−1)j−i
∏
i≤k<j Q

(−1)
k

(t− θ)sj+···+sr
.

We set

Θ′ := ((Φ′)−1)> =

Θ1,1 . . . Θ1,r

. . .
...

Θr,r

 ∈ Matr(K(t)).

If we write

LogE′ =
∑
n≥0

Pnτ
n,

then by [9, Proposition 2.2], for n ≥ 0, the nth coefficient of the logarithm series of

E′ evaluated at v ∈ Kd
is given by

Pnv(n) = δ0(Θ′(1) . . .Θ′(n)ι−1(v)(n)).
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4.5. Log-algebraic identities for t-modules associated to Anderson-Thakur
dual t-motives. In this section we apply Theorem 3.5 to obtain log-algebraic iden-
tities for the t-module E′ associated to the Anderson-Thakur dual t-motive M′.

Theorem 4.3. We have a split-logarithmic identity

Log!
E′(vs,Q) = δ0


(−1)r−1L?(sr, . . . , s1)Ω−(s1+···+sr)

(−1)r−2L?(sr, . . . , s2)Ω−(s2+···+sr)

...
L?(sr)Ω

−sr

 .

Proof. Note that

f = (0, . . . , 0, Q(−1)
r (t− θ)sr ),

Ψf = (L(s1, . . . , sr),L(s2, . . . , sr), . . . ,L(sr)).

So Ψ
(k)
f → 0 as k → ∞ by [16, Lemma 5.3.1]. Recall that vs,Q = δ1(Q

(−1)
r (t −

θ)srmr), and we need to express Q
(−1)
r (t− θ)srmr in the K[σ]-basis

w = {(t− θ)s1+···+sr−1m1, . . . , (t− θ)m1,m1, . . . , (t− θ)sr−1mr, . . . , (t− θ)mr,mr}
ofM′ (see (4.6)). By definition we have σm1 = (t−θ)s1+···+srm1 and for 1 < ` ≤ r,

σm` = Q
(−1)
`−1 (t− θ)s`−1+···+srm`−1 + (t− θ)s`+···+srm`.

It follows that

Q(−1)
r (t− θ)srmr = Q(−1)

r (σmr −Q(−1)
r−1 (t− θ)sr−1+srmr−1)

= Q(−1)
r σmr −Q(−1)

r Q
(−1)
r−1 (σmr−1 −Q(−1)

r−2 (t− θ)sr−2+···+srmr−2)

= . . .

=

r∑
`=1

(−1)r−`Q(−1)
r . . . Q

(−1)
` σm`.

Then we write

Qr · · ·Q` = (br,0 + br,1t+ · · ·+ br,βr t
βr ) . . . (b`,0 + b`,1t+ · · ·+ b`,β`t

β`)

=
∑

(i`,...,ir)∈
∏
`≤j≤r{0,...,βj}

(br,ir · br−1,ir−1 · · · b`,i`)tir+···+i` .

We then substitute the above expression into the preceding expression for Q
(−1)
r (t−

θ)srmr to obtain an expression of the form

Q(−1)
r (t− θ)srmr =

∑
i

tniσ`i

 d∑
j=1

ui,jwj

 ,

for triples (`i, ni,ui = (ui,1, . . . , ui,d)
>) ∈ N × Z≥0 × Cd∞, where i is indexed over

some finite set. As the coefficients bi,j are coefficients of the polynomials Qi, by

(4.1), we know that ‖Qi‖ < |θ|
siq
q−1
∞ for 1 ≤ i ≤ r. Therefore

|br,ir · br−1,ir−1
· · · b`,i` |∞ < |θ|

(sr+···+s`)q
q−1

∞ .

Then by [18, Lemma 4.2.1] each ui is inside the radius of convergence of LogE′ .
Thus the t-module E′, the point Ψf and the point vs,Q satisfy the conditions of
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Theorem 3.5 (b), which we apply. The final observation is that by the above

calculations, Q
(−1)
r (t − θ)srmr ∈ σ(M′) and hence δ0(f>) = 0, which allows us to

apply the last statement of Theorem 3.5 and finishes the proof. �

4.6. Relations with a theorem of Chang-Papanikolas-Yu. We now apply
Theorem 4.3 to obtain another proof of [23, Theorem 2.5.2 (a) (⇐) and (b)] in our
setting.

Proposition 4.4. Suppose thatM represents a torsion class in Ext1F (1,M′). Then
all the values L(s1, . . . , sr)(θ), . . . ,L(sr)(θ) are in K.

Proof. By Remark 3.2, vs,Q is a torsion point in E′(K) sinceM represents a torsion

class in Ext1
F (1,M′). It follows that d[a] Log!

E′(vs,Q) is a period of E′ for some
nonzero a ∈ A. Thus we can write

(4.9) Log!
E′(vs,Q) = d[a1]λ1 + d[a2]λ2 + · · ·+ d[ar]λr, ai ∈ K,

where λi are the A-basis of the period lattice ΛE′ given by the map δ0 applied to
the column vectors of Υ′> (see [32, Cor. 2.5.24] and also [30, Lemma 3.7]).

For 1 ≤ ` ≤ r, we set d` := s` + · · · + sr and d := d1 + · · · + dr. For 1 ≤ ` ≤ r,
we consider the (d1 + · · ·+ d`)th coordinate of both sides in (4.9). Then

(1) By Theorem 4.3 and (4.2), the (d1 + · · ·+ d`)th coordinate of Log!
E′(vs,Q)

equals (−1)r−`L?(sr, . . . , s`)(θ) · π̃s`+···+sr .
(2) The (d1 + · · ·+ d`)th coordinate of λ` equals π̃s`+···+sr .
(3) The matrices d[ai] are upper triangular and equal ai along the main diag-

onal. This can be seen quickly from the definition of the K[σ]-basis (4.6)
and from the definition of δ0 in (4.7).

(4) For 1 ≤ j < `, the (d1 + · · ·+d`)th coordinate of λj is zero and for ` ≤ j ≤ r
it equals (−1)j−`L?(sj−1, . . . , s`)(θ) · π̃s`+···+sr . Thus the (d1 + · · ·+ d`)th
coordinate of

∑r
j=1 d[aj ]λj is

∑r
j=`(−1)j−`ajL

?(sj−1, . . . , s`)(θ)·π̃s`+···+sr .
(5) Thus (−1)r−`L?(sr, . . . , s`)(θ) =

∑r
j=`(−1)j−`ajL

?(sj−1, . . . , s`)(θ).

Thus, by applying the above equality together with Lemma 4.1 we get

L(s`, . . . , sr)(θ) =

r∑
k=`

(−1)r−kL(s`, . . . , sk−1)(θ)L?(sr, . . . , sk)(θ)

=

r∑
k=`

r∑
j=k

(−1)j−kajL(s`, . . . , sk−1)(θ)L?(sj−1, . . . , sk)(θ)

= a`.

Since a` ∈ K for all 1 ≤ ` ≤ r, we deduce that all the values

L(s1, . . . , sr)(θ),L(s2, . . . , sr)(θ), . . . ,L(sr)(θ)

are in K. �

Remark 4.5. We explain briefly how to extend the above result to the more general
setting considered in [23] and leave the interested reader to fill in the details.

We put w :=
∑r
i=1 si and let Q ∈ K[t] such that ‖Q‖ < |θ|wq/(q−1)

∞ . We consider

the effective dual t-motive N ∈ Ext1
F (1,M′) defined by the matrix(

Φ′ 0
uw,Q 1

)
∈ Matr+1(K[t]),
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with uw,Q = (Q(1)(t − θ)w, 0, . . . , 0) ∈ Mat1×r(K[t]). Note that N admits a rigid
analytic trivialization given by(

Ψ′ 0
(Lw,Q, 0, . . . , 0) 1

)
∈ Matr+1(K[t]),

where Lw,Q is the series in (4.3) attached to (w) and (Q).
We apply our method to obtain log-algebraic identities for the t-module attached

to N . Consequently, we get [23, Theorem 2.5.2 (a) (⇐) and (b)] which states that
if the classes ofM and N are Fq[t]-linearly dependent in Ext1

F (1,M′), then all the
values L(s2, . . . , sr)(θ), . . . ,L(sr)(θ) are in K.

Remark 4.6. We should mention that by using the powerful ABP criterion [4] and
also [35], the converse was also proved in [23, Theorem 2.5.2(a) (⇒)] under the mild
conditions that the values L(s`, . . . , sj−1)(θ) do not vanish for 1 ≤ ` < j ≤ r + 1.

4.7. A generalization of a theorem of Chang. In the fundamental work [5]
Anderson and Thakur gave logarithmic interpretations for Carlitz zeta values, i.e.,
depth one multiple zeta values. In [17] Chang presented very simple and elegant
logarithmic interpretations for some special MZV’s (see [17, Theorem 4.1.1]) and
deduced an effective criterion for the dimension of depth-two multiple zeta values.
However, as Chang and Mishiba [21] explained to us, to their knowledge, the re-
lations among Chang’s theorem and the works of Chang-Papanikolas-Yu [23] and
Chang-Mishiba [19, 20] are still mysterious.

The aim of this section is to present a generalization of Chang’s theorem as an
application of our main result (see Theorem 4.7). As a consequence, we clarify
the connection between the work of Chang [17] and that of Chang-Papanikolas-Yu
[23]. We close this section by deducing an unusual formula of Thakur from Chang’s
theorem (see Remark 4.9).

Theorem 4.7. Let s = (s1, . . . , sr) ∈ Nr with r ≥ 2. Assume that, for 1 ≤
` < j ≤ r + 1, the values L(s`, . . . , sj−1)(θ) do not vanish. We further suppose
that L(s2, . . . , sr)(θ) ∈ K. Then there exist nonzero as ∈ A, an algebraic point
Zs ∈ C⊗(s1+···+sr)(K) (the s1 + · · ·+ sr-tensor power of the Carlitz module) and a
point zs ∈ Cs1+···+sr

∞ such that
1) the last coordinate of zs equals asL(s1, . . . , sr)(θ)π̃

s1+···+sr ,
2) ExpC⊗(s1+···+sr)(zs) = Zs.

Proof. Since the values L(s`, . . . , sj−1)(θ) do not vanish for 1 ≤ ` < j ≤ r +
1, the hypothesis of [23, Theorem 2.5.2] holds. Thus this theorem implies that
L(s3, . . . , sr)(θ), . . . ,L(sr)(θ) are also in K since L(s2, . . . , sr)(θ) ∈ K.

For 2 ≤ ` ≤ r, we set

a` = L(s`, . . . , sr)(θ) ∈ K.
We take as ∈ A such that asa` ∈ A for all 2 ≤ ` ≤ r.

We denote by λ1, . . . , λr the A-basis of the period lattice ΛE′ given by the map
δ0 applied to the column vectors of Υ′> (see [32, Cor. 2.5.24] and also [30, Lemma
3.7]).

For 1 ≤ ` ≤ r, we consider the (d1 + · · · + d`)th coordinate of Log!
E′(vs,Q) and

λ1, . . . , λr. Then

(1) By Theorem 4.3 and (4.2), the (d1 + · · ·+ d`)th coordinate of Log!
E′(vs,Q)

equals (−1)r−`L?(sr, . . . , s`)(θ) · π̃s`+···+sr .
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(2) For 1 ≤ j < `, the (d1 + · · ·+d`)th coordinate of λj is zero and for ` ≤ j ≤ r
it equals (−1)j−`L?(sj−1, . . . , s`)(θ) · π̃s`+···+sr .

(3) The (d1 + · · ·+ d`)th coordinate of λ` equals π̃s`+···+sr .
(4) The matrices d[ai] are upper triangular and equal ai along the main diag-

onal. This can be seen quickly from the definition of the K[σ]-basis (4.6)
and from the definition of δ0 in (4.7).

We consider

z′s = d[as] Log!
E′(vs,Q)− d[asa2]λ2 − · · · − d[asar]λr.

Then we deduce

(1) The d1th coordinate of z′s equals asL(s1, . . . , sr)(θ)π̃
s1+···+sr by Lemma

4.1.
(2) For d1 < j ≤ d1 + · · ·+ dr, the jth coordinate of z′s is zero by Lemma 4.1

(see also Proposition 4.4, Remark 4.6 and [18, Lemma 3.4.5]).

Thus to conclude it suffices to choose zs to be the first d1 coordinates of z′s. This
finishes the proof. �

Remark 4.8. 1) The proof presented above grew out of many discussions of the
second author and F. Pellarin to whom he would like to express his gratitude.

2) Chang [21] informed us that Y.-T. Chen and R. Harada are working on

generalizing Chang’s result to the case where Q = (u1, . . . , ur) ∈ K
r

satisfying

|ur|∞ < q
srq
q−1 and |ui|∞ ≤ q

siq

q−1 for 1 ≤ i ≤ r − 1.

Remark 4.9. If we write the Carlitz logarithm attached to the Carlitz module C
as

logC =
∑
i≥0

1

`i
τ i, `i ∈ A,

then in [42, Theorem 6] Thakur gave the following “strange” formula

(4.10) ζA(1, q3 − 1) =

(
1

`3
+

1

`2
+

θ

`2

)
ζA(q3)− 1

`2

(
logC(θ1/q)

)q3
.

We claim that this identity can be seen as an explicit example of the above

Theorem. In fact, we put s = (1, q3 − 1) and consider the tensor power C⊗q
3

. We

know that, by [5], the last row of the logarithm associated to C⊗q
3

denoted by
ι−1(LogC⊗q3 ) is given by

ι−1(LogC⊗q3 (0, . . . , 0, x)>) =
∑
i≥0

1

`q
3

i

τ i(x).

Thus(
logC(θ1/q)

)q3
=
∑
i≥0

1

`q
3

i

τ i+3(θ1/q) =
∑
i≥0

1

`q
3

i

τ i(θq
2

) = ι−1(LogC⊗q3 (0, . . . , 0, θq
2

)>).

The celebrated Anderson-Thakur theorem [5, Theorem 3.8.3] shows that ζA(q3)
can be interpreted as the last coordinate of LogC⊗q3 . We conclude that (4.10) gives
an explicit interpretation for the MZV ζA(1, q3 − 1) as the last coordinate of a
split-logarithmic identity involving LogC⊗q3 as is implied by Chang’s theorem.

F. Pellarin has informed us that, in an ongoing project with O. Gezmis, they
construct more examples of such explicit identities for MZV’s.
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4.8. Log-algebraic identities for Chang-Papanikolas-Yu’s t-modules. In
this section we specialize Q = (Q1, . . . , Qr) to Anderson-Thakur polynomials and
study the corresponding t-modules considered in the work of Chang, Papanikolas
and Yu [23] (see also [6]). Then we apply Theorem 3.5 to obtain several applications
to this case.

These dual t-motives are related to the multiple zeta values defined by Thakur
[41] as follows. For any tuple of positive integers s = (s1, . . . , sr) ∈ Nr, we introduce

ζA(s) = ζA(s1, . . . , sr) :=
∑ 1

as11 · · · a
sr
r
∈ K∞

where the sum runs through the set of tuples (a1, . . . , ar) ∈ Ar+ with deg a1 > · · · >
deg ar; r is called the depth and w := s1 + · · · + sr the weight of ζA(s). depth
one MZV’s are also called Carlitz zeta values (see [15]). It is proved that ζA(s) are
nonzero by Thakur [42]. We refer the reader to the excellent surveys [43, 44] for
more details about MZV’s.

We briefly review Anderson-Thakur polynomials introduced in [5]. For k ≥ 0,
we set

[k] := θq
k

− θ,

Dk :=

k∏
`=1

[`]q
k−`

= [k][k − 1]q · · · [1]q
k−1

.

For n ∈ N, we write

n− 1 =
∑
j≥0

njq
j , 0 ≤ nj ≤ q − 1,

and define

Γn :=
∏
j≥0

D
nj
j .

We set

γ0(t) := 1,

γj(t) :=

j∏
`=1

(θq
j

− tq
`

), j ≥ 1.

Then Anderson-Thakur polynomials αn(t) ∈ A[t] are given by the generating series

∑
n≥1

αn(t)

Γn
xn := x

1−
∑
j≥0

γj(t)

Dj
xq

j

−1

.

Finally, we define Hn(t) by switching θ and t (notice that in this definition, the
index is shifted by one from the original definition):

Hn(t) = αn(t)
∣∣
t=θ,θ=t

.

By [5, 3.7.3] we get that ‖Hn‖ < |θ|
nq
q−1
∞ . Thus the polynomials (Q1, . . . , Qr) =

(Hs1 , . . . ,Hsr ) satisfy (4.1).
In what follows, we will specialize the t-motives M and M′ from the previous

sections to (Q1, . . . , Qr) = (Hs1 , . . . ,Hsr ) and get logarithmic interpretations for
multiple zeta star values.
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We wish to study the point vs ∈ E′(K) which corresponds to H
(−1)
sr (t−θ)srmr ∈

M′/(σ − 1)M′. Note that this point was first introduced by Chang, Papanikolas
and Yu in [23] and played an important role in their effective criterion to determine
whether the corresponding multiple zeta value ζA(s) is Eulerian. Further, they
proved the following integrality result:

Theorem 4.10 ([23], Theorem 5.3.4). 1) The t-module E′ is defined over A.
2) The point vs is an integral point in E′(A).

The following examples were given in [23, §6.1.2]. We refer the reader there for
more examples.

Example 4.11. We consider q = 3 and s = (s1 = 2, s2 = 4). Then

E′θ =



θ 1 0 0 0 0 0 0 0 0
0 θ 1 0 0 0 0 0 0 0
0 0 θ 1 0 0 0 0 0 0
0 0 0 θ 1 0 0 0 0 0
0 0 0 0 θ 1 0 0 0 0
τ 0 0 0 0 θ −τ 0 0 0
0 0 0 0 0 0 θ 1 0 0
0 0 0 0 0 0 0 θ 1 0
0 0 0 0 0 0 0 0 θ 1
0 0 0 0 0 0 τ 0 0 θ


and

vs = (0, 0, 1, 0, 1, (θ + 2θ3), 2, 0, 2, (2θ + θ3))>.

Example 4.12. We consider q = 3 and s = (s1 = 4, s2 = 2). Then

E′θ =



θ 1 0 0 0 0 0 0
0 θ 1 0 0 0 0 0
0 0 θ 1 0 0 τ 0
0 0 0 θ 1 0 0 0
0 0 0 0 θ 1 τ 0
τ 0 0 0 0 θ (θ + 2θ3)τ 0
0 0 0 0 0 0 θ 1
0 0 0 0 0 0 τ θ


and

vs = (0, 0, 1, 0, 1, (θ + 2θ3), 0, 1)>.

For 1 ≤ ` < j, we have defined the series

L(s`, . . . , sj−1) :=
∑

i`>···>ij−1≥0

(Ωsj−1Hsj−1)(ij−1) . . . (Ωs`Hs`)
(i`),

L?(s`, . . . , sj−1) :=
∑

i`≥···≥ij−1≥0

(Ωsj−1Hsj−1)(ij−1) . . . (Ωs`Hs`)
(i`).

By [16, 5.5.3] we have

(4.11)
[
L(s`, . . . , sj−1)Ω−(s`+···+sj−1)

]
(θ) = Γs` . . .Γsj−1ζA(s`, . . . , sj−1).

We define the multiple zeta star values by

ζ?A(s1, . . . , sr) :=
∑ 1

as11 . . . asrr
∈ K∞
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where the sum runs through the set of tuples (a1, . . . , ar) ∈ Ar+ with deg a1 ≥ · · · ≥
deg ar. Note that by [6, Eq. (1)] we have

Γs` . . .Γsj−1ζ
?
A(s`, . . . , sj−1) =

[
L?(s`, . . . , sj−1)Ω−(s`+···+sj−1)

]
(θ).

We observe that these quantities can be completely determined by the relations

ζ?A(sr, . . . , s1) =

r∑
`=2

(−1)`ζA(s1, . . . , s`−1)ζ?A(sr, . . . , s`) + (−1)r−1ζA(s1, . . . , sr).

We apply Theorem 4.3 to this situation and obtain

Theorem 4.13. Recall that for 1 ≤ ` ≤ r, we put d` = s`+ · · ·+ sr. Then we have

Log!
E′(vs) = δ0


(−1)r−1L?(sr, . . . , s1)Ω−(s1+···+sr)

(−1)r−2L?(sr, . . . , s2)Ω−(s2+···+sr)

...
L?(sr)Ω

−sr

 .

In particular, for 1 ≤ ` ≤ r, the (d1 + · · · + d`)th coordinate of Log!
E′(vs) equals

(−1)r−`Γs` . . .Γsrζ
?
A(sr . . . , s`).

4.9. Log-algebraic identities for t-modules connected to multiple polylog-

arithms at algebraic points. For u = (u1, . . . , ur) ∈ K
r

satisfying |ui|∞ < q
siq

q−1

for 1 ≤ i ≤ r, Chang and Mishiba specialize the dual t-motivesM andM′ from the
previous section to (Q1, . . . , Qr) = (u1, . . . , ur) and thus get logarithmic interpre-
tations for Carlitz star multiple polylogarithms (see [20, Theorem 4.2.3] and also
[18, Theorem 3.3.5]). They then use these polylogarithmic interpretations to get a
logarithmic interpretation for MZV’s; we will present a more direct way to recover
MZV’s using our techniques in §5. In this section we show how our techniques
recover Chang and Mishiba’s result [20, Theorem 4.2.3] (which only gives a certain
coordinate of the logarithm) and that they also include the extra information given
in Chang, Mishiba and the first author’s result [18, Theorem 3.3.7] (which gives all
the coordinates of the logarithm).

We now define Carlitz (star) multiple polylogarithms, following as in [20, §3.1].
For any index s = (s1, . . . , sr) ∈ Nr we define the series

Lis(z1, . . . , zr) :=
∑

i1>···>ir≥0

z
(i1)
1 . . . z

(ir)
r

Ls1i1 . . . L
sr
ir

∈ C∞[[z1, . . . , zr]],

Li?s(z1, . . . , zr) :=
∑

i1≥···≥ir≥0

z
(i1)
1 . . . z

(ir)
r

Ls1i1 . . . L
sr
ir

∈ C∞[[z1, . . . , zr]],

where L0 := 1 and Li := (θ − θq) · · · (θ − θqi) for i ∈ N. The following formula is
shown in [19, Lemma 4.2.1]:

Li?(sr,...,s1)(zr, . . . , z1)

=

r∑
`=2

(−1)`Li(s1,...,s`−1)(z1, . . . , z`−1)Li?(sr,...,s`)(zr, . . . , z`) + (−1)r+1Li(s1,...,sr)(z1, . . . , zr).
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In particular, for r = 2, we obtain

Li?(s2,s1)(z2, z1) =Lis1(z1)Li?s2(z2)− Li(s1,s2)(z1, z2)

=Lis1(z1)Lis2(z2)− Li(s1,s2)(z1, z2).

We then define t-deformed versions of Li as

(4.12) L0 := 1 and Li := (t− θq) · · · (t− θq
i

) for i ∈ N.

We also define t-deformations of the Li and Li? series as is done in [18, §3.1] by
setting

Lis(t; z1, . . . , zr) := Lis(z1, . . . , zr) :=
∑

i1>···>ir≥0

zq
i1

1 . . . zq
ir

r

Ls1i1 . . .L
sr
ir

∈ C∞[[t, z1, . . . , zr]],

Li?s(t; z1, . . . , zr) := Li?s(z1, . . . , zr) :=
∑

i1≥···≥ir≥0

zq
i1

1 . . . zq
ir

r

Ls1i1 . . .L
sr
ir

∈ C∞[[t, z1, . . . , zr]].

Observe that if we set Q = (Q1, . . . , Qr) from §4.2 to be equal u = (u1, . . . , ur) ∈
K
n
, then we have the equalities

L(s1, . . . , sr) = Ωs1+···+sr Lis(t;u1, . . . , ur),

L?(s1, . . . , sr) = Ωs1+···+srLi?s(t;u1, . . . , ur).

We set Φu equal to Φ from §4.2 with (Q1, . . . , Qr) = (u1, . . . , ur), and similarly for
Mu and M′u. Then, using the above equations we quickly deduce that the rigid
analytic trivialization given by

Ψu =



Ωs1+···+sr 0 0 . . . 0
Lis1(u1)Ωs1+···+sr Ωs2+···+sr 0 . . . 0

... Lis2(u2)Ωs2+···+sr . . .
...

...
. . .

. . .
...

Li(s1,...,sr−1)(u1, . . . , ur−1)Ωs1+···+sr Li(s2,...,sr−1)(u2, . . . , ur−1)Ωs2+···+sr . . . Ωsr 0
Li(s1,...,sr)(u1, . . . , ur)Ω

s1+···+sr Li(s2,...,sr)(u2, . . . , ur)Ω
s2+···+sr . . . Lisr (ur)Ω

sr 1


.

satisfies Ψu ∈ GLr+1(T) and

Ψ(−1)
u = ΦuΨu.

The periods of Mu are given by the matrix Υu = Ψ−1
u :

Υu =


Ω−(s1+···+sr) 0 . . . 0

−Li?s1(u1)Ω−(s2+···+sr) Ω−(s2+···+sr) . . . 0
...

. . .
...

(−1)r Li?(sr,...,s1)(ur, . . . , u1) . . . −Li?sr (ur) 1

 .

Note that Υu ∈ GLr+1(T) and

fu = (0, . . . , 0, u(−1)
r (t− θ)sr ),

(Ψu)fu = (Li(s1,...,sr)(u1, . . . , ur)Ω
s1+···+sr ,Li(s2,...,sr)(u2, . . . , ur)Ω

s2+···+sr , . . . ,Lisr (ur)Ω
sr ).

In particular, they verify the hypothesis of Theorem 3.5 (a) by [16, Lemma 5.3.1
and Theorem 5.5.2].
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We can define the point vu ∈ E′u(K) as before. By the same calculations given
in the proof of Theorem 4.3 we see that it coincides with the point given in [20,
Equation (4.1.6)] (see also [19, Equation (3.3.1)]):

vu = (0, . . . , 0, (−1)r−1(ur . . . u1), . . . , (−1)r−2(ur . . . u2), . . . , ur)
>.

Here for 1 ≤ ` ≤ r, the (d1 +· · ·+d`)th coordinate of vu equals (−1)r−`ur . . . u` and
the other coordinates of vu vanish. Applying Theorem 3.5 in this situation gives
a refinement of [20, Theorem 4.2.3], (see also [19]), and it recovers [18, Theorem
3.3.5].

Theorem 4.14. Recall that for 1 ≤ ` ≤ r, we put d` = s`+ · · ·+ sr. Then we have

LogE′u(vu) = δ0


(−1)r−1 Li?(sr,...,s1)(ur, . . . , u1)

(−1)r−2 Li?(sr,...,s2)(ur, . . . , u2)
...

Li?sr (ur)

 .

In particular, for 1 ≤ ` ≤ r, the (d1 + · · ·+d`)th coordinate of the LogE′u(vu) equals

(−1)r−` Li?(sr,...,s`)(ur, . . . , u`).

Proof. From the explicit formula for the point vu we see that it lies in the domain
of convergence of LogE′u . Hence the Stark logarithmic identity is indeed an actual
logarithmic identity, as follows by Remark 2.4. �

5. Star dual t-motives and application to MZV’s

We see in §4 that the Anderson-Thakur dual t-motive does not directly give a
logarithmic interpretation for MZV’s. In [18, 20] Chang, Green and Mishiba found
a solution for this problem. Their method consisted of two steps. First, they find
a logarithmic interpretation for Carlitz star multiple polylogarithms (see Theorem
4.14, also [19]), then they form a linear combination of these polylogarithms which
results in a MZV using the theory of fiber coproducts of t-motives (see [18, 20]).
They raised the question whether one could find a more direct way to obtain a
logarithmic interpretation for MZV’s (see [20, §1.4]).

In this section we give an affirmative answer to the above question of Chang and
Mishiba and propose another logarithmic interpretation for MZV’s which is much
more direct. The key point is to introduce a new dual t-motive called the star dual
t-motive so that MZV’s are “directly connected” to the associated t-module.

5.1. Star dual t-motives and periods. We always work with a tuple s = (s1, . . . , sr) ∈
Nr for r ≥ 1. In what follows, we will specialize to Q = (Q1, . . . , Qr) = (Hs1 , . . . ,Hsr )
and keep the notation of §4.8.

Remark 5.1. We mention that all the results of this section still hold for any
Q = (Q1, . . . , Qr) ∈ K[t]r satisfying the condition (4.1). The proofs can be adapted
without modification.

We set

Φ? :=

 Φ?1,1
...

. . .

Φ?r+1,1 . . . Φ?r+1,r+1

 ∈ Matr+1(K[t])
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where for 1 ≤ ` ≤ j ≤ r + 1,

(5.1) Φ?j,` = (−1)j−`
∏

`≤k<j

Q
(−1)
k (t− θ)s`+···+sr .

We also set Φ′? ∈ Matr(K[t]) to be the r × r matrix cut out of the top left corner
of Φ?. Let M? and M′? be the dual t-motives defined by Φ? and Φ′? respectively.
We define

Ψ? :=



Ω(s1+···+sr) 0 0 . . . 0
−L?(s1)Ω(s2+···+sr) Ω(s2+···+sr) 0 . . . 0

... −L?(s2)Ω(s3+···+sr) . . .
...

...
. . .

. . .
...

(−1)r−1L?(s1, . . . , sr−1)Ωsr (−1)r−2L?(s2, . . . , sr−1)Ωsr . . . Ωsr 0
(−1)rL?(s1, . . . , sr) (−1)r−1L?(s2, . . . , sr) . . . −L?(sr) 1


.

Then if we set Υ? = (Ψ?)−1, then we use Lemma 4.1 to get

Υ? =



Ω−(s1+···+sr) 0 0 . . . 0
L(s1)Ω−(s1+···+sr) Ω−(s2+···+sr) 0 . . . 0

... L(s2)Ω−(s2+···+sr) . . .
...

...
. . .

. . .
...

L(sr−1, . . . , s1)Ω−(s1+···+sr) L(sr−1, . . . , s2)Ω−(s2+···+sr) . . . Ω−sr 0
L(sr, . . . , s1)Ω−(s1+···+sr) L(sr, . . . , s2)Ω−(s2+···+sr) . . . L(sr)Ω

−sr 1


.

Note that Ψ? and Υ? belongs to GLr+1(T). Further, by Lemma 4.2 we obtain

Ψ?(−1) = Φ?Ψ?.

Lemma 5.2. The value at t = θ of the last line of Υ? is

(Γs1 . . .ΓsrζA(sr, . . . , s1),Γs2 . . .ΓsrζA(sr, . . . , s2), . . . ,ΓsrζA(sr), 1).

Proof. This follows immediately from Equality (4.11). �

Let m = {m1, . . . ,mr} be the K[t]-basis of M′? with respect to the action of σ
represented by Φ′?. It is not hard to check that M′? is a free left K[σ]-module of
rank d = (s1 + · · ·+ sr) + (s2 + · · ·+ sr) + · · ·+ sr and

w = {w1, . . . , wd} := {(t− θ)s1+···+sr−1m1, . . . ,m1, . . . , (t− θ)sr−1mr, . . . ,mr}

is a K[σ]-basis ofM′?. We further observe that (t−θ)`M′?/σM′? = (0) for `� 0.
We denote by E′? the t-module defined by the dual t-motive M′? given by

the matrix Φ′?. We can write down explicitly the maps δ0 : M′? → Matd×1(K)
and δ1 : M′? → Matd×1(K). For the convenience of the reader we present the
former map which is the same as that for the Anderson-Thakur dual t-motives. Let
m ∈M′? = K[t]m1 + · · ·+K[t]mr. Then we can write

(5.2) m =

r∑
`=1

(cd`−1,`(t− θ)d`−1 + · · ·+ c0,` + F`(t)(t− θ)d`)m`,

with ci,` ∈ K and F`(t) ∈ K[t]. Then

(5.3) δ0(m) := (cd1−1,1, . . . , c0,1, . . . , cdr−1,r, . . . , c0,r)
>.



36 NATHAN GREEN AND TUAN NGO DAC

5.2. Integrality properties. Next, we consider

α(M?) = Φ?r+1,1m1 + · · ·+ Φ?r+1,rmr ∈M′?/(σ − 1)M′?

which corresponds to a certain point v?s := δ1(α(M?)) ∈ E′?(K).
In this section we prove integrality properties of the Anderson t-module E′? and

the point v?s ∈ E′(K) which will be used later to deduce a logarithmic interpretation
for ν-adic MZV’s from that for MZV’s (see Theorem 5.8). Our result is inspired by
[23, Theorem 5.3.4] (see Theorem 4.10). Indeed, its proof can be adapted without
much modification. For the convenience of the reader we write it down completely
below.

Proposition 5.3. Recall that w = {w1, . . . , wd} denotes the K[σ]-basis

{(t− θ)s1+···+sr−1m1, . . . , (t− θ)m1,m1, . . . , (t− θ)sr−1mr, . . . , (t− θ)mr,mr}

of M′?. Let Ξ be the set of all the elements of M′? of the form
∑d
i=1 hiwi where

hi =
∑
n≥0 σ

nun,j with un,j ∈ A.

Then for g ∈ A[t] and 1 ≤ ` ≤ r, we have gm` ∈ Ξ.

Proof. Recall that we have put d` = s` + · · · + sr for 1 ≤ ` ≤ r. We claim that
there exist polynomials g`,1, . . . , g`,`−1 ∈ A[t] such that

(t− θ)d`m` = σ(g`,1m1 + · · ·+ g`,`−1m`−1 +m`).

The proof is by induction on `. For ` = 1, we have (t − θ)d1m1 = σm1, and the
claim is clear. Suppose that we have proved the claim for 1 ≤ i < `. We now

show that the claim is true for `. In fact, since σm` = Q
?(−1)
`,1 (t − θ)d1m1 + · · · +

Q
?(−1)
`,`−1 (t − θ)d`−1m`−1 + (t − θ)d`m` for explicit polynomials Q?`,j ∈ A[t] given in

(5.1), we get

(t− θ)d`m` = σm` −Q?(−1)
`,1 (t− θ)d1m1 − · · · −Q?(−1)

`,`−1 (t− θ)d`−1m`−1.

By induction it follows that

(t− θ)d`m` = σm` −Q?(−1)
`,1 (t− θ)d1m1 − · · · −Q?(−1)

`,`−1 (t− θ)d`−1m`−1

= σm` −
`−1∑
i=1

Q
?(−1)
`,i σ(gi,1m1 + · · ·+ gi,i−1mi−1 +mi)

= σm` −
`−1∑
i=1

σQ?`,i(gi,1m1 + · · ·+ gi,i−1mi−1 +mi)

= σ(m` −
`−1∑
i=1

Q?`,i(gi,1m1 + · · ·+ gi,i−1mi−1 +mi)).

The proof of the claim is now complete.
We are now ready to show by induction on ` that for g ∈ A[t], we have gm` ∈ Ξ.

We first assume that ` = 1. We show by induction on the degree of g that gm1 ∈ Ξ.
It is clear that if deg g = 0, then the claim is true. Let g ∈ A[t] with deg g > 0. We
divide g by (t− θ)d1 and write

g = h(t− θ)d1 +

d1−1∑
j=0

aj(t− θ)j
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with h ∈ A[t] and a0, . . . , ad1−1 ∈ A. Since σm1 = (t− θ)d1m1, it follows that

gm1 = h(t− θ)d1m1 +

d1−1∑
j=0

aj(t− θ)jm1

= σh(1)m1 +

d1−1∑
j=0

aj(t− θ)jm1.

Since deg h < deg g, by induction, h(1)m1 ∈ Ξ. Since a0, . . . , ad1−1 ∈ A, the sum∑d1−1
j=0 aj(t− θ)jm1 belongs to Ξ. Hence we conclude that gm1 ∈ Ξ.
Now we consider 1 < ` ≤ r and suppose that gmi ∈ Ξ for 1 ≤ i < `. We show

by induction on the degree of g that gm` ∈ Ξ. We divide g by (t− θ)d` and write

g = h(t− θ)d` + r, with h, r ∈ A[t] and deg r < d`.

We have seen that there exist polynomials g`,1, . . . , g`,`−1 ∈ A[t] such that

(t− θ)d`m` = σ(g`,1m1 + · · ·+ g`,`−1m`−1 +m`).

It follows that

gm` = h(t− θ)d`m` + rm`

= σh(1)(g`,1m1 + · · ·+ g`,`−1m`−1 +m`) + rm`

= σh(1)m` + σh(1)(g`,1m1 + · · ·+ g`,`−1m`−1) + rm`.

The first and second terms belong to Ξ by induction. Since r ∈ A[t] and deg r < d`,
the last term also belongs to Ξ. We conclude that gm` ∈ Ξ and the proof is
finished. �

We prove an analogue version of [23, Theorem 5.3.4] (see Theorem 4.10):

Proposition 5.4. 1) The t-module E′? is defined over A.
2) The point v?s is an integral point in E′?(A).

Proof. 1) We keep the notation of Proposition 5.3. By Proposition 5.3 we see

that for 1 ≤ i ≤ d, we have twi ∈ Ξ which means twi =
∑d
j=1 hjwi for some

hj =
∑
n σ

nun,j with un,j ∈ A. Thus E′? is defined over A.
2) We remark that δ1(Ξ) ⊂ E′?(A). Since v?s = δ1(Φ?r+1,1m1 + · · ·+ Φ?r+1,rmr),

it is sufficient to see that all the termes Φ?r+1,1m1, . . . ,Φ
?
r+1,rmr belongs to Ξ.

In fact, let 1 ≤ ` ≤ r, by the proof of Proposition 5.3 there exist polynomials
g`,1, . . . , g`,`−1 ∈ A[t] such that

(t− θ)d`m` = σ(g`,1m1 + · · ·+ g`,`−1m`−1 +m`).

Recall that Φ?r+1,` = Q
?(−1)
r+1,` (t− θ)d` for an explicit polynomial Q?r+1,` ∈ A[t] given

in (5.1). This implies that

Φ?r+1,`m` = Q
?(−1)
r+1,` (t− θ)

d`m`

= σQ?r+1,`(g`,1m1 + · · ·+ g`,`−1m`−1 +m`).

We conclude that Φ?r+1,`m` ∈ Ξ. The proof is complete. �
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5.3. Logarithm coefficients. The coefficients of the logarithm series can be cal-
culated following [9]. We set

Θ? := ((Φ?)−1)> =

Θ?
1,1 . . . Θ?

1,r+1

. . .
...

Θ?
r+1,r+1

 ∈ Matr+1(K(t))

where

Θ?
i,i =

1

(t− θ)si+···+sr
and for 1 ≤ i < r + 1,

Θ?
i,i+1 =

Q
(−1)
i

(t− θ)si+1+···+sr
.

The other coefficients Θ?
i,j vanish.

We set

Θ′? := ((Φ′?)−1)> =

Θ?
1,1 . . . Θ?

1,r

. . .
...

Θ?
r,r

 ∈ Matr(K(t)).

If we write

LogE′? =
∑
n≥0

P ?nτ
n,

then by [9, Proposition 2.2], for n ≥ 0, the nth coefficient of the logarithm series of

E? evaluated at v ∈ Kd
is given by

P ?nv(n) = δ0(Θ′?(1) . . .Θ′?(n)ι−1(v)(n)).

5.4. Logarithmic interpretations for MZV’s. Note that

f? = ((−1)rQ
(−1)
1 . . . Q(−1)

r (t− θ)s1+···+sr , . . . ,−Q(−1)
r (t− θ)sr ),

Ψ?
f = ((−1)rL?(s1, . . . , sr), (−1)r−1L?(s2, . . . , sr), . . . ,−L?(sr)).

In particular, they verify the hypothesis of Theorem 3.5 by [16, Lemma 5.3.1].
Theorem 3.5 implies the following theorem:

Theorem 5.5. Recall that for 1 ≤ ` ≤ r, we put d` := s` + · · ·+ sr. Then we have

Log!
E′?(v?s) = δ0


−L(sr, . . . , s1)Ω−(s1+···+sr)

−L(sr, . . . , s2)Ω−(s2+···+sr)

...
−L(sr)Ω

−sr

 .

In particular, for 1 ≤ ` ≤ r, the (d1 + · · · + d`)th coordinate of the right hand
side of the above equality equals −Γs` . . .ΓsrζA(sr . . . , s`).

Proof. We first estimate the domain of convergence of LogE′? . We observe that the
(lower triangular) matrix (Φ′?)−1 above agrees with Φ′−1 from [18, §4.2] along the
main diagonal, and that the first subdiagonal agrees up to a factor of (−1), while
(Φ′?)−1

i,j = 0 for all the other (below the subdiagonal) entries. This allows us to

use the degree estimates given in [18, Proposition 4.1.3] for the matrix Φ′−1 for our
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logarithm series LogE′? for the matrix (Φ′?)−1. Indeed, following the notation in
the proof of [18, Proposition 4.1.3] we fix u = (u1, . . . , ur) ∈ Mat1×r(C∞[t]) with

ui = yi,1(t− θ)di−1 + yi,2(t− θ)di−2 + · · ·+ yi,di , yi,j ∈ C∞, 1 ≤ i ≤ r.

Then, we see that the degree estimates for the entries of u(n)
∏

1≤k≤n(Φ′−1)(n+1−k)

coincide with estimates for our u(n)
∏

1≤k≤n((Φ′?)−1)(n+1−k) for each term which

involves only diagonal or subdiagonal entries of (Φ′?)−1. On the other hand, each
term which involves any other entry of (Φ′?)−1 will be identically zero, since the
sub-sub-diagonal coordinates of (Φ′?)−1 are all zero. Thus, the formula for the
degree of the `th component of u(n)

∏
1≤k≤n((Φ′?)−1)(n+1−k) will be a subsum

of the formula for the degree of the `th component of u(n)
∏

1≤k≤n(Φ′−1)(n+1−k).

In particular, the degree estimates for u(n)
∏

1≤k≤n(Φ′−1)(n+1−k) will also hold

for u(n)
∏

1≤k≤n((Φ′?)−1)(n+1−k), since they are bounded above by the maximum

of these terms in this sum (see [18, Proposition 4.1.3] for more details). This
allows us to conclude using [18, Lemma 4.2.1] that LogE′?(y) converges as long

as ‖Qi‖ ≤ q
siq

q−1 and y = (y1,1, . . . , y1,d1 , . . . , yr,1, . . . , yr,dr )
> satisfies the condition

that |yi,j |∞ < qj+
di
q−1 for each 1 ≤ i ≤ r and 1 ≤ j ≤ di. To summarize, the radius

of convergence of LogE′? is at least as large as that of LogE′ .
Next, we turn to analyzing

α(M) = (−1)rQ
(−1)
1 · · ·Q(−1)

r (t−θ)s1+···+srm1+· · ·+Q(−1)
r−1 Q

(−1)
r (t−θ)sr−1+srmr−1−Q(−1)

r (t−θ)srmr.

From the defining equation for Φ′? we see that

σmr = (−1)r−1Q
(−1)
1 · · ·Q(−1)

r−1 (t−θ)s1+···+srm1+· · ·−Q(−1)
r−1 (t−θ)sr−1+srmr−1+(t−θ)srmr.

From this we conclude that

(5.4) α(M) = −Q(−1)
r σ(mr) = −σ(Qrmr).

From [5, (3.7.3)] we know that ‖Qi‖ = ‖Hsi‖ < |θ|
siq
q−1
∞ , so the conditions of Theo-

rem 3.5 (b) are satisfied, which proves the first statement of the theorem.
The second statement of the theorem follows immediately from Lemma 5.2 and

the definition of δ0. �

Remark 5.6. Jing Yu [21] suggested that the logarithmic interpretation for MZV’s
obtained in Theorem 5.5 could be viewed as a “nice” integral interpretation for the
MZV’s, thus it may be called a linear form of Anderson logarithms.

5.5. Logarithmic interpretations for ν-adic MZV’s. Throughout this section
we fix a finite place ν of K which corresponds to an irreducible monic polynomial
still denoted by ν of A. We let Kν be the completion of K at ν and let Cν be the
completion of an algebraic closure of Kν . Let |·|ν be the normalized ν-adic absolute
value on Cν . This ν-adic absolute value extends naturally to matrices with entries
in Cν .

This section aims to present a logarithmic interpretation for ν-adic MZV’s. For
the depth one case, i.e., for ν-adic zeta values, this was done by Anderson and
Thakur (see [5, Theorem 3.8.3]). We mention that Chang and Mishiba in [19] gave
another interpretation for these values by combining the Anderson-Thakur dual
t-motives and the notion of fiber coproducts. We show that their arguments can
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carry over to our setting. Consequently, we deduce from Theorem 5.5 a logarithmic
interpretation of ν-adic MZV’s (see [20, Theorem 6.2.4]).

In what follows, we always work with a tuple s = (s1, . . . , sr) ∈ Nr for r ≥ 1.
We work with the t-module E′? introduced in §5.1 and keep the notation of this
section.

Proposition 5.7. For any v ∈ E′?(Cν) with |v|ν < 1, LogE′?(v) converges ν-
adically in LieE′?(Cν).

Proof. We write

LogE′?(v) =
∑
i≥0

P ?i v(i).

Recall that for i ≥ 0, the ith coefficient of the logarithm series of E′? evaluated at

v ∈ Kd
is given by

P ?i v(i) = δ0(Θ′?(1) . . .Θ′?(i)ι−1(v)(i)).

Here the matrix Bi = Θ′?(1) . . .Θ′?(i) is given as follows. We have Bi[`j] = 0 if
` > j (B[`j] denotes the (`, j)th entry of a matrix B). Further, if ` = j, then

Bi[`j] =
1

Lsj+···+sri

,

where we recall the definition of Li from (4.12). For 1 ≤ ` < j ≤ r, we get

Bi[`j] =
∑

0≤i`<···<ij−1<i

Q
(i`)
` . . . Q

(ij−1)
j−1

Ls`i` . . .L
sj−1

ij−1
Lsj+···+sri

.

We consider wk = (t− θ)smj (with 1 ≤ j ≤ r, 0 ≤ s < dj) which is an element

of the K[σ]-basis

w = {(t− θ)s1+···+sr−1m1, . . . , (t− θ)m1,m1, . . . , (t− θ)sr−1mr, . . . , (t− θ)mr,mr}

of M′?. We note that k = d1 + · · ·+ dj − s. The vector wk corresponds to the kth

vector in the canonical basis of K
d
.

Letting P ?i [k′, k] the (k′, k)th entry of P ?i , we get

(P ?i [1, k], . . . , P ?i [d1 + · · ·+ dr, k])> = P ?i ι
−1
w (wk)

= δ0(Θ′?(1) . . .Θ′?(i)ι−1
m (wk)(i))

= δ0((Bi[1, j](t− θq
i

)s, . . . , Bi[r, j](t− θq
i

)s)>).

Recall that the map δ0 is given explicitly by (5.3). Since we may rewrite the first
d` terms in each coordinate of equation (5.2) in terms of hyperderivatives (see [34,
Lemma 2.4.1] or [18, §3.2]), a short calculation using hyperderivatives shows that
each P ?i [k′, k] can be written in the following form

P ?i [k′, k] =
∑

0≤i`<···<ij−1<i
c`,...,cj−1,c∈Z≥0

Q(i`,...,ij−1,c`,...,cj−1,c)

Ls`+c`i`
. . .Lsj−1+cj−1

ij−1
Lsj+···+sr+c
i

∣∣∣∣
t=θ

where Q(i`,...,ij−1,c`,...,cj−1,c) ∈ Fq[t, θ] and c` + · · ·+ cj−1 + c < d1.
For j ∈ Z≥0, we use the estimate

|Lj |ν = |Lj(θ)|ν ≥ |ν|jν



LOG-ALGEBRAICITY AND MZV’S 41

which implies
|P ?i |ν ≤ |ν|−i(2d1−1)

ν

and thus
|P ?i v(i)|ν ≤ |ν|−i(2d1−1)

ν |v|q
i

ν .

Since |v|ν < 1, it follows that |P ?i v(i)|ν tends to 0 when i → +∞. This completes
the proof. �

Recall that for 1 ≤ ` ≤ r, d` := s` + · · ·+ sr. We set

aν := (νd1 − 1) . . . (νdr − 1).

The main result of this section is stated as follows.

Theorem 5.8. The series LogE′?(E′?aνv
?
s) converges ν-adically in LieE′?(Cν). Fur-

ther, the d1th coordinate of LogE′?(E′?aνv
?
s) equals −aνΓs1 . . .ΓsrζA(sr, . . . , s1)ν .

Remark 5.9. Following Chang and Mishiba [20, §6] we define ζA(sr, . . . , s1)ν to be
the value − 1

aΓs1 ···Γsr
multiplied by the d1th coordinate of LogE′?(E′?a v?s)ν for some

nonzero element a ∈ A with |E′?a v?s |ν < 1. Note that this value does not depend
on the choice of a by [20, Remark 6.2.5]. As motivation for our definition, we note
that it generalizes Anderson and Thakur’s construction in [5, Thm. 3.8.3(II)] very
nicely. As our ν-adic MZV is defined using a logarithm, Theorem 5.8 technically
gives a logarithmic interpretation for ζA(sr, . . . , s1)ν , although would be interesting
to find the relation of this MZV with the more intrinsic definition of Thakur.

Another interesting question is to see how our definition is related to that given
by Chang and Mishiba in [20, Def. 6.1.1]. As pointed out by one of the referees to
whom we are grateful for their detailed comments, they should agree but the proof
seems highly non-trivial and goes too far from the scope of our paper.

Proof of Theorem 5.8. By Proposition 5.3, v?s is a point in E′?(A). Then, a short
calculation similar to that given in the proof of Theorem 5.5 shows that E′? is
an iterated extension of tensor powers of the Carlitz module. Thus the argue-
ments of [19, Proposition 4.1.1] carry over without modification. This implies that
|E′?aνv

?
s |ν < 1 by [19, Proposition 4.1.1 and Remark 4.2.4]. Thus Theorem 5.8

follows immediately from Proposition 5.7. �

Remark 5.10. In [30] we investigated algebraic relations among Goss’s zeta values
for function fields of elliptic curves. As one crucial step of our analysis, we had to
do some period calculations for some Anderson t-modules (see [30, §3.3]). Note that
for Drinfeld modules these calculations follows immediately from basic properties of
Anderson generating functions (see for example [22, §4.2]). Our method was based
on direct calculations by taking advantage of working with elliptic curves. The
motivation of this paper grows from our desire to generalize the aforementioned
arguments for general curves. We expect that the method of this paper would
provide a general approach to period calculations in our work in progress.

6. Relations with previous works

This section is devoted to comparing the t-modules associated to the star dual
t-motives defined in §5 with those arising from the works of Anderson-Thakur [5]
and Chang-Mishiba [20]. We start with some examples given by Chang-Mishiba
[20] and observe that, in these examples, for the same multiple zeta value, the t-
module constructed by the star model has smaller dimension. Next we prove that
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indeed this inequality always holds. Finally, we determine integral points in special
cases which covers all the examples given in [5].

6.1. Setup. In this section, let s = (s1, . . . , sr) ∈ Nr be a tuple with r ≥ 1. For
1 ≤ ` ≤ r, we put d` = s` + · · ·+ sr. In [20] Chang and Mishiba gave a logarithmic
interpretation for ζA(s) (see [20, Theorem 1.4.1]). More precisely, they constructed
a t-module Gs defined over K, a special point denoted by vCMs ∈ Gs(K) and a
vector zCMs ∈ LieGs(C∞) such that

1) The d1th coordinate of zCMs ∈ Gs(K) equals Γs1 . . .ΓsrζA(s).
2) ExpGs

(zCMs ) = vCMs .
We put s′ = inv(s) = (sr, . . . , s1). Then in §5 we constructed a t-module E′?

defined over A and a special integral point v?s′ ∈ E′?(A). Theorem 5.5 gives a
split-logarithmic identity for E′?:

Log!
E′?(v?s′) = δ0


−L(s1, . . . , sr)Ω

−(s1+···+sr)

−L(s1, . . . , sr−1)Ω−(s1+···+sr−1)

...
−L(s1)Ω−s1

 .

In particular, the d1th coordinate of the Log!
E′?(v?s′) equals −Γs1 . . .ΓsrζA(s).

In the depth one case, i.e., when r = 1 and s = (n), both constructions coincide
with that of Anderson and Thakur given in [5]. The associated t-module is the nth
tensor power C⊗n of the Carlitz module. In [5] they denoted by Zn ∈ C⊗n(A) the
special point and by zn ∈ LieC⊗n(C∞) the associated vector.

6.2. Relation with the work of Chang-Mishiba. We first give examples to
compare the previous logarithmic interpretations for MZV’s given by Chang-Mishiba
[20] and by the star dual t-motives (see Theorem 5.5). The two examples are taken
from [20]. We observe that, in both cases, the Anderson t-module arising from the
star model has smaller dimension and the associated integral point is “simpler”.

Example 6.1. The following example is taken from [20, Example 5.4.1]. We con-
sider general q and s = (s1 = 1, s2 = 1, s3 = 2). We have Γ1 = Γ2 = 1 and
H1 = H2 = 1.

On the one hand, the t-module Gs has dimension 10 and is given by

(Gs)θ =



θ 1
θ 1

θ 1
τ θ −τ −τ −τ τ

θ + τ
θ 1
τ θ

θ 1
τ θ −τ

θ + τ


.

Moreover,

vCMs = (0, 0, 0, 0, 1, 0, 1, 0,−1, 1)>,

and

zCMs = (∗, ∗, ∗, ζA(1, 1, 2),Li?1(1), ∗,Li?2(1), ∗,−Li?(1,1)(1, 1),Li?1(1))>.
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On the other hand, the t-module E′? has dimension 7 and is defined by

E′?θ =



θ 1
θ 1

θ 1
τ θ τ

θ 1
τ θ τ

θ + τ


.

The special point is given by

−v?s′ = (0, 0, 0, 0, 0, 0, 1)>.

By Theorem 5.5 we have

LogE′?(−v?s′) = (∗, ∗, ∗, ζA(1, 1, 2), ∗, ζA(1, 1), ζA(1))>.

Note that

dimE′? = 7 < dimGs = 10.

Example 6.2. The following example is taken from [20, Example 5.4.2]. We take
q = 2 and s = (s1 = 1, s2 = 3). We have Γ1 = 1,Γ3 = θ2+θ andH1 = 1, H3 = t+θ2.

On the one hand, the t-module Gs has dimension 6 and is given by

(Gs)θ =


θ 1

θ 1
θ 1

τ θ −θ2τ −τ
θ + τ

θ + τ

 .

Further

vCMs = (0, 0, 0, 1, 1, θ + 1)>,

and

zCMs = (∗, ∗, ∗, (θ2 + θ)ζA(1, 3),Li?1(1), θLi?1(1))>.

On the other hand, the t-module E′? has dimension 5 and is defined by

E′?θ =


θ 1

θ 1
θ 1 τ

τ θ (θ2 + θ)τ
θ + τ


The special point is given by

−v?s′ = (0, 0, 0, 0, 1)>.

By Theorem 5.5 we have

LogE′?(−v?s′) = (∗, ∗, ∗, (θ2 + θ)ζA(1, 3), (θ2 + θ)ζA(1))>.

Note that

dimE′? = 5 < dimGs = 6.

The rest of this section aims to prove that an inequality of dimensions always
holds.
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Proposition 6.3. With the above notation, we have dimGs ≥ dimE′?.
The equality holds if and only if either r = 1 or r = 2 and s = (s1, s2) with

1 ≤ s1, s2 ≤ q.

Proof. We set w(s) := s1 + · · ·+ sr called the weight of s. By [20, Theorem 5.2.5]
there are explicit tuples s` ∈ Ndep(s`) with w(s`) = w(s), dep(s`) ≤ r, explicit
coefficients b` ∈ A and vectors u` ∈ Adep(s`) so that

Γs1 . . .ΓsrζA(s) =
∑
`

b` · (−1)dep(s`)−1Li?s`(u`).

Let s` be such a tuple. We write s` = (s`,1, . . . , s`,dep(s`)) and set

ε(s`) := (s`,1 + · · ·+ s`,dep(s`)−1) + · · ·+ s`,1.

Note that ε(s`) belongs to Z≥0. Then it is shown in [20] that

dimGs = (s1 + · · ·+ sr) +
∑
`

ε(s`).

By the construction of the star model associated to ζA(s) we see that

dimE′? = (s1 + · · ·+ sr) + ε(s).

The proposition follows from the fact that there exists `0 such that s`0 = s.
The equality holds if and only if s` = (s1 + · · · + sr) for ` 6= `0, which happens

only when r = 1 or r = 2 and s = (s1, s2) with 1 ≤ s1, s2 ≤ q. �

6.3. Relation with the work of Anderson-Thakur. In this section we extend
the previous examples to obtain the following result which explicitly computes
integral points and covers all the examples given by Anderson-Thakur when r = 1
(see [5, page 187]).

By direct calculations we prove that for 1 ≤ n ≤ q, we have Hn(t) = 1 and that
for q + 1 ≤ n ≤ q2, we put k = bn−1

q c and get

Hn(t) =

k∑
j=0

(
n− jq + j − 1

j

)
(tq − t)k−j(tq − θq)j .

In particular, for 1 ≤ n ≤ q2, we always have

degHn(t) ≤ kq ≤ n− 1.

Corollary 6.4. Let s = (s1, . . . , sr) ∈ Nr be a tuple for r ≥ 1 such that 1 ≤ s1 ≤ q2.

We denote by s′ = inv(s) = (sr, . . . , s1). If we express Hs1(t) =
∑s1−1
i=0 ai(t − θ)i,

then

−v?s′ = (0, . . . , 0, as1−1, . . . , a1, a0)>.

Proof. We should keep in mind that we are working with the star model attached
to s′. Since Qr := Hs′r

= Hs1 =
∑s1−1
i=0 ai(t− θ)i, Equation (5.4) implies that

−v?s′ = δ1(σQrmr)

= δ1(σ

s1−1∑
i=0

ai(t− θ)imr)

= (0, . . . , 0, as1−1, . . . , a1, a0)>.

The proof is finished. �
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Remark 6.5. 1) When r = 1, we recover the examples given by Anderson-Thakur
when r = 1 (see [5, page 187]). In this case, we take r = 1 and s = (n) with
1 ≤ n ≤ q2, hence s′ = s = (n). We see that the point −v?s′ coincides with the

point Zn defined by Anderson and Thakur. If we express Hn(t) =
∑n−1
i=0 ai(t− θ)i,

then

Zn = (an−1, . . . , a1, a0)>.

2) Let s = (s1, . . . , sr) ∈ Nr be a tuple for r ≥ 1 such that 1 ≤ s1 ≤ q. Thus
s′ = inv(s) = (sr, . . . , s1). Since Hs1(t) = 1, we get

−v?s′ = (0, . . . , 0, 1)>.

3) Let s = (s1, . . . , sr) ∈ Nr be a tuple for r ≥ 1 such that q+ 1 ≤ s1 ≤ 2q. Thus
s′ = inv(s) = (sr, . . . , s1). It follows that

Hs1(t) = (tq − t) + s1(tq − θq) = (s1 + 1)(t− θ)q − (t− θ) + θq − θ.

Then

−v?s′ = (0, . . . , 0, s1 + 1, 0, . . . , 0,−1, θq − θ)>

where θq − θ is the dth coordinate and s1 + 1 is the (d− q)th coordinate.
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function fields. In G. Böckle, D. Goss, U. Hartl, and M. Papanikolas, editors, t-motives: Hodge

structures, transcendence and other motivic aspects”, EMS Series of Congress Reports, pages
31–182. European Mathematical Society, 2020.

[33] C. Namoijam and M. Papanikolas. Hyperderivatives of periods and quasi-periods for Anderson

t-modules. available at https://arxiv.org/abs/2103.05836, (111 pages),
[34] M. Papanikolas. Log-algebraicity on tensor powers of the Carlitz module and special values

of Goss L-functions. work in progress, 167 pages (last version: 28 April 2015).

[35] M. Papanikolas. Tannakian duality for Anderson-Drinfeld motives and algebraic independence
of Carlitz logarithms. Invent. Math., 171(1):123–174, 2008.

[36] F. Pellarin. Values of certain L-series in positive characteristic. Ann. of Math., 176(3):2055–

2093, 2012.
[37] L. Taelman. A Dirichlet unit theorem for Drinfeld modules. Math. Ann., 348(4):899–907,

2010.
[38] L. Taelman. Special L-values of Drinfeld modules. Ann. of Math., 175(1):369–391, 2012.
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