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ABSTRACT: During cement hydration, C−S−H nanoparticles precip-
itate and form a porous and heterogeneous gel that glues together the
hardened product. C−S−H nucleation and growth are driven by
dissolution of the cement grains, posing the question of how cement
grain surfaces induce spatial heterogeneities in the formation of C−S−H
and affect the overall microstructure of the final gel. We develop a model
to examine the link between these spatial gradients in C−S−H density and
the time-evolving effective interactions between the nanoparticles. Using a
combination of molecular dynamics and Monte Carlo simulations, we
generate the 3D microstructure of the C−S−H gel. The gel network is
analyzed in terms of percolation, internal stresses, and anisotropy, and we
find that all of these are affected by the heterogeneous C−S−H growth.
Further analysis of the pore structure encompassed by the C−S−H
networks shows that the pore size distributions and the tortuosity of the
pore space show spatial gradients and anisotropy induced by the cement grain surfaces. Specific features in the effective interactions
that emerge during hydration are, however, observed to limit the anisotropies in the structure. Finally, the scattering intensity and
specific surface area are computed from the simulations in order to connect to the experimental methods of probing the cement
microstructure.

■ INTRODUCTION

It is well known that soft materials such as gels are formed
under nonequilibrium conditions, and these conditions can
have drastic effects on the final mechanical and morphological
properties of the material. This is certainly the case for C−S−
H (calcium−silicate−hydrate) gels formed during cement
hydration. While cement is usually not thought of in the
context of soft matter, its mechanical properties depend on this
C−S−H “glue” which binds together the other hydration
products.1−3 During the setting process, C−S−H precipitates
and aggregates into a gel which becomes denser and stiffer over
time. It forms a complex pore structure and develops
significant spatial heterogeneities.4,5 These morphological
features span from nano to microscales, making cement a
truly multiscale material that is challenging to fully character-
ize.
Understanding the physical and chemical processes under-

lying cement hydration is of immense practical importance.
Concrete is the most widely used, synthetic construction
material, and cement is its main binding agent. The production
of cement accounts for about 8% of global anthropogenic
carbon dioxide emissions.6 The intelligent design of new,
greener cements is a pathway to greatly reduce those
emissions, but this goal is hindered by an incomplete
understanding of what makes the existing cement work as it
does.7 The complex hydration kinetics makes it challenging to

fully understand the mechanisms that cause cement to set and
how the final mechanical properties develop.8−10 Despite the
challenges, many recent studies have made inroads into
developing such an understanding.
Rheology and specific surface area measurements tell us

about the development of mechanical strength and porosity
during setting.4,11,12 This is driven by the formation of C−S−
H, which precipitates as nanoparticles of size ≈5 nm,1,13 and
advances in nano-indentation techniques have enabled new
insights into this nanoscale origin of the macroscopic
mechanical properties.14,15 However, several aspects of how
the larger-scale morphology and mechanics of the material
emerge from its nanoscale components need further
investigation.
The combination of reaction kinetics driving the nucleation

and growth of C−S−H particles16,17 with changing effective
interactions18,19 drives the nonequilibrium formation of the
C−S−H gel. This pathway has a clear effect on the
microstructure, which shows strong spatial gradients and
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anisotropy, and it is in this context that the we need to
understand the development of C−S−H morphology during
hydration. To do so, one important question to answer is how
exactly the way C−S−H forms affects its final properties.
Another is how the changing interactions couple to the
nonuniform C−S−H precipitation.
We use a mesoscale model to answer these questions,

expanding on work which has had success in understanding the
role of the changing interaction20 and their effects on the
hardened paste.21 Specifically, we implement a spatial gradient
in the C−S−H precipitation corresponding to the nucleation
of C−S−H at cement grain surfaces. Using a wide range of
computational analysis tools, we then characterize the C−S−H
network, pore structure, internal stresses, and more. This gives
insight into the effect of heterogeneous C−S−H growth
mechanisms on the overall microstructure, but it also
demonstrates how this effect is enhanced or limited by the
features of the interaction potential. In particular, noncontact
repulsion, which is present in the early stages of hydration, can
limit the density gradients and anisotropy of the C−S−H gel,
forming a percolated, porous network at low volume fractions.
These results explain the surprising robustness of the C−S−H
gel against phase separation induced by density gradients and
against the formation of a dense C−S−H layer at the cement
grain surface that blocks further reaction. Understanding the
role of the interaction during the heterogeneous formation of
the C−S−H gel is an important step toward designing new
cementitious materials.

■ METHODS

In our model, C−S−H nanoparticles are coarse-grained and
treated as spherical particles of a fixed size. An effective
interaction potential is prescribed to these particles that
includes the net interactions mediated using the solvent. The
physics behind these interactions is a complex problem in
itself. It has been studied extensively via both experiments and
simulation.18,19,22−26 The forces at play emerge from the
fluctuations of the electrolyte solution confined between the
highly charged C−S−H surfaces. While we do not include the
solvent and counterions explicitly in the model here, it is the
correlations between these species that give rise to strongly
attractive noncontact forces between C−S−H nanoparticles.

These correlations are highly dependent on ion concentrations
and pH,18 so the overall interactions change over time as the
continued dissolution of cement alters the solution chemistry.
For simplicity, we consider fixed forms for the effective

interaction during precipitation but investigate two different
forms corresponding to different hydration times. Strikingly,
the experiments show that the repulsive barrier decreases in
height, eventually disappearing altogether, during hydration.
Potentials with competing attraction and repulsion are known
to exhibit complex phase diagrams,27,28 and we focus our
investigation on the effects of a change in the repulsive barrier
height. To do so, we assume a generic model for the
interaction potential that allows independent control of the
width/height of the attractive well and repulsive barrier
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where A1 and A2 are constants, σ and ε are the length and
energy scales (discussed further in next section), respectively,
and κ is the inverse Debye screening length. Considering the
fact that these interactions were observed to be very short-
ranged and that range did not significantly vary with pH in the
experiments,18 we fix γ = 12 and κ = 0.5σ. The ratio of A1/A2
sets the relative strength of attraction and repulsion, and we
vary these so that the depth of the attractive well is fixed and
only the repulsive barrier height changes for the two
interaction potentials considered: ES and LS, corresponding
to early and later stages of cement hydration (Figure 1, left).
The ES potential exhibits a stronger repulsive barrier with A1 =
9.6 and A2 = 12, while the LS exhibits reduced repulsion but a
similar attractive well with A1 = 6 and A2 = 4. The depth of the
attractive well (set by choosing a temperature of kBT = 0.15ε)
is such that aggregation is energetically favored but the
dynamics can be studied over a reasonable simulation time.
Additionally, it sets the barrier height to be >2kBT for the ES
potential but <kBT for the LS. With these choices, the
maximum force (obtained from dU/dr, taking the particle size
to be σ = 5 nm and the potential well depth ε ≈ 7kBT) is
comparable to the values obtained from atomic force
microscopy measurements for low lime concentrations.18

In the physical system, C−S−H does not exist in
equilibrium conditions. In fact, as the reaction proceeds,

Figure 1. Left: We use two sets of parameters A1, A2 to consider different repulsive strengths. These are labeled ES and LS corresponding to a high
and low repulsive barrier present in early and late stages of the cement setting. Right: A schematic of the variation of μ across our system. By
considering a simulation volume between two cement grains, we introduce a spatial gradient in the hydration and the precipitation of C−S−H
nanoparticles. The cement grain surface is not included explicitly, but rather through an effect on the local μ, turning it into a spatially varying
quantity.
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more and more C−S−H is created from the combination of
ions and water.9 These species are not included explicitly in
our model, but we mimic this precipitation via a grand
canonical Monte Carlo (GCMC) process, where particles are
inserted and deleted with a probability given by the metropolis
Monte Carlo scheme29

∝ [ ]β μ± −ΔP min 1, e U
ins/del

( )exc (2)

where β =
k T

1

B
, kB is the Boltzmann constant, T is the

temperature, μexc is the excess chemical potential, and ΔU is
the total change in the energy upon inserting/deleting a
particle. In a closed system, μexc is associated with all the
interactions between particles and depends on the density and
phase equilibria.
During cement hydration, the dissolution of cement grains

increases the overall concentration of ions in solution, and
when saturated, they combine to form a C−S−H molecule.9

As we have coarse-grained out these degrees of freedom, the
usual equilibrium chemical potential is not sufficient to
describe this. Instead, we consider that the background
chemistry has an effect of producing a net free energy gain
with the creation of C−S−H.
With this assumption in mind, we take μexc to have two

components

μ μ μ= +exc interaction chemical (3)

The interaction term is the usual μexc,
29 while the chemical

term represents the free energy gain of calcium, silicon, oxygen,
and hydrogen coming together to form a C−S−H nano-
particle. While the equilibrium value of the first term can be
computed (and indeed, it has, e.g., in refs 20 and 30), this
chemical term is difficult to estimate. Considering that
densification does not stop during cement hydration,17

previous studies have used a value of μexc that favors
insertion.31

Here, our scenario is different because we want C−S−H
precipitation to vary spatially. There is a tendency for C−S−H
to grow at the surface of cement grains or other nucleation
sites.16,17 If we consider our simulation box to be part of a pore
between two cement grains (Figure 1, right), the hydration of
the cement occurs near the edges of the box, as, primarily, does
the precipitation of new C−S−H nanoparticles. To implement
this, we consider μexc(z) to be a quantity that depends on the
position. Near the edges, a higher μexc will favor insertion,
while far from the cement grains, a lower μexc will discourage
insertion unless it is close to existing particles.
This GCMC process is combined with molecular dynamics

(MD) of the C−S−H particles. Because of this coupling, the
system exists in a non-equilibrium state where the kinetics of
the reaction (mimiced by GCMC) affect the morphology of
the system that evolve in time through MD. The rate R, which
is the ratio of GCMC exchanges to MD steps, can be thought
of as setting how fast C−S−H particle creation occurs. When R
is very high or very low, the behavior of the system would be
essentially dictated by either the precipitation kinetics
(GCMC) or by the dynamical aggregation (MD). However,
when ∼R (1), we are in a situation where the C−S−H
precipitation and the particle dynamics interfere with each
other to determine the gel morphology.
Simulation Details. We use m as the unit mass, σ as the

unit length, and ε as the unit energy, which defines a unit time

τ = σ
ε

m 2
. The simulation volume is a periodic cubic box of

side length L = 49.2σ, in which we perform MD in an NVT
ensemble with a Nose−́Hoover thermostat29 at temperature
kBT = 0.15ε, which is comparable to room temperature when
the interaction strength is calibrated to a modulus of 20 MPa
for a C−S−H gel at early hydration times.20 We solve the
Newtonian equations of motion using the velocity Verlet
algorithm with a time step of 0.0025τ. The GCMC and MD
simulations here are done using LAMMPS.32

For GCMC exchanges, the simulation box is split into three
regions along the z-axis. The top and bottom slices are high μ
regions of thickness 5σ. In the case of ES (see Figure 1), we
assign μES = 6ε, while for the LS case, we set μLS = 1.5ε. The
middle region has thickness 40σ and lower values of μES = −1ε
and μLS = −1.5ε, respectively. These values have been
calibrated so that insertion is always preferred in the edge
regions, and in the middle regions, it can only happen near
existing clusters.
In the simulations, the MD and GCMC parts are connected

through the rate parameter R. This is the ratio of the number
of GCMC exchanges to the number of MD time steps, and
previous studies have found that varying R over the range of R
= 0.2−R = 4 can change the densification.31 At high R, more
GCMC insertions/deletions are attempted, and this drives the
system further from the equilibrium behavior associated with
the interaction potential. We focus on a relatively high value of
R = 4where the thermodynamics of the system, dictated by
the interactions, matters lessin order to investigate whether,
even in these conditions, we could see a coupling between the
spatial gradient and the specific interaction potential. This rate
corresponds to 400 GCMC exchanges attempted every 100
MD steps, with a variable but approximately even split of 200
insertions/deletions each for every GCMC cycle. As we run
the MD and GCMC, particles are inserted into the initially
empty simulation box, and simulations are run until N ≈
57,000: corresponding to a volume fraction of ϕ = 0.25. Here,
ϕ is estimated considering spheres of diameter σ and hence

computed as ϕ = πσN
L6

3

3 . The whole simulations require

approximately 106 MD steps, with variations that depend on
the interaction potential. The MD time can be converted into
real time (hydration time in the experiments) using the
argument developed in ref 27, which indicates that texp ∝ log
tsim.

31

■ RESULTS AND DISCUSSION

Using the microscopic information obtained from simulations,
we analyze the structural and morphological features of the C−
S−H gel. First, we examine how the precipitation of C−S−H
leads to the formation of a percolating network and the
buildup of internal stresses. Next, the consequences of this
structure in terms of the size of pores and diffusion within
them are investigated. Finally, we characterize the specific
surface area and scattering intensity in order to make a
connection with common experimental methods of character-
izing the cement microstructure. The results for the
percolation and stresses are presented in reduced units (m,
σ, ε, τ, and unit pressure ε/σ3). For the sections on porosity,
specific surface area, and scattering, we convert to real units by
setting σ = 5 nm to give a sense of the physical scale.

Percolation and Stresses. The choice of using a grand
canonical ensemble allows the insertion of particles to occur at
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a nonuniform rate in a way that depends on the state of the
system. As seen in Figure 2, the total volume fraction ϕ starts
to increase more rapidly as particles are inserteduntil ϕ
saturates because of increasing density and steric repulsion
between particles.

Figure 2 also shows local ϕ in the edge and middle regions,
defined as the 5σ thick high μ regions and the 39.2σ thick low
μ region, respectively. Because of the diffusion of particles from
the edge, the middle region actually becomes denser than the
edge for a period, starting around t = 105 MD steps, consistent
with observations of nano C−S−H seeds in the solution at
early hydration times.35 This reversal ends around ϕ = 15%
when the edge ϕ starts to increase rapidly. For LS, this also
corresponds to a sudden decrease in dϕ/dt in the middle, as
the dense structure at the edge limits diffusion. For ES, the
increased growth rate at the edge is correlated with an
increased growth rate in the middle. This holds until ϕ ≈ 22%,
when the deletions in the low μ regions balance the diffusion
from the edge region.
We see a morphological difference between the two regions

which becomes increasingly pronounced as more particles are
inserted. Figure 3 shows that particles at the edge tend to be
more clustered and densely packed. In these snapshots, at ϕ =
25%, simulations with both potentials show the formation of a

percolated, system-spanning cluster. During the simulation, as
ϕ increases, clusters grow and aggregate into a connected
structure, and these morphological changes also couple back to
how quickly and uniformlyor notϕ increases. While the
C−S−H clusters eventually percolate in both cases, the way
that structure forms and its final morphology are quite
different.
To begin examining this process quantitatively, we group

particles into clusters by defining a bonding distance, rb. We
use rb = 1.1σ here, corresponding to a bond distance such that
two particles are near the minimum of the interaction
potential, after having confirmed that varying rb around this
value does not change our results. It is to be noted that these
bonds and clusters are defined solely by instantaneous
distance, but because of the interaction strength chosen (kBT
= 0.15ε), they correspond to C−S−H particles that adhere to
each other and do not continuously break and reform over
time. Cluster percolation is defined as the formation of a
cluster which spans the simulation box in x, y, and z directions.
Figure 4 shows the percolation probability, that is, the fraction

of independently generated systems that formed, in the same
conditions of precipitation rate R, interaction strength ε, and
volume fraction ϕ, a percolating connected structure. We
gathered statistics from 10 independent samples for each
potential. We see that, for ES, the percolation transition is
more sharply defined, that is, it happens over a narrow range of
ϕ. On the other hand, with LS there is a 6% volume fraction
difference between the first occurrence of a percolating cluster
and 100% percolation. Interestingly, the percolation seems to
correspond with the density cross-over seen in Figure 2 at ϕ =
15% (where the local ϕ at the edge starts to rapidly increase
over that in the middle). This suggests that the percolating
cluster limits particle diffusion from the edge to the middle
especially for the LS potential.
In order to understand the mechanical implications of this

percolation, we looked at the buildup of internal stresses within
the material. Using the virial formulation of the stress tensor,
one can define a coarse-grained local stress tensor.36 To focus
our analysis on the stresses associated with particle interactions

Figure 2. Variation of total and local (edge, middle) ϕ as the
simulations progress. With LS interactions, the nonuniform μ leads to
a much larger local ϕ difference between the edge and middle regions.
The formation of a locally dense, crystalline (see the Supporting
Information) layer near the cement grain surface is consistent with
observations of the inner product or high-density C−S−H.33,34

Figure 3. Simulation snapshots, with overall volume fraction ϕ = 25%,
showing the microstructure for the ES potential (left) and LS
potential (right). Color indicates the local density, with darker purple
regions indicating many neighboring particles, and we see a high
degree of anisotropy in the gel network which is dependent on the
interaction potential.

Figure 4. Geometric percolation probability as a function of ϕ. The
particles are clustered according to a distance cutoff of 1.1σ. A cluster
is considered percolating if it spans the system in x, y, and z
directions. This says nothing about the persistence or rigidity of the
percolating cluster and is a geometric definition rather than a
mechanical one.
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rather than thermal motion, we neglect the kinetic term and
obtain

∑ ∑σ = −
ε

α βαβ
≠V

F r
1 1

2i V j i

ij ij

cg
cg (4)

where α and β indicate the vector components, while i and j
are summed over individual particles. Taking the trace of this
gives us a local pressure which describes the forces a particle
experiences and converges to the total pressure if we expand
the coarse-graining volume, Vcg. For the results presented, we
use π=V rcg

4
3 c

3, where rc is the cutoff of the potential. Small

variations of Vcg do not produce any qualitative differences.
Figure 5 shows the local pressure distributions for two values

of ϕ in the edge and middle regions. They are plotted with
Gaussian fit lines and show fairly normal distributions within
each region. Around the percolation transition at ϕ = 15%, we
see that ES and LS have similar distributions, but they are
shifted because of the extra repulsion in ES. In both cases,
there is a sharply defined value in the middle region, while the
edges have a wider spread. Because the local ϕ in each region is
roughly the same (see Figure 2), it is interesting that there is
such a difference in the stress distributions, indicating that the
two regions arrived at ϕ = 15% through different paths, which,
in turn, modified the local morphology and stresses.
As we add particles and go to ϕ = 20%, the stresses in the ES

case become more uniform across the simulation box. The
center distribution widens and the peak of the edge
distribution shifts. Once the connected structure percolates,
the stresses can be transmitted between regions, and this serves
as a mechanism to reduce the initial heterogeneities introduced
by the chemical potential gradient. In contrast, the LS samples
maintain the extreme differences in edge versus center

distributions, indicating that they are not effectively connected
to allow for stress redistribution. The geometric percolation of
a cluster is enough to reduce the diffusion but not necessarily
to transmit stresses, which suggests that the ES interactions are
crucial to give the product an early mechanical response, as
experiments have seen for cement mixtures.11

In Figure 6, we show snapshots from our simulations at ϕ =
20%, color coded according to local pressure. As one would
expect from the stress distributions, the system snapshots show
stresses that are more uniformly distributed for ES. In addition,
there is no pronounced morphological difference between the
edge and center regions. For LS, there is a clear distinction
with most stressed areas lying on the edge of the system, which
also corresponds to local structures that clearly differ from the
edge to the middle (see the Supporting Information for more
on local ordering).
The heterogeneities in density, stresses, and local packing

present with the LS potential arise because of the spatial
gradient in chemical potential μ and are coupled to the
anisotropy that develops in the underlying network topology.
In a quantitative sense, this can be probed by considering a
random walk on the network graph constructed from the
bonds in structures analyzed so far. The corresponding mean
squared displacement (MSDg) is plotted in Figure 7 as a
function of the number of steps taken along the graph. The x
and y directions are expected to be symmetric in a statistical
sense, and unsurprisingly, the MSDg along those directions is
equal. On the other hand, the z directionthe direction of the
spatial μ gradientis set up to be distinct from the others, and
we have shown that there are clear heterogeneities along this
direction. These have a clear effect on the network graph as the
z displacement differs from x and y for both ES and LS
potentials. Notably, like the other measured properties, this

Figure 5. Distributions of local pressure at the edge (circle symbols) and center (square symbols). Gaussian fits are also plotted as dashed lines.

Figure 6. Thin (5σ) slice of our system at ϕ = 20% for ES (left) and LS (right). The coloring corresponds to the local pressure, with red being
positive pressure, that is, parts under compressionand blue being negative pressure.
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difference is far more pronounced with the LS potential,
demonstrating that the anisotropy in the particle insertion has
been built into the network topology. Just as important is the
observation that, although there is some shift, the z
displacement with ES still closely mirrors x and y. The
homogenization of stresses and ordering is coupled to an
erasure of the underlying anisotropy.
Porosity. Having characterized the solid network in terms

of its percolation, internal stresses, and anisotropy, it is
important to understand their implications on the associated
pore network. The size, shape, and connectedness of pores not
only directly affect the compressive strength but also the long-
term stability and resistance to fracture of cement. Addition-
ally, the permeability of the pore network is crucial to the
continued reaction of water and cement. Without this, the
reaction area would be completely blocked off early in the
hydration and stop the reaction.
To start, we compute the pore size distribution (PSD). This

is generated using the method of Bhattacharya and Gubbins.37

It consists of constructing a finite grid, taking points in the
pore space, and determining the largest possible radius of a
sphere that can fit there without overlapping any particles. This

sphere is not necessarily centered at the grid point: Shor’s r-
algorithm is used to find a local maximum for the radius of a
nonoverlapping sphere, constrained to include the selected grid
point. From this calculation, we generate the pore frequency
p(s), which indicates the fraction p of the total pore space that
corresponds to pores of size s. It is to be noted that this
method does not provide the shape of the pores: what we
obtain corresponds to the smallest linear size of the pore.
The left panel of Figure 8 shows the full PSD with the ES

potential (PSD for LS potential in the Supporting
Information). We see that the peak pore size is fixed after
percolation, maintaining the permeability of the network. The
increasing frequency at s = 0.5 nm corresponds to the packing
of spherical particles in high-density regions. There is no such
clear trend for the LS PSD, and we must separate the edge and
center regions to understand what is happening. In the right
panel of Figure 8, we plot the first moment of the PSD for both
potentials, separated into edge and center regions, as a function
of volume fraction.
Looking at the ES results through this new lens, we see that

there is a difference in the porosity across the system. At ϕ =
25%, the ≈10% local difference in volume fraction between the
edge and center leads to the pores at the edge being a bit
smaller. However, relatively speaking, the density difference
and consequently the pore size difference are not very large
with the ES system. On the other hand, the LS system shows a
remarkable transformation after percolation. The edge pores
rapidly close upjust as the edge ϕ shoots up dramatically
(see Figure 2)while almost paradoxically the central pore
sizes start to increase with the increasing particle number. This
is consistent with the coarsening of the initial structure, which
would lead to two separated dense C−S−H layers near the
system edges. This heterogeneous pore formation has
consequences for diffusion through the pores, which can be
quantified by performing a random walk in the pore space.
This random walk can be thought of as the trajectory of a

particle diffusing through the pores, and in Figure 9, we plot
the corresponding mean square displacement (MSD). When
split into x, y, and z components, the data show that the pore
network tortuosity is isotropic for ES but not for LS. With LS,
the x and y components are comparable to the porosity of ES,
but the z direction displays a higher tortuosityindicating
reduced diffusivity through the pores. As the cement grain
surfaces are modeled to be along this z direction, the diffusion
is necessary for the continuation of cement hydration. The

Figure 7. MSD (in reduced units, i.e., particle diameter squared)
along x, y, and z directions from a random walk along the network
graph corresponding to simulated structures from ES and LS
potentials at ϕ = 25%. The black line indicates what purely Brownian
motion would be, and MSDg is found to be sub-diffusive. Because of
the inherently anisotropic way in which the network is created, one
expects and finds the displacement along z to differ from x and y.
Notably, this difference and thus the underlying anisotropy of the
network are enhanced for LS, where MSDg ∝ τ0.7 for the z direction
instead of τ0.8 as in the other directions.

Figure 8. Left: PSD with ES potential for several volume fractions. The pore frequency describes what fraction of pore space is occupied by pores
of a given radius. Right: First moment of the PSD for both potentials as a function of ϕ. The solid line represents the low μ middle region, while the
dashed line is for the high μ edge.
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premature closure of pores could prevent a sufficient degree of
hydration being reached.
Specific Surface Area. Experimentally, the porosity of

cement pastes can be characterized in terms of the specific
surface area, Ssp, which is defined as the total surface area of all
pores per unit mass. This is probed by scattering experiments
or by measuring the ability of the material to uptake gases such
as nitrogen or water vapor into pores. From our simulations, it
is possible to calculate Ssp through the statistics of the pores. In
particular, we first compute the pore chord length distribution,
that is, the distribution of lengths lp that randomly drawn
chords can traverse in the pore space without intersecting a
particle. Our results for ϕ = 25% (Figure 10) show that the

chord length distribution p(lp) for ES exhibits a local peak at lp
= 10 nm, consistent with the data in the PSD (peaked at pore
radius s = 5 nm) of Figure 8 and demonstrating that there is a
characteristic size associated with the porosity for ESa
feature that is less pronounced for LS. The repulsive barrier in
the two potentials introduces a length scale to our system

which affects the porosity, and the strength of that barrier
controls how important this length scale is.
From the mean of the chord length distribution ⟨lp⟩, we

calculate the specific surface area Ssp of our system using,
according to refs 38 and 39:

ϕ= −
ρϕ⟨ ⟩

S
l

4(1 )
sp

p (5)

where ρ is the density of the C−S−H matrix, which is
estimated to be 2.43 g/cm3 from atomistic simulations.2,3

Because of the discrete nature of numerical calculations, the
chord length distribution is computed with a finite cutoff lc,
which affects the value of Ssp. To obtain the true surface area,
one can calculate this by varying lc and extrapolating to the lc =
0 limit (Figure 11, left).
The specific surface area computed depends on lc differently

for the two potentials. This is something that needs to be
considered when trying to compare with experimental data.
Interestingly, despite the clearly different nature of the porosity
for ES and LS, we actually end up with quite similar overall
specific surface area (Figure 11, right). However, in
comparison with experiments, we must be careful of these
different features and try to understand which parts of the
porosity an experiment will be able to access. These limitations
will apply differently to the two gel morphologies correspond-
ing to ES and LS.
The values reported for Ssp of hardened cement paste using

the gas sorption experiments vary in the range of
approximately 50−200 m2/g.4,9,12,40,41 Meanwhile, mesoscale
simulations21 have reported values of Ssp = 347 m2/g and Ssp =
283 m2/g for ϕ = 33% and ϕ = 52%, respectively. Our results
are clearly significantly higher than these values, plateauing
around Ssp = 600 m2/g at ϕ = 25%. However, given that Ssp
decreases with increasing ϕ that is expected, at the very early
stages of hydration, to which our simulations correspond,
experimental measurements are challenging because of how
rapidly the material changes. Additionally, there is a significant
quantity of unreacted cement at this stage, skewing possible
experimental results in comparison to our simulations (which
do not explicitly contain cement grains). A study by Suda et al.
suggests that the specific surface area associated with C−S−H
only is closer to 200−300 m2/g.42 Finally, one should keep in
mind that no matter how sensitive, sorption techniques only
access well-connected pores of the sufficient size. If we take a
larger lc such that only pores of diameter greater than 3 nm are
considered, Ssp falls to be about 300 m2/g. Alternatively, if we
look at results from more sensitive small angle X-ray scattering
experiments, the values of Ssp > 500 m2/g have been
reported.4,43

Scattering. In addition to measuring the specific surface
area, neutron and X-ray scattering experiments have been used
to characterize the microstructure of cement pastesand are
one of the most powerful tools to do so. The usual way to
compute I(q⃗) is as the Fourier transform of the autocorrelation
o f fl u c t u a t i o n s i n l o c a l d e n s i t y ,

∫η ρ ρ ρ ρ⃗ = ′ ′
→

− ̅ ′
→

+ ⃗ − ̅r r r r r( ) d ( ( ) )( ( ) )
V2
1 3 , of our simu-

lated microstructures (Figure 12), where ρ(r)⃗ is the local
density and ρ̅ the average density.44 In case of an anisotropic
medium, this computation is more involved because of the
need to compute η2(r)⃗ for each orientation of r ⃗ prior to
performing the 3D Fourier transform.

Figure 9. Diffusion through the pore space of the structures
corresponding to the two potentials at ϕ = 25%. This is computed
from a random walk in the pore space. Assuming that a particle
following this random trajectory moves at some fixed speed, one can
obtain the overall displacement with time. In an isotropic pore
network, this displacement would be evenly split between x, y, and z
directionsas in the ES case. For LS, however, there is a decreased
displacement along the z direction, indicating an increased tortuosity
of the pores along the z direction.

Figure 10. Chord length distribution shows the length of chords
drawn randomly in the pore space. The results with ES show a more
pronounced peak at intermediate sizes due to the well-controlled pore
size.
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A second way, more numerical tractable, was proposed in
refs 45 and 46. This a two-step process. First, a projection
image of the chosen 3D binary structure is performed either
along the x or y or z direction. Second, a 2D Fourier transform
of this projection is calculated. The associated spectral density
gives directly I(qx, qy, qz) with either qx = 0 or qy = 0 or qz = 0.
For example, the projection along the optical axis x will allow
one to get the 2D pattern I(qx = 0, qy, qz). To estimate the level
of anisotropy, an angular average along the principal directions

of these 2D scattering patterns is performed using an averaging
angle of 15°. A comparison of the two methods is presented in
ref 46, showing a very good agreement.
Because of the anisotropy in the structure, the choice of

optical axis for the scattering naturally affects the results
obtained. Because of the symmetries in our system, the x and y
directions are equivalentanisotropy is associated with the z
direction, that is, the μ-gradient direction. If one considers an
optical direction along a non-z axis, the μ and density gradients
produce clear differences in the low q scattering intensity along
the z direction compared to the x or y direction (Figure 13).
For both ES and LS potentials, the scattering along z exhibits a
low q structure (instead of a plateau as along x or y direction),
which is consistent with the system-spanning density gradient
along z direction. The high q scattering is instead dominated
by the oscillations typical of monodispersed spherical
particles.47

One can also consider just the scattering from the center
region of the system (green triangles in Figure 13). Limiting
ourselves to this region reveals an interesting difference
between the two potentials. With LS, the z scattering deviates
from y scattering in the low μ center region as well
highlighting that the anisotropy in the structure goes beyond
the large difference in density, stresses, porosity, and so forth
between the edge and center regions. On the other hand, for
ES, this split leads to a suppression of scattering anisotropy and
produces a curve which matches the scattering along x. This

Figure 11. Left: The specific surface area as a function of the chosen chord length cutoff. By fitting the calculated data points to = ++f l C( ) A
Blc 1 c

,

we extrapolate to the lc = 0 limit and obtain the geometric surface area Ssp = A + C. Right: The value for the specific surface area obtained by
extrapolation for different volume fraction ϕ.

Figure 12. 2D projection of local densities in the LS structure at ϕ =
25% when looking down the y-axis. The darker regions correspond to
higher density. Scattering intensity I(q) can be computed from the
autocorrelation of fluctuations in the local density, η2(r).

Figure 13. Scattering intensity computed for both potentials for various different optical axes. The intensity is split into components along different
directions to highlight anisotropy. The scattering component along z differs from the others at low q because of anisotropy in the structure.
Surprisingly, for ES, this effect is suppressed if we consider only the center regionmeaning all of the measured anisotropy is due to the density
variation across the whole box. Meanwhile, for LS, even the center region alone deviates from the x and y scattering. The structure is anisotropic
even at scales smaller than the system-wide μ gradient. The high q oscillations are consistent with having monodispersed spherical particles.

https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig11&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig12&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig13&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig13&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig13&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpcc.0c02944?fig=fig13&ref=pdf
pubs.acs.org/JPCC?ref=pdf
https://dx.doi.org/10.1021/acs.jpcc.0c02944?ref=pdf


suggests that the anisotropy is due entirely to the differences
between the high and low μ regions.
The anisotropy induced by the cement grain surfaces

manifests itself in our calculated scattering intensity. For a
macroscopic sample, these grains would be distributed
randomly and give an overall isotropic response because of
the statistical averaging of the results. The isotropic I(q) has
been computed using similar mesoscale models for high
volume fractions,21 and it was found to match experimental
measurements of scattering intensity. It is difficult to make
such a connection using our simulations because of limitations
of the system size at low q and the effects of particle size
monodispersity at high q. Nonetheless, this calculation has
revealed interesting differences in the anisotropy of ES and LS
systems. Future studies can expand on this to make a direct
connection to scattering experiments.

■ CONCLUSIONS
We used MD and GCMC simulations to investigate the effect
of C−S−H growth in the presence of spatial gradients of C−
S−H precipitation and of the changing effective interactions
between C−S−H nanoparticles on the overall morphology of
the C−S−H gel. Using GCMC to mimic precipitation of
nanoparticles, we observed how the precipitation at cement
grain surfaces leads to spatial gradients in density which
develop over time but depend on the features of the C−S−H
interactions. With the ES interaction, we discovered a
percolating cluster that forms around ϕ = 15% with reduced
density and stress gradients, as well as network anisotropy,
relative to the LS interaction. Calculations of pore size and
diffusion in the pores demonstrated that these differences in
the gel morphology translated into coarsening pores and an
increase in pore tortuosity along the gradient direction for the
LS system. Finally, we computed the specific surface area and
scattering intensity to make a connection to experimental
methods of characterizing the cement microstructure.
The heterogeneous growth of C−S−H nanoparticles clearly

has an effect on the morphology of the gel that is formed, and
this effect of spatial gradients in the C−S−H precipitation is
controlled by the features of the interaction potential between
the C−S−H nanoparticles. The noncontact repulsion that is
present in early stages of hydration because of electrostatics
plays a crucial role in the formation of a percolated and stress-
bearing network with limited anisotropy. It also helps prevent
the formation of large pores because of coarsening while
maintaining diffusivity in the pores. These features are
necessary to the continuing hydration of cement grains and
the formation of a connected solid structure. As the
interactions evolve over time, the presence of the cement
grain surfaces can drive the formation of spatial gradients in
C−S−H density and differences in local packing and density
consistent with the two distinct morphological phases of C−
S−H observed in the literature.33,34

Our study provides further support to the idea proposed by
Ioannidou et al.: the natural time evolution of the interaction
between C−S−H nanoparticles is crucial to attaining the final
mechanical strength through complex tuning of the gel
morphology.20 Under spatial gradients of C−S−H precip-
itation, the differences in gel morphology due to the
interactions are not only maintained but also enhanced. In
the context of heterogeneous C−S−H nucleation, the features
of the early stage interactions are required to explain how
cement setting can be such a complex but robust process.

These discoveries give insight into how the growth of
nanoscale components builds up the overall microstructure
of cement hydrates and how it depends on the interactions
between the nanoparticles. Such an insight is an important step
toward understanding how an alternative cementitious material
could behave through the changes in chemistry and thus the
effective interactions.
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