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Abstract. In this work, a kinetic model is presented to describe hydrogen
absorption and desorption from tungsten at different surface coverages. Activation
energies for hydrogen absorption into the bulk and desorption from the surface
of tungsten are modelled by functions that depend explicitly and continuously
on the hydrogen surface coverage. A steady-state model is developed to derive
these activation energies from experimental data. The newly developed coverage
dependent activation energies are then implemented in the non steady-state
rate-equation code MHIMS. Published experimental results on D uptake and
retention of self-damaged tungsten exposed to 0.28 eV deuterium atoms at
different temperatures ranging from 450 K to 1000 K can be successfully described
with this approach. Finally, the steady-state model is applied to determine surface
concentration, bulk concentration and migration depths of hydrogen isotopes
in tungsten exposed to various atomic fluxes and temperatures ranging from
milder conditions in laboratory experiments to divertor strike point conditions
in tokamaks.
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1. Introduction

Fuel retention and released from tungsten (W) are key
issues in the development of fusion as a source of en-
ergy. Due to safety issues regarding tritium, a strict
700 g operation limit has been imposed on ITER, but
other physical processes are also of concern. For ex-
ample, the release of the in-wall tritium inventory back
into the plasma could have an adverse effect on plasma
control [1]. Macroscopic rate equation (MRE) models
are commonly used to estimate fuel retention and re-
cycling into and from metals; these models couple the
diffusion equation from Fick’s laws and kinetic equa-
tions describing the interactions between the diffusing
species and the lattice defects (trapping and detrap-
ping) in the bulk of tungsten [2, 3, 4, 5, 6]. However,
improvements of the MRE models in the vicinity of the
surface are still necessary.

Experimental results by ’t Hoen et al [7] suggest
that loading of low energetic deuterium (D) ions (<5
eV/D) into W is limited by surface processes. To take
this into account, MRE models have recently been
upgraded [8, 9, 10, 11] with a kinetic surface model
that acts as a boundary condition for the solute D
concentration inside the W bulk. The main param-
eters of such a model are the activation energy of two
recombined D atoms from the surface 2ED (ED per
atom [12]), the absorption energy of D from the sur-
face to the bulk EA and the resurfacing energy ER,
which describes a solute D atom moving from the bulk
to the surface.

Pioneering studies on tungsten monocrystalline
surfaces have shown that tungsten has different hydro-
gen adsorption sites depending on the crystal orienta-
tion [13]. The population of different adsorption sites
is dependent on the surface coverage and on the sample
temperature and because of this the activation energy
for desorption ED also changes with surface coverage
and temperature [13, 14, 15]. The temperature depen-
dence of surface coverage was also shown experimen-
tally on polycrystalline W [16]. In addition, recent den-
sity functional theory (DFT) calculations [17, 18, 19]
also report changes of the mechanism for absorption
and desorption with the surface coverage (θ): the corre-
sponding ED and EA values were calculated and shown
to be highly dependent on θ.

Until recently, macroscopic rate equation (MRE)
surface model did not take into account the surface cov-
erage dependence of the activation energy for hydrogen

desorption ED (which consequently influences also the
energy for absorption EA). However, in our previous
simulations of W exposed to 0.28 eV/D atoms [8], the
influence of surface coverage on the activation energies
ED and EA had to be included to achieve good agree-
ment between experiment and modelling for D expo-
sures at 500 K ant 600 K. The aim of the present work
is to describe how the dependence of activation energies
on surface coverage was derived. This is done in the
present work by modelling the activation energies for
deuterium desorption and absorption by continuious
functions of the surface coverage θ, ED(θ) and EA(θ),
respectively, and by including these parameters in the
kinetic model.

To this end, the continuous function ED(θ) is first
fitted to desorption energies determined experimen-
tally in [16]. The EA(θ) function is then obtained by
making use of the steady-state model described below
and the experimental data from Markelj et al [20, 21].
The experimental data consist of deuterium depth pro-
files of W samples that were irradiated with MeV en-
ergy W ions and exposed to 0.28 eV/D atoms at tem-
peratures ranging from 450 K to 1000 K. To adjust
EA(θ), the experimentally determined concentration of
trapped deuterium cexp

D at a given flux and exposure
temperature is given to a steady-state model which
returns the corresponding value of EA(θ). Once the
EA(θ) function established, it is implemented alongside
with ED(θ) in the non steady-state code MHIMS (Mi-
gration of Hydrogen Isotopes in Materials) [8]. Mod-
elling results are compared with published experimen-
tal results from [20, 21] and yield excellent agreement
with respect to diffusion depth and trapped deuterium
concentration. Finally, the impact of the exposure con-
dition (temperature and atom flux) on the values of
surface energy, H coverage, H bulk concentration and
migration depth are investigated and presented.

2. Description of the model

2.1. General model

In this paper, we use the 1D rate equation model
commonly used to describe the behavior of deuterium
in W [2, 5], which was recently upgraded to take into
account the surface processes [8, 9, 10, 11]. In this
model, three kinds of sites for particles (deuterium
atoms) are considered:

• Surface sites - on the W surface, the total concen-
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tration of available adsorption sites is nsurf(m
−2),

the concentration of adsorbed particles (filled ad-
sorption site) is csurf (m−2), and the surface cov-
erage θ is defined as θ = csurf

nsurf
.

• Bulk sites for mobile particles - in perfect bulk
W, the total concentration of available sites for
mobile particles, i.e. subjected to diffusion, is the
concentration of tetrahedral interstitial sites nTIS

(m−3), and the concentration of mobile particles
(filled interstitial sites) is cm (m−3).

• Trap sites - in defective W, the concentration of
available traps of type i is nt,i (m−3), and the
concentration of trapped particle at trap sites i is
ct,i (in m−3).

It is assumed that the concentration of traps is low
relatively to the concentration of interstitial sites
(ni � nTIS) and that the concentration of mobile
particles stays much smaller than the concentration of
interstitial sites (cm � nTIS). With these assumptions,
the model allowing each trap site to capture one
hydrogen is given by the following equations [8], giving
the time evolution of the trapped and mobile particles
in the bulk:

∂cm
∂t

=
∂

∂x

(
D(T )

∂cm
∂x

)
− Σi

∂ct,i
∂t

(1)

∂ct,i
∂t

= νm(T )cm(ni − ct,i)− νi(T )ct,i (2)

D(T ) (m2s−1) is the diffusion coefficient of mobile
D atoms in W as a function of temperature.

It is equal to D(T ) = 1.9×10−7
√

2
exp

(
− 0.2eV

kBT

)
as

calculated by density functional theory calculations
for hydrogen [22](

√
2 is to take into account the mass

difference between deuterium and hydrogen), with kB

the Boltzmann constant. νm(T ) = D(T )
λ2nTIS

(m3s−1)

is the trapping rate constant with λ = 110 × 10−12

m being the distance between two interstitial sites.

νi(T ) = ν0 exp
(
− Et,i

kBT

)
(s−1) is the detrapping rate

constant with the pre-exponential factor ν0 = 1013 s−1

factor and the detrapping energy Et,i (eV).Recently,
new models have been developed to describe a
more accurate hydrogen trapping behavior in defects.
Based on atomic calculations [22, 23, 24, 25, 26],
these models consider that a defect can trap several
hydrogen atoms and the detrapping energies depends
on filling level of the defect. The descriptions of
these models can be found in [27, 28, 29]. The fill-
dependent trapping mechanism is essential to simulate
the isotopic exchange at low temperature as shown
in [27] but has also been used to reproduce desorption
experiments [28, 30, 31]. However, in the latter case,
if only one H isotope is considered, both models give
the same results [4]. Hence, we use the standard model

(eq. 1 and 2) in the next.
The surface model, described in more detail in [8],

acts as a boundary condition for the concentration
of mobile particles. It describes the evolution of the
concentration of deuterium adsorbed on the W surface
and the concentration of mobile particles just below
the surface for x=0, where x represents the spatial
coordinate of the 1-D model (i.e. the surface boundary
is at x=0). It is governed by the following conditions:

∂csurf

∂t
= φatom−φexc−φdes−φsurf→bulk +φbulk→surf(3)

λ

(
∂cm
∂t

)
x=0

= φsurf→bulk − φbulk→surf − φdiff (4)

The expression of the different fluxes in the equations
of the surface model are:

• φatom = (1 − Pr)ΓD(1 − θ) is the part of the
incident flux which sticks to the surface with Pr

the reflection coefficient of D atoms for a given
energy and ΓD (m−2s−1) the incident flux of
atoms.

• φexc = ΓDσexccsurf is the direct abstraction of
chemisorbed D (recombination of an incident atom
with an adsorbed one) with σexc (m−2) the cross-
section for the abstraction.

• φdes = 2νd(T )c2surf is the desorption flux
of two chemisorbed atoms with νd(T ) =

ν0λ
2
des exp

(
− 2ED

kBT

)
, the desorption rate constant

in m2s−1; λdes = 1√
nsurf

(m) is the jumping dis-

tance between two adsorption sites and 2ED (eV)
is the activation energy for the desorption of the
D2 molecules.

• φsurf→bulk = νsb(T )csurf is the absorption flux
from the surface to the bulk with νsb(T ) =

ν0 exp
(
− EA

kBT

)
, the absorption rate constant in

s−1; EA (eV) is the activation energy for the
absorption.

• φbulk→surf = νbs(T )cm(x = 0)(1 − θ) is the
flux from the bulk to the surface with νbs(T ) =

ν0λabs exp
(
− ER

kBT

)
, the bulk to surface rate

constant in m1s−1; λabs = nsurf

nTIS
is the jumping

distance from the bulk to the surface and ER (eV)
is the energy barrier.

• φdiff = −D(T )
(
∂cm
∂x

)
x=0

is the diffusion flux at
x=0 toward the bulk.

The parameters of the model are given in detail in Ta-
ble 1. Parameters such as λdes and λabs neglect crys-
tallographic dependencies but are effective values de-
rived from bulk densities. In this model, an atom is
considered absorbed in the bulk as soon as it is below
the first W-atom layer. Thus, this description does
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not include the sub-surface layer described by atom-
istic simulation in [18, 32] where the stable positions of
H atoms close to the surface are lower in energy than
in the far bulk. To include such a layer in the model,
one could use what is developed for H absorption in
titanium in [33] where another intermediate layer is
considered between the surface and the bulk: it means
adding 2 new energies (for the sub-surface → surface
transition and for the sub-surface → bulk transition)
and an additional concentration of H isotopes in this
sub-surface layer. However, because the experiment on
which the model is based does not have the resolution
to dicern the sub-surface from the bulk, the simpleer
approach was chosen.

This model is implemented in the code MHIMS [5,
8] in which equations 1-4 are solved numerically using
the DLSODE package [34, 35]. MHIMS is used in this
study for the non steady state simulations.

2.2. Steady-state model

Considering the above model at steady state condi-
tions, simple analytical expressions can be established
for ED, EA, csurf , cm and the total D concentration cD.
This model will be referred as the steady-state model
in this work.

2.2.1. Steady-state of the surface First, we consider
that the surface is at steady-state meaning that
∂csurf

∂t = 0 and
(
∂cm
∂t

)
x=0

= 0. In this equilibrium
state, the surface energies and the concentrations in
the surface model are linked by unique expressions
given in the following. The surface energies and
concentrations in this equilibrium state are thus named
Eeq
D , Eeq

A , ceq
surf , θ

eq and ceq
m . We also assume that the

diffusive flux of particles from x=0 toward the bulk is
negligible compared to the flux φbulk→surf : φdiff ≈ 0.
The justification for this assumption can be found in
appendix A.

With the above assumption, the steady-state of
equation 4 leads to:

φsurf→bulk − φbulk→surf = 0 (5)

When substituted into equation 3, it leads to:

−2νd(T )(ceq
surf)

2 − ω1c
eq
surf + ω2 = 0 (6)

with

ω1 =

(
1− Pr
nsurf

+ σexc

)
ΓD (7)

ω2 = (1− Pr) ΓD. (8)

Since νd(T ) = ν0λ
2
des exp

(
− 2ED

kBT

)
, equation 6 leads to:

Eeq
D = −kBT

2
ln

[
1

λ2
desν0

(
ω2

2(ceq
surf)

2
− ω1

2ceq
surf

)]
(9)

which provides the steady-state value of ED as a
function of the surface coverage under a given exposure
condition. Since equation 9 depends on ceq

surf , it
consequently provides Eeq

D as a function of θeq.
Another point to be aware of is that, due to

the direct abstraction by the incident atomic flux,
the surface concentration at steady-state is limited to
a maximum value θmax < 1 [8]. With the chosen
parameters given in table 1, θmax = 0.505. This
maximum surface concentration is reached when the
desorption of deuterium is very low (low temperature
leading to νd(T ) → 0) or if the flux is very high
(ΓD →∞). In these conditions, equation 6 leads to:

θmax =
ceq,max
surf

nsurf
=

1− Pr
1− Pr + σexcnsurf

. (10)

The steady-state concentration of mobile particle is
calculated using equation 5 replacing φsurf→bulk and
φbulk→surf by their expression given in section 2.1:

ceq
m (x = 0) =

νsb(T )

νbs(T )

ceq
surf

1− θeq
(11)

In this study, it is considered that ER = 0.2 eV [8].

Since νsb(T )
νbs(T ) ∝ exp

(
−E

eq
A −ER

kBT

)
, if Eeq

A and ceq
surf are

known, the concentration of mobile particles can be ob-
tained with equation 11. Reversely, if ceq

m and ceq
surf are

known,Eeq
A is determined inverting equation 11, and

leading to:

Eeq
A = ER − kBT ln

[
ceq
mλabs

ceq
surf

(1− θeq)

]
. (12)

2.2.2. Steady-state in the bulk Now, we consider that
at the depth x, the mobile and trapped particles are
in local equilibrium (i.e. the concentration of particles
at interstitial sites and trap sites is time independent).

Thus,
∂ct,i
∂t = 0, which leads to:

ct,i = Rt,i(T, cm)ni (13)

Rt,i(T, cm) =
1

1 + νi(T )
νm(T )cm

(14)

In equation 14, Rt,i(T, cm), called the trapping-ratio,
is between 0 and 1; it expresses the fraction of
traps of type i which are filled by deuterium at a
given temperature. It is dependent on the local
concentration of mobile particles cm. The higher
cm, the higher the trapping-ratio Rt,i(T, cm), and the
higher the concentration of deuterium ct,i trapped in
trap i.

As mentioned in the previous section, the fill-level
dependent trapping models are also used to simulate
exposure, desorption or isotopic exchange experiments.
The results given by equation 14 to estimate the
concentration of trapped H isotope can be extended
to a fill-level dependent model following the method
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Table 1: Quantities of interest for the steady-state analysis of the kinetic surface and bulk model (input
parameters from experiments (1), parameters in the bulk model (2), parameters in the surface model (3)).
TIS = tetrahedral interstitial site. kB is the Boltzmann constant.

1
ΓD Incident flux of atoms (Dm−2s−1) From experiments [20, 21]

T Temperature (K) From experiments [20, 21]

ρW W atomic density (m−3) 6.3×1028

D(T ) Diffusion coefficient of deuterium (m2s−1) 1.9×10−7
√

2
exp

(
− 0.2eV

kBT

)
[22]

λ Distance between two TIS (m) 110×10−12 [22]

nTIS Concentration of TIS (m−3) 6ρW [22]

ni Concentration of trap sites i From MHIMS simulations [8, 36]

2 Et,i Detrapping energy from trap i From MHIMS simulations [8, 36]

νm(T ) Trapping rate constant (m3s−1) D(T )
nTISλ2 [8]

ν0 Pre-exponential factor (trapping and surface) (s−1) 1013 [8]

νi(T ) Detrapping rate constant from trap type i (s−1) ν0 exp
(
− Et,i

kBT

)
[8]

1− Pr Sticking probability of D atoms 0.19 for 0.28 eV/D atoms [37]

σexc Cross-section for the direct abstraction (m2) 1.7×10−21 [38]

nsurf Concentration of adsorption site (m−2) 6.9ρ
2
3

W [38]

ED Desorption energy per D (eV) figure 1, equation 9

EA Activation energy from surface to bulk (eV) figure 5, equation 12

ER Activation energy from bulk to surface (eV) 0.2 eV [8]

3 λdes Distance between two adsorption sites (m) 1√
nsurf

[8]

λabs Subsurface TIS - adsorption site distance (m) nsurf

nTIS
[8]

νd(T ) Rate constant for desorption process (m2s−1) ν0λ
2
des exp

(
− 2ED

kBT

)
[8]

νsb(T ) Rate constant from surface to bulk (s−1) ν0 exp
(
− EA

kBT

)
[8]

νbs(T ) Rate constant from bulk to surface (ms−1) ν0λabs exp
(
− ER

kBT

)
[8]

described in appendix B.
In the bulk, the total concentration cD is split

between cm and ct,i as defined by cD = cm +
∑
i ct,i.

Within the temperature range (450 K - 1000 K) and
the fluxes (≈ 1018 m−2s−1 and ≈ 1019 m−2s−1) herein
considered, cm ≤ 10−10 at.fr. [36] and ct,i ≥ 10−5

at.fr. [8, 36] due to the large detrapping energy (>1.5
eV) of the defects created by the W irradiation in the
damaged layer. Thus, we assume that cm � ct,i and

cD ≈ ct,i. This leads to :

cD ≈
∑
i

ct,i =
∑
i

Rt,i(T, cm)ni (15)

As a consequence, the bulk steady-state model as
presented herein can yield the steady-state values of
ct,i. The inputs of such a model are the trapping
parameters (i.e. the trap concentrations and the
detrapping energies) and the concentration of mobile
particles cm.
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3. Fitting ED(θ) from experiment

The function ED(θ) is established based on elastic
recoil detection analysis of H and D adsorption on
poly-crystalline W (PCW) from Markelj et al. [16].
In ref. [16], the experimental data were fitted with
a kinetic adsorption/desorption model considering
three adsorption sites. The corresponding desorption
energies 2ED were 1.05±0.06 eV (ED=0.525 eV),
1.64-1.70±0.08 eV (ED=0.82-0.85 eV) and >2.2 eV
(ED=1.1 eV). However, in order to plot ED versus θ
in figure 1, we need the areal density of adsorption
sites nsurf that determine θ. It was assessed in Markelj
et al. [16] to be 4.6±0.9 × 1019, 1.0±0.1 × 1019 and
1.2±0.2 × 1019 m−2, respectively. The sum of the

three adsorption sites is 6.8± 0.6× 1019 ≈ 4.3ρ
2
3

W m−2,
meaning there are on average 4.3 adsorption sites per
W atom for the samples used in this experiment and:

ED(θ) =


1.1 eV, 0.00 < θ ≤ 0.15

0.82− 0.85 eV, 0.15 < θ ≤ 0.32

0.525 eV, 0.32 < θ < 1.00.

(16)

From these data, we applied a non-linear least square
regression fit using SciPy’s [39, 40] optimize.curve fit
module with the expression:

ED(θ) = E0 + ∆E
1

1 + exp
(
θ−a
b

) (17)

where E0 = 0.525 eV, ∆E = 0.591 eV, a = 0.247
and b = 0.0692. The representative curve of ED(θ)
is reported as solid line in figure 1. The continuous
variation of ED(θ) is consistent with previous results
indicating that the adsorbate-adsorbate interactions
smooths ED [15] over the full range of θ.

In the next, 2 sets of experimental data are

10−3 10−2 10−1 100

θ = csurf/nsurf

0.6

1.0

1.4

1.8

2.2

2E
D

(e
V

)

MHIMS

Markelj 2013

Figure 1: 2ED(θ) implemented in MHIMS and
reported by Markelj et al. [16]. The error bar provided
by Markelj et al are also reported.

analysed using the steady-state model presented in

Table 2: Experimental D concentration, cexp
D , used for

the determination of the coverage dependent surface
energies of the kinetic surface model for experimental
sets:
Γ1

D = 5.4× 1018 Dm−2s−1,
Γ2

D = 3.5× 1019 Dm−2s−1.

cexp
D

set 1 [20] set 2 [21]
Γ1

D Γ2
D

450 K 3.4×10−3 at.fr. –

500 K – 6.5×10−3 at.fr.

600 K 1.4×10−3 at.fr. 3.6×10−3 at.fr

700 K – 1.2×10−3 at.fr.

800 K 2.6×10−4 at.fr. 3.2×10−4 at.fr.

900 K 7.7×10−5 at.fr. 3.9×10−5 at.fr.

1000 K 9.4×10−5 at.fr. –

section 2.2. In these experiments, W samples were
irradiated by high energy W ions (self-damaged W).
The concentration of adsorption site in this case is

nsurf = 6.9ρ
2
3

W ≈ 10 × 1019 m−2 [8], meaning there
are on average 6.9 adsorption sites per W atoms. This
value is in agreement with some previous measurement
on self-damaged W exposed to D atom at 380 K [38],
but is higher than the one of the previous set of
results with 4.3 adsorption sites per W atom, probably
as a the consequence of the W ion bombardment
and surface roughness. It is also higher than the
experimental maximum surface coverage obtained at
low temperature on clean, flat W surfaces which is
around one or two adsorbed H per W atom [13, 41]. We
are left with the choice of which areal density nsurf to
use in the present study, using the above experimental
data as a guide. In the following, nsurf = 6.9 has been
considered. However, changing nsurf from 6.9 to 4.3
or smaller has only a small consequence on the models
outcomes.

4. Determination of EA(θ)

4.1. Description of the experimental data set used

In order to determine the evolution of EA with
coverage, we used experimental D depth profiles
obtained in two experiments where W samples were
first irradiated with MeV W ions and afterwards
exposed to 0.28 eV/D atoms [20, 21]. Thus, we divide
the experimental data sets in set 1 for data from [20]
and set 2 for data from [21]. From the experimental
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depth profiles, we extracted the D concentration cexp
D in

the damaged layer. They are reported in table 2 for the
different exposure temperatures and incident D fluxes
used in these experiments. More detailed description
of the experiments, for instance how the material has
been damaged, can be found in appendix C.

For the steady-state analysis, we use the trapping

500 600 700 800 900 1000
Temperature (K)

0.0

1

2

3

4

n
i

(×
10
−

3
at

.f
r.

)

1.65 eV

1.85 eV

2.06 eV

Figure 2: Evolution of the trap concentration ni
(in at.fr.) with the exposure/annealing temperature
for the traps in the damaged layer with the
detrapping energies indicated in the legend. The
markers represent the concentration obtained from our
previous simulations [8] and the dashed lines are the
interpolation in the range 450 K - 1000 K.

parameters to describe the trapping sites in the
damaged layer, i.e. the detrapping energies and
the trap concentrations. For the experimental data
set 1, the trapping parameters have been obtained
in [36]: the damaged layer is simulated using 2 traps
with detrapping energies of 1.83 eV and 2.10 eV.
The trap concentration can be found in [36] for the
different exposure temperatures. For experimental
data set 2, the trapping parameters were obtained
in [8]: the damaged layer is simulated using 3 traps
with detrapping energies of 1.65 eV, 1.85 eV and
2.06 eV (the last two traps are the same as for
experimental data set 1). Here, we use different
exposure temperatures than those which were studied
in [8] which might change the trap concentrations. An
interpolation of the trap concentrations ni reported
in [8] is done in the studied temperature range (450 K
- 1000 K), shown in figure 2. The interpolation was
done using the interpolate.UnivariateSpline function
from the SCIPY. package [39, 40].

4.2. Steady-state analysis

As described in section 2.2, we made use of the steady-
state model to sequentially determine:

(i) ceq
surf (equation 9),

(ii) then, cm (equation 15) needed to reach cexp
D ,

(iii) and finally, the value of Eeq
A (equation 12).

This procedure is done for all exposure conditions of
experimental data sets 1 and 2.
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Figure 3: Determination of Eeq
D and coverage θeq =

ceq
surf/nsurf for the experimental conditions of data set

1 [20] (a) and data set 2 [21] (b). These values are
determined by the intersection of the dashed lines
(given by equation 9) and the solid line (ED(θ) shown
in figure 1). The vertical dashed line shows the
maximal value θmax.

4.2.1. Steady-state value of csurf The surface concen-
tration at steady-state ceq

surf is determined via the two
expressions we established for ED:

• ED(θ) given by equation 17, was fitted to
experimental data [16] and only depends on the
surface coverage (or surface concentration),
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• Eeq
D given by equation 9, depends on the

temperature T , the deuterium flux to the surface
ΓD, and the surface coverage at equilibrium θeq

(proportional to ceq
surf): Eeq

D (T,ΓD, θ
eq). The

temperature T and the flux to the surface ΓD

are known from experiment. Only the surface
coverage ceq

surf is to be determined.

In figure 3, Eeq
D and ED(θ) are plotted for coverage

ranging from 10−3 to θmax. ceq
surf is determined where

ED(θ) and Eeq
D intersect for the various temperature

and fluxes corresponding to the experimental data sets
1 and 2. The determined values of θeq and Eeq

D are
reported in table 3.

4.2.2. Determination of cm and EeqA The concentra-
tion of mobile particles cm is determined from the ex-
perimental total D concentration cexp

D through equa-
tion 15. In equation 15, cD depends on the knowledge
of the trapping energies through Rt,i(T, cm) defined in
equation 14. The trapping energies are known for
both data sets 1 and 2; they are given above in sec-
tion 4.1 and their concentrations are given in figure 2.
As a consequence, cD can be plotted versus cm follow-
ing equation 15, which is done in Figure 4 for various
temperatures and fluxes corresponding to the experi-
mental data set 1 and 2.

In the same way, EA can be derived from cm. In-
deed, EA as given by equation 12 depends on cm and on
ceq
surf . Since ceq

surf was determined in the previous sub-
section depending on the temperature and the flux, EA
can also be plotted against cm for given temperature
and flux, which is also provided in figure 4. It follows
that the concentration of mobile particles cm, which
is consistent with cexp

D , also determined Eeq
A . This is

shown in figure 4 by dashed the dashed vertical lines
connected to the open boxes along each isotherm.

To determine Eeq
A with this method, cD given

by equation 15 has to span significantly with cm, i.e.
Rt,i(T, cm) << 1, so the determination of cm and Eeq

A

is done with good accuracy. For exposure below 600
K, cD does not evolve with cm, i.e. Rt,i = 1, (figure 4)
which makes an accurate determination of Eeq

A impos-
sible. The value of Eeq

A for these temperatures have
already been determined in [8]: 1.33± 0.04 eV for the
conditions (Γ2

D, 500 K) and 1.55 ± 0.02 for the condi-
tions (Γ1

D, 600 K). As a summary, the temperature
and the flux of D atoms determine ceq

surf (figure 3). ceq
surf

allows one to plot EA versus cm for a given temperature
and flux. Finally, the value of cm needed to reach cexp

D

determines the value of Eeq
A . The determined values of

ceq
m and Eeq

A are reported in table 3.

4.2.3. Fitting of EA Figure 5 displays Eeq
A versus csurf

as previously determined with the steady-state model

in the above section. Blue circles represent steady-
state calculations using experimental conditions from
data set 1, while red squares are for data set 2. Error-
bars are also plotted, they were determined based on
the experimental uncertainty on cexp

D .
We applied a non-linear least square regression fit

using SciPy’s [39, 40] optimize.curve fit module with
the expression:

EA(θ) = E0 + ∆E
1

1 + exp
(
θ−a
b

) (18)

Agreement with the determined values of Eeq
A was

found using E0 = 1.10 eV, ∆E = 0.939 eV, a = 0.232
and b = 0.0683. The fitted function has been constraint
to pass through the points 1.55±0.02 eV and 1.33±0.04
eV (with the corresponding fluxes) to stay consistent
with our previous simulations [8]. Figure 5 includes
a plot of EA(θ) calculated with the fit of equation 18
(the solid black line). At low coverage (θ = 0.05), the
steady-state model predicts a decrease of Eeq

A . This
decrease is not included in the functionEA(θ) as recent
DFT calculations from Ajmalghan et al [18] report a
monotonic behavior of EA. In addition, EA(θ) predicts
an EA value around 2.00 eV at low coverage, in good
agreement with DFT calculations from Johnson et
al. [24] and Heinola et al. [42]. However, knowing the
size of DFT calculation cells, it is worth mentioning
that extremely low coverage are not accessible by DFT.
This issue could be solved by using MD calculations
with extremely accurate inter-atomic potentials but
it is not the scope of the paper to deal with such
calculations, and we do not see any obvious physical
process that would decrease EA at low coverage.

4.3. Test: Rate equations simulations

To test if the above determined functions ED(θ) and
EA(θ) can reliably be used in the non-steady-state rate
equation code MHIMS, we use them to reproduce the
two experiments where data sets 1 and 2 originate
from [20, 21].

4.3.1. Simulations of experimental data set 1 The
depth profiles of data set 1 were already simulated
in [36] with the coverage dependent surface energies.
The functions EA(θ) and ED(θ) shown here are
modified to take into account also the data from
experimental data set 2. They differ from the one
used in [36] by a maximum of 0.04 eV for EA(θ) and
0.01 eV for ED(θ). The updated simulations of these
experimental depth profile are presented in figure 6
with the same simulation sequence as described in [36]
(the exposure to D atom lasts 4 h).

The small difference in the values of surface
energies slightly changes the simulation results but it
does not affect the comparison with the experimental
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Figure 4: Top: Evolution of cD with cm given by equation 15 for the exposure conditions of the experiment 1 [20]
(a) and 2 [21] (c). The open symbols show where cD reached the experimental values reported in table 2: it gives
the value of cm needed to obtained those values. Bottom: Evolution of EA with cm given by equation 12 for the
exposure conditions of experiment 1 [38] (b) and 2 [21] (d). The open symbols give the values of EA needed to
have the value of cm determined in (a) and (c).

depth profiles. At 450 K, the migration depth is still
reduced to about 150 nm below the surface due to a
low amount of mobile particles (low temperature and
high surface-to-bulk energy barrier). At 600 K, the
migration depth extends deeper (about 500 nm) but
the amount of mobile particles and the temperature
are insufficient to fill the damaged layer within the
4 h of exposure to D atoms. Above 800 K, D
reaches till the end of the self-damaged zone. The
D concentration around 1 µm in the simulations are
higher/equal/lower than the experimental one because
the estimated values of EA are above/equal/below in
the simulation as compared to the one determined in
figure 4.

4.3.2. Simulations of data set 2 For experimental
data set 2, the trap concentrations are taken from
the interpolation of the trap concentration used in
the simulations of pre-annealed exposure [8] reported
in figure 2. Figure 7 shows the comparison between
the experimental and the simulated D depth profile
after the D exposure. One can see that for exposure
temperature above 700 K, the depth profile is not flat
but decreases close to the surface. This is resultant
from a cool down phase in the simulation, where the
temperature decreases gradually to room temperature,
taking about 1000 s. As the D flux is shut down at
the same time as this temperature decrease starts, a
depletion of deuterium occurs near the surface.

In this exposure sequence, the exposure lasts for
3 h and the damaged layer is 2.5 µm thick. For 500 K
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Table 3: Steady-state value of Eeq
D , θeq = ceq

surf/nsurf , c
eq
m and Eeq

A for the experimental conditions considered:
Γ1

D = 5.4× 1018 Dm−2s−1,
Γ2

D = 3.5× 1019 Dm−2s−1.
The procedure to determine ceq

m is not applicable for temperature below 600 K so no value is reported (X). Values
for Eeq

A at these temperatures are taken from [8].

Eeq
D / θeq – ceq

m / Eeq
A

Γ1
D Γ2

D

450 K 0.66 eV / 0.330 – X / X –

500 K – 0.69 eV / 0.313 – X / 1.33 eV [8]

600 K 0.85 eV / 0.233 – X / 1.55 eV [8] 0.81 eV / 0.252 – X/ X

700 K – 0.92 eV / 0.197 – 3.40×10−12 at.fr. / 1.81 eV

800 K 1.06 eV / 0.093 – 2.48×10−12 at.fr. / 2.01 eV 1.02 eV / 0.132 – 9.02×10−12 at.fr. / 1.94 eV

900 K 1.09 eV / 0.028 – 1.50×10−11 at.fr. / 1.99 eV 1.08 eV / 0.059 – 1.49×10−11 at.fr. / 2.05 eV

1000 K 1.10 eV / 0.008 – 2.32×10−10 at.fr. / 1.84 eV –
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Figure 5: EA(θ) implemented in MHIMS (solid line)
and obtained from the procedure described here (open
circles and squares). Γ1

D = 5.4 × 1018 Dm−2s−1 and
Γ2

D = 3.5×1019 Dm−2s−1. The error bars on the value
of EA comes from the experimental error bar of cexp

D .

and 600 K, the D cannot migrate up to the end of the
damaged layer.

For 700 K, the concentration of D is higher (about
2 times) in the simulation as compared to the measured
D depth profile since the value of EA in the simulation
(solid line in figure 5) is below the one obtained from
the steady-state model (open circle in figure 5). This
is compensated by the fact that the migration depth
is underestimated by the simulation. The possible
discrepancy between both simulated and experimental
depth profiles could also come from the estimation of
the trap concentrations via interpolation from 600 K

and 800 K data.
For 800 K and 900 K, the difference between the

estimated EA with the steady-state model and the
evolution of EA used in MHIMS is about 0.1 eV. It
follows that the simulated D concentration is about 2
times higher than the measured one.

4.3.3. Summary of the rate equation simulations The
simulations of both experimental data sets reproduce
the experimental depth profiles rather well, especially
the permeation depth of D atoms at individual
exposure temperatures. The discrepancies have been
explained by the deviations between EA given by
the steady-state model and EA(θ) implemented in
MHIMS. As the deviations are 0.17 eV for the lowest
coverage and below 0.1 eV for the other coverages, the
simulated D concentrations are roughly the same order
of magnitude as the experimental ones. Thus, one can
conclude that the proposed coverage dependent surface
energies ED(θ) and EA(θ) are adequate when trying to
simulate low energy D atom exposures with the kinetic
surface model. This also shows the potential of the
steady-state procedure to determine, without extensive
simulations, the value of surface energies for arbitrary
experimental conditions.

4.4. Impact on the calculation of the solution energy

The solution energy ES is defined as the energy change
from placing a hydrogen atom from the H2 gas phase
into the bulk of W:

ES = EWbulkH − EWbulk
− 1

2
EH2

(19)
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Figure 6: Comparison between experimental D depth profile (solid line) and MHIMS simulations (dashed
line) using the coverage dependent surface energies. The exposure conditions are the one of experiment 1:
Γ1

D = 5.4× 1018 Dm−2s−1. (a) for exposure at 450 K and 600 K and (b) for exposure at 800 K, 900 K and 1000
K.
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Figure 7: Comparison between experimental D depth profile (solid line) and MHIMS simulations (dashed
line) using the coverage dependent surface energies. The exposure conditions are the one of experiment 2:
ΓD = 3.5× 1019 Dm−2s−1. (a) for exposure at 500 K and 600 K and (b) for exposure at 700 K, 800 K and 900
K.

where EWbulkH is the total energy of W with one H
in interstitial position, EWbulk

is the total energy of
perfect W and EH2

is the energy of the hydrogen
molecules. By definition, ES is independent of the
state of the surface. The solution energy can still
be calculated considering the full energy path for a
hydrogen atom to diffuse from the gas phase to a bulk
interstitial site. Let us define Eeff

S as in [12, 43]:

Eeff
S = EA − ED − ER (20)

From figure 8, considering the energy profile plotted
with the dotted line, Eeff

S is obviously the solution
energy ES . However, this energy profile was recently
shown to be distorted in the sub-surface region [18, 32]
resulting in the profile plotted with solid line in figure 8.
As a consequence, an off-set appears between Eeff

S and
the solution energy ES (figure 8):

ES = Eeff
S + Eoff−set

S . (21)

The sub-surface distortion (and consequently Eoff−set
S )
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depends on several factors, including the orientation
of the surface [18], and the surface coverage with
hydrogen. This dependence is shown in figure 9 for
EA(θ) and ED(θ) given in figure 1 and figure 5, where
Eeff
S is plotted versus the surface coverage θ.

In MHIMS, the sub-surface region is not

Eeff
S

Eoff−set
S

EREA

ED

Ediff

Surface Sub-surface Bulk

1
2H2

Figure 8: Idealized schematic energy diagram of H/W
interactions on the surface. The solid line represents
the energy path that can be obtained from the NEB-
DFT calculations. The dashed line correspond to the
approximated path leading to Eeff

S .

considered; it assumes that the asymmetry of the
energy wells in the sub-surface is low compared to EA
and the latter energy barrier is the limiting step for D
uptake from the surface to the bulk. As a consequence,
the model in MHIMS considers Eeff

S , which has to
be complemented by Eoff−set

S in order to meet the
experimental value of ES determined by Frauenfelder
to be 1.04±0.17 eV [44]. The highest value of Eeff

S

is 0.71 eV, it occurs at low coverage and is 0.16 eV
below the lower value of the solution energy measured
by Frauenfelder (Eoff−set

S ≈ 0.16 eV). At high coverage,

Eeff
S ≈ 0.40−0.50 eV and Eoff−set

S ≈ 0.60−0.50 eV; this
might appear large as compared to DFT results [18]
in which Eoff−set

S does not exceed 0.12 eV on well
oriented surfaces. The discrepancy could be explained
by the fact that in the present work, we model highly
damaged surfaces, which might explain a larger value
of Eoff−set

S . Also, one should note that the surface
coverage in Frauenfelder’s experiment (pH2

=600 Torr,
T = 1100− 2400 K) leads most likely to extremely low
coverages. Such low surface coverages are not reached
with the exposure conditions studied here (the highest
temperature considered is 1000 K) making a direct
comparison with Frauenfelder’s data complicated.
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Figure 9: Effective solution energy calculated as Eeff
S =

EA(θ) − ED(θ) − ER as a function of the surface
coverage. The vertical line shows the maximal value
θmax that can be obtained when considering the direct
abstraction. The horizontal line is the value measured
by Fraunefelder [44] (with the uncertainty of 0.17 eV
in grey around the horizontal line).

5. Extrapolation to various exposure
conditions

In the previous sections, coverage dependent surface
energies ED(θ) and EA(θ)were determined using
experimental data of self-damaged W exposed to D
atoms at various temperatures (from 450 K to 1000
K) and two fluxes separated by about one order of
magnitude (1018 and 1019 Dm−2s−1). Now, the steady-
state equations presented in section 2.2 are used to
calculate the hydrogen isotopes concentration on the
surface and in the bulk for various conditions up to
what is expected at the strike point in a fusion device.
The relevant temperature conditions spans from 450 K
to 1000 K and the flux range is 1018-1024 Dm−2s−1.
In order to simplify this section, we consider the case
in which the material is exposed to 0.28 eV/D. Such
an exposure regime could correspond to a detached
plasma which causes impacts by low energy D atoms
upon the W wall [45]. Changing the impact energy
would modify the value of σexc [46, 47, 48] and the
reflection of atoms [37]. Increasing the energy from
0.28 eV/D to 2 eV/D leads to a σexc increase [46]
which would decrease the equilibrium value of csurf

and thus the overall retention. Similarly, the reflection
coefficient tends to increase from 0.28 eV/D to 1 eV/D
and then stays constant up to 5 eV/D [37] which would
also decrease the value of the overall retention.

Above this energy, a significant proportion of
the incident atoms is implanted [49]. As shown by
Zaloz̆nik et al [9], even when a low amount of D enters
the material via direct implantation, the evolution of
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the retention with exposure temperature is drastically
altered. For attached plasma with energy of ions above
several tens of eV, the ion are implanted in the material
and the surface does not play anymore a significant
impact on the retention dynamics [50]. The steady-
state model can still be applied, only for the bulk
material (with equation 14 and 15). In this case,
instead of having a concentration of mobile particles
given by 11, it is proportional to the incident flux and
inversely proportional to the diffusion coefficient [51,
52].

5.1. Desorption energy ED and Surface coverage θ

First, we determine the steady-state values of ED and
θ for the considered flux and temperature ranges at
which the function ED(θ) intersects with ED given
by equation 9 (cf figure 3). The obtained values
are reported in figure 10 (a) for ED and (b) for θ.
Piazza et al [53] used a Gibb’s free energy model
to come to similar results estimating the coverage of
H on W. In their case, the thermodynamic model is
parametrized by discrete quantum states from DFT
and DFPT calculations; results yield a phase diagram
over temperature and pressure of H2 instead of whith
a flux of atoms that can be found in [54]. However, the
end results is basically identical: at low temperature
and high pressure (flux), ED is the lowest and θ reached
its maximum value. As the pressure (flux) decreases,
θ decreases and ED increases. Finally, increasing
temperature leads to a θ decrease and so to an increase
of ED.

One can see that for the small fluxes (below 1019

Dm−2s−1), a temperature of 1000 K leads to a high
value of ED and a very small coverage (θ < 10−2).
In tokamaks, at the strike point, the high incident
flux of atoms could heat the W surface up to 1000
K. Considering the highest flux, the coverage would be
around 0.2 very far from a bare W surface. In that
situation, the W surface can represent a non-negligible
source of recycled D2 molecules (recombination and
desorption) for the edge plasma. It also means a higher
concentration of mobile particles and so of trapped
particles in the bulk material.

5.2. Absorption energy EA and concentration of
mobile particles cm

Once the value of θ is determined for given exposure
conditions, the corresponding steady-state values of EA
and cm can be obtained using equations 11 and 12.
Both quantities are reported in figure 11 (a) for EA
and (b) for cm.

EA shows the same trend as ED: the highest
values of EA are obtained for the highest temperatures
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Figure 10: (a) ED at steady-state for atom
fluxes ranging from 1018 to 1024 Dm−2s−1 and for
temperatures from 450 K to 1000 K. (b) θ at steady-
state for the same flux and temperature range. Here,
θmax = 0.505. The energy of the atom is considered to
be 0.28 eV/D which means the same values of σexc and
1− Pr as the one reported in table 1.

and for the lowest fluxes.
With constant values of EA and ED, the value

of cm would follow an exponential increase with
temperature for a given flux. This increase can be
seen for the lower right corner of figure 11(b) (high
flux, low temperature) for which EA is almost constant.
In that region, the isovalue lines have a hyperbolic
shape. However, for a given flux below 1022 m−2s−1,
EA evolve significantly from 1.30-1.20 eV to 2.00 eV
which induces a more complex shape for cm that can
be seen with the isovalue lines 10−11 and 10−10 at.fr..
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Figure 11: (a) EA at steady-state for atom
fluxes ranging from 1018 to 1024 Dm−2s−1 and for
temperatures from 450 K to 1000 K. (b) cm at steady-
state for the same flux and temperature range.

5.3. Concentration of trapped particles ct,i

The value of cm being known, one can obtain the
steady-state concentration of trapped D, cD, using
equations 14 and 15. The evolution of cD for the
different exposure conditions is reported in figure 12.
For this estimation of cD, we considered the three
traps used to simulate the damaged layer of experiment
2 (1.65 eV, 1.85 eV and 2.06 eV) and we used the
evolution of trap concentrations with temperature
given in figure 2 which implements the trap annealing
in the damaged layer.

In figure 12, there is an obvious decrease of cD
with the exposure temperature for a given flux: the
detrapping process takes over the trapping process as
the dominant mechanism. The peculiar behavior of cm

could have impacted the evolution of cD but this effect
is negligible at least when looking at cD in logarithmic
scale.

One important thing to note is that for all fluxes,
exposure below or at 600 K leads to the quasi-
saturation of the damaged layer as almost all Rt,i are
equal to 1. Only the trap with the detrapping energies
of 1.65 eV might be lower than 1: it is 0.36 at 600 K
for a incident flux of 1018 Dm−2s−1.

More importantly, for fluxes higher than 1023

Dm−2s−1 (typical of strike point fluxes in tokamaks)
cD is above 10−3 at.fr. up to 1000 K. At 1000 K,
the total concentration of traps is 1.7×10−3 at.fr. (see
figure 2) which means that the damaged layer is almost
saturated. As a consequence, even in the hottest part
of the divertor, where the incident fluxes of particles
is the highest, a damaged material can have a high
pumping capacity. This means that the increase of the
flux, and the subsequent increase of cm, is sufficient
to counterbalance the increase of the temperature that
would favor the detrapping process.
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Figure 12: cD for atom fluxes going from 1018 to 1024

Dm−2s−1 and for temperature from 450 K to 1000 K.

5.4. Migration depth

In a tokamak situation where the W material is
damaged by neutrons, the thickness of the damaged
layer can extend to the full thickness of the
material [55]. In that case, it would be interesting to
know how far the deuterium atoms can migrate for a
given exposure time. To estimate this depth, we can
use an analytical model based on an approximation of
the profile of mobile particle density as a function of
depth. This model was first proposed by Schmid [56]
and was used in [8] to determine the migration depth
of D. Assuming that the concentration of trapped
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Table 4: Comparison between the migration depth
R10%
d (t) given by the MHIMS simulation and the

migration depth Rd(t) given by the analytical model
of equation 22. Γ1

D = 5.4 × 1018Dm−2s−1 and Γ2
D =

3.5× 1019 Dm−2s−1.

R10%
d (t) (µm) Rd(t) (µm)
MHIMS equation 22

Γ1
D 450 K 0.14 0.13

t = 4 h 600 K 0.45 0.43

Γ2
D 500 K 0.29 0.29

t = 3 h 600 K 0.66 0.63

700 K 1.49 1.16

deuterium is constant up to the migration depth Rd(t),
the value of Rd(t) after an exposure time t is given
by [8]:

Rd(t) =

√
2D(T )cm

cD
t (22)

This formula is applicable as soon as there is
Rt,i(cm, T ) ≈ 1 for the dominant traps present in the
materials. In that situation, the decrease of cm with
depth (see the simplified profile in [3, 8]) does not really
affect the value of cD up to Rd(t).

To validate this equation, one can compare the
results of the MHIMS simulations (figure 6 and
figure 7) and the results given by equation 22. To
make sense in this validation step, only the cases where
D atoms did not reach the end of the damaged layer
are studied, i.e. 450 K and 600 K for experiment
1 and 500 K, 600 K and 700 K for experiment 2.
In those cases, to estimate the D migration depth,
we consider the depth at which cD reaches 10%
of its maximum value in the simulated profiles in
figure 6 and figure 7. This quantity is called R10%

d (t).
The estimation of Rd(t) is calculated considering the
maximum D concentration of the simulated profile of
figure 6 and figure 7 for cD and the values of cm given
by equation 11. The comparison of R10%

d (t) and Rd(t)
is given in table 4. The highest deviation between
R10%
d (t) from the MHIMS simulations and Rd(t) given

by equation 22 is 22% for the case (Γ2
D, 700 K). For

the other cases, the deviation is below 7% making
equation 22 a good estimation of the migration depth
of D in the damaged layer. In all cases, equation 22
underestimates the value of R10%

d (t). Indeed, the
analytical model considers that cD is constant up to
the migration depth and then drops to 0 beyond this
depth. In the simulation, cD decreases more smoothly,

whereas the analytical model overestimates cD at this
depth and so underestimates Rd(t).

For the conditions (Γ2
D, 700 K), during the

exposure, the highest value of cm is ≈ 3.3 × 10−11

at.fr. leading to values of Rt,i(cm, T ) equal to 0.15,
0.83 and 0.99 for the detrapping energies 1.65 eV,
1.85 eV and 2.06 eV respectively. At half the depth
of R10%

d (t = 3h), cm is half this maximum value
which leads to values of Rt,i(cm, T ) equal to 0.08, 0.71
and 0.99 for the detrapping energy 1.65 eV, 1.85 eV
and 2.06 eV respectively. Thus, for 2 of the 3 traps
Rt,i(cm, T ) significantly drops which means that the
total concentration of cD is not entirely flat throughout
all the damaged layer. That means we are at the edge
of the assumption of the analytical model giving Rd(t)
and there is a higher deviation between R10%

d (t) from
the MHIMS simulation and Rd(t) given by equation 22
for the condition (Γ2

D, 700 K).
Considering now the evolution of cD and cm
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Figure 13: Rd(t) given by equation 22 for atom fluxes
going from 1018 to 1024 Dm−2s−1 and for temperatures
from 450 K to 1000 K with t = 10, 000 s. The shadowed
region represents the exposure conditions for which
cD ≤ 0.5

∑
i ni.

reported in figure 12(b) and figure 11 (b) respectively,
one can estimate the migration depth of D atoms
for the flux and temperature ranges considered in
this section. We consider the case t = 10, 000 s as
it is the order of magnitude of the duration of the
exposure in the experiment 1 and 2. Assuming that
plasma discharges would last 400 s in ITER, this would
correspond to 25 discharges. The evolution of Rd(t) for
the considered temperature and flux ranges is given in
figure 13. As discussed above, the estimation should
be trusted in the region where the traps are almost
saturated (Rt,i(cm, T ) ≈ 1). Thus, the region for
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which cD ≤ 0.5
∑
i ni should not be fully trusted as

it corresponds to the previous case (Γ2
D, 700 K). This

region is shadowed in figure 13.
Rd(t) increases with increasing temperature and

fluxes. This is expected as cm globally increases
with both T and ΓD. In figure 13, the isoline for
Rd(t) = 1µm and Rd(t) = 2µm are shown. Those
depths are the thickness of damaged layer induced by
irradiations with 10 MeV and 20 MeV W ions. Thus,
figure 13 gives an estimation for which conditions of
10,000 s exposure leads to the filling of the damaged
layer. For instance, for the flux of experiment 1 Γ1

D, in
which 10 MeV W ions have been used, the analytical
model of Rd(t) estimates that a 1 µm damaged layer
would be filled for temperatures above about 750 K.
For the flux of experiment 2 Γ2

D, in which 20 MeV
is the highest energy of the W ions, equation 22
estimates that the 2 µm damaged layer is filled for
temperatures above 800 K. If one considers now an
ITER case where the incident flux on the W target is
above 1023 Dm−2s−1 and the temperature is around
1000 K, a 10,000 s exposure to 0.28 eV/D leads to D
migration up to 50 µm. In [6], MHIMS simulations
shows that after 20×400 s exposure to 25 eV/D with
an incident flux of 1×1024 Dm−2s−1 at about 1000 K,
the migration depth is about 200 µm for a damaged
material (i.e. with the same three detrapping energies
as here and comparable trap concentrations). With
the same exposure conditions but with a flux of atoms
instead of a flux of implanted ions, the migration
depth given by equation 22 is about 100µm: for these
conditions, an ion flux of 25 eV/D and an atom flux
of 0.28 eV/D are equivalent in terms of retention and
migration depth.

6. Conclusion

In this paper, a method based on steady-state analysis
is used to link the surface and trapping properties
of hydrogen in W. This method can be used to
determine surface energies from bulk D concentrations
if the exposure conditions and trapping properties
(detrapping energies and concentrations) are known.

Using this method, we determine the dependence
of the desorption energy ED and the absorption energy
(the surface into the bulk) EA on hydrogen coverage.
For both energies the dependence is similar: they
increase as coverage decreases which is in agreement
with DFT calculations [17, 18].

The coverage dependent surface energies were
implemented in the code MHIMS which is used to
simulate the experiments of self-damaged W exposed
to 0.28 eV/D atoms between 450 K and 1000 K [20,
21]. The simulations show good agreement with
experiments which validates the new implementation

of coverage dependent surface energies as well as the
steady-state model used to calculate them.

Finally, the steady-state equations derived in this
paper and the coverage dependent surface energies are
used to estimate what would be the surface energies,
surface concentration, bulk D concentrations and D
migration for various exposure conditions. The flux
range considered goes from 1018 to 1024 Dm24s−1 and
the temperature range goes from 450 K to 1000 K.
This ranges are sufficient to cover cases from laboratory
experiment to tokamak conditions. As the energy
of the atoms in this work is low (0.28 eV/D), the
models/simulations herein are relevant for detached
plasma conditions, but consistent models could also be
used for ion implantation and attached plasma. The
model can be used to determine for which conditions
a damaged layer created by 10 MeV W ions (≈ 1 µm
thick) or 20 MeV W ions (≈ 2 µm thick) can be filled by
0.28 eV/D atoms. However, this model is not limited
to shallow layers with displacement damage, but can
be also used for tungsten with displacement damaged
throughout as it is expected for neutron irradiated
tungsten plasma facing materials. It can therefore be
used to estimate the fuel retention and penetration
depth in ITER relevant cases.
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Appendices

A. Justification of (∂cm∂x )x=0 ≈ 0

We consider the case where a W material is exposed to
low energy D atoms. As explained in [8], the profile of
mobile particles can be approximated with a triangular
shape (see figure 3 in [8]) up to the migration depth
∆x: cm(x = 0) = c0m and cm(x = ∆x) = 0. The
evolution of cm(x = 0) is given, in equation 4, by
the flux balance between the flux that brings mobile
particles in x = 0, φsurf→bulk, and the fluxes that drive
mobile particles away from x = 0, φbulk→bulk and φdiff .
At steady-state, there is:

φsurf→bulk − φbulk→surf − φdiff = 0 (23)

To justify that (∂cm∂t )x=0 ≈ 0, we compare both fluxes
that drives away particles from x = 0 and we consider
for that the simple triangular-shape profiles of cm:

(∂cm∂x )x=0 =
c0m
∆x . The flux balance becomes then:

−D c0m
∆x
− νbsc

0
m(1− θ) + φsurf→bulk = 0 (24)

which leads to:

−c0m
(
D

∆x
+ νbs(1− θ)

)
+ φsurf→bulk = 0. (25)

According to table 1, νbs = ν0λabs exp
(
− ER

kBT

)
and

according to [22], D ≈ ν0λ
2 exp

(
− ED

kBT

)
(with the

value of ν0 and λ in table 1). We choose ER = ED
and the order of magnitude of λ and λabs are the same
(hundreds of picometers) which means λabs ≈ λ. Thus,

c0mλν0 exp
(
−−ER

kRT

)
≈ φbulk→surf

1−θ and the balance flux in

steady-state can then simplified as:

−φbulk→surf

1− θ

(
λ

∆x
+ (1− θ)

)
+ φsurf→bulk = 0 (26)

We then have to compare λ
∆x and (1 − θ). The

maximum coverage during the low atom exposure
considered here is give by equation 10 and θmax ≈ 0.5:
we can approximate (1−θ) ≈ 1. On the other hand, the
migration depth in the considered cases is about 1µm:
λ

∆x ≈ 10−10

10−6 = 10−4 which means that λ
∆x << (1 − θ)

and the flux balance can be simplified as:

−φbulk→surf + φsurf→bulk = 0. (27)

This means that the diffusion flux φdiff can be neglected
in the steady-state equation if the migration depth is
several order of magnitude higher than the distance
between two interstitial sites when the maximum
concentration c0m is right at the surface. It is worth
noting that this assumption is not valid at the very
beginning of the exposure when the diffusion depth is
of the order of few nanometers.

B. Steady-state of ct,i with fill-dependent
detrapping energies

Considering a material in which there are several
trapping sites i for hydrogen (H). The concentration
of trapping site i is ni (m3, see table 1). In the fill-
dependent detrapping energies model, each trapping
site can contain up to li hydrogen. The concentration
of trapping sites i containing k (H) is called nki . Thus,
the total concentration of trapped hydrogen ct is:

ct =
∑
i

ct,i =
∑
i

li∑
k=1

knki (28)

The equations describing the temporal evolution of
each nki can be found in [27, 28]. Here, we present the
steady-state equation giving the total concentration of
trapped hydrogen as function of the local concentration
of mobile hydrogen (cm) and the detrapping and
trapping rate constants, respectively νi(T ) and νm(T )
(expression in table 1). Once the steady-state is
reached, one can write:

nki = Rkt,i(T, cm)ni (29)

Here, Rt,i(T, cm)k has the same meaning as the one
presented in equation 14: it gives the proportion of
trapping site i filling with k hydrogen. However, its
expression is a bit different as each filling level depend
on the lower and upper one. From the equation of the
model and the steady-state ratio nki /n

k−1
i , nki /n

0
i and

nlii /n
k
i presented in [28], one get the equations 30, 31

and 32 for Rkt,i.
In its standard version (equation 14), Rt,i

increases when trapping becomes predominant over
detrapping which is characterized by the presence

of νi(T )
νm(T )cm

in the denominator. In the contrary,

the inverse fraction, νm(T )cm
νi(T ) would characterizes the

predominance of detrapping over trapping. In the fill-
level dependent detrapping energies, what increases
the amount of particles trapped in each level k is the
trapping in filling level bellow it and the detrapping
from level above it: in the denominator of Rkt,i(T, cm),

there are
νq(T )

νm(T )cm
for all levels q < k and νm(T )cm

νq(T ) for

all levels q > k. As they have to be stacked from level
q to k, they are multiply which explains the products
in the formula of Rkt,i(T, cm).

As for the standard model, using the formula
of Rkt,i(T, cm), one can obtain the concentration
of trapped particle for a given temperature and
concentration of mobile particles as:

ct =
∑
i

(
li∑
k=1

kRkt,i(T, cm)

)
ni (33)

The method described in 2.2 can then be applied
exactly in the same way as with the standard model.
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k = 0, Rkt,i(T, cm) =
1

1 +
∑li
q=1

(νm(T )cm)q

Πq
j=1νj(T )

(30)

1 ≤ k < li, R
k
t,i(T, cm) =

1

1 +
∑k−1
q=0

Πk
j=q+1νj(T )

(νm(T )cm)k−q +
∑li
q=k+1

(νm(T )cm)q−k

Πq
j=k+1νj(T )

(31)

k = li, R
k
t,i(T, cm) =

1

1 +
∑li−1
q=0

Π
li−q

j=q+1νj(T )

(νm(T )cm)li−q

. (32)

C. Detail of the experimental data set used

C.1. Data from set 1

In the experiment from which this set is taken, W
samples are simultaneously exposed to 0.28 eV/D
atoms and to 10.8 MeV W ions at temperatures of
450 K, 600 K, 800 K, 900 K and 1000 K. With such W
energy, the displacement-damaged layer extends from
the surface to a depth of 1.0 - 1.5 µm. The atom flux
is Γ1

D = 5.4 × 1018 Dm−2s−1, the exposure time is 4
hours and the damage dose is calculated to be 0.47
dpaKP (more details can be found in [20]). After this
first exposure to D atoms, the D depth profiles are
measured with nuclear reaction analysis (NRA). These
depth profiles are used for the steady-state analysis. In
this experiment, there is a few minutes delay between
the end of the D exposure and the cooling to room
temperature, meaning the sample temperature starts
to fall before the D atom flux is turned off. In our
previous simulations work [36], it has been shown
that this delay affects the D concentration in the first
hundreds of nanometers for exposure temperatures of
800 K, 900 K and 1000 K. Thus, for the mentioned
exposure temperatures, the steady-state experimental
D concentration cexp

D are defined at a depth of 1µm.
For the steady-state analysis and for the MHIMS

simulations, we need relevant trapping parameters
to describe the trapping sites created by the W
implantation, which have been already obtained in [36]:
the damaged layer is simulated with 2 traps with
detrapping energies of 1.83 eV and 2.10 eV.

C.2. Data from set 2

In [21], two experiments are presented with different
W damaging procedure and D exposures. Both
experiments meant to investigate the effect of
temperature on D retention in the displacement-
damage layer.

The point of the first one is to check the effect
of temperature on D retention during the D exposure
and is thus called in [21] exposure. There, W samples
are first damaged at room temperature by W ions at
energies of 20, 8, 4 and 2 MeV in order to obtain a

homogeneous damage profile of 0.45 dpaKP down to 2.5
µm. The damaged samples are then exposed to 0.28
eV/D atom at temperatures of 500 K, 600 K, 700 K,
800 K and 900 K with an atom flux of Γ2

D = 3.5× 1019

Dm−2s−1. The three hour exposure with the used D
flux yields a D fluence of 3.8×1023 Dm−2. After the D
atom exposure, the NRA D depth profile is measured.
The distribution of D is homogeneous in the damaged
layer up to 2 µm when the exposure temperature is
above 700 K. For the steady-state analysis, we thus
use the value of cexp

D 2µm below the surface. For
temperatures of 500 K and 600 K, an exposure of 3 h
is not enough to saturate all the damaged layer. Thus,
we use maximal measured deuterium concentration
in the damaged layer for the steady-state analysis as
the concentration of D is locally at steady-state close
enough to the surface. The values of D concentrations
for the experimental set 2 are reported in table 2.

The purpose of the second experiments presented
in [21] is to investigate the effect of pre-annealing of the
damaged layer before the D exposure. It is thus called
in [21] pre-annealing. In this experiment, W samples
are damaged at room temperature by 20 MeV W ions
up do a dose of 0.25 dpa. With such an energy, the dpa
profile is peaked around 1.5 µm and extends up to 2.5
µm [21, 58]. The samples are then annealed for 1 h at a
temperature of 600 K, 800 K, 1000 K and 1200 K (one
sample is left un-annealed). The annealing is followed
by exposure to 0.28 eV/D atoms with a flux of 2.6×1019

Dm−2s−1 at 500 K for 144 h. The D depth profile is
measured with NRA after the D atom exposure. More
detail on the results of this pre-annealing experiment
can be found in [58].

It has been shown by Ogordnikova et al [59] that
the deuterium retention in self-damaged W saturates
at higher damage level. The tungsten fluence stated
in [59] for such a saturation converts to 0.1 dpaKP.
This statement, combined with the experimental fact
that the D maximum concentration measured in
exposure and pre-annealing experiments is the same
when the exposure temperature is 500 K, makes use
think that the trap types and trap concentrations
produced in both W irradiation sequences are the
same. In this study, we are using the data from
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exposure to determine the evolution of the coverage
dependent energies. However, we need relevant
trapping parameters to do so. In a previous studies [8],
we determined the trapping parameters for the pre-
annealing experiments: the damaged layer can be
simulated with 3 traps with detrapping energies of 1.65
eV, 1.85 eV and 2.06 eV and the concentration of each
trap varies with the annealing temperature. As the
amount and nature of traps created by both damaging
sequence are similar, at least for exposure at 500 K,
one can use these trapping parameters for the exposure
at 500 K of the exposure experiments. For the other
exposure temperatures in the exposure experiments,
we consider that the amount of traps after exposing
to D at a temperature T is similar to the amount
of traps after annealing at this temperature. It is a
simplification that help us to use the concentration of
traps obtained from the simulations of pre-annealing
experiments to simulate the damaged layer of exposure
experiments. Thus, for exposure temperatures of
600 K and 800 K, we use the concentration of traps
determined in [8] and for exposure temperatures of 700
K and 900 K, we interpolate the trap concentrations
obtained for 500 K, 600 K, 800 K and 1000 K using
python SCIPY package [39].
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