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Nanofluidic systems show great promises for applications in energy conversion, where their per-
formance can be enhanced by nanoscale liquid-solid slip. However, efficiency is also controlled by
surface charge, which is known to reduce slip. Combining molecular dynamics simulations and
analytical developments, we show the dramatic impact of surface charge distribution on the slip-
charge coupling. Homogeneously charged graphene exhibits a very favorable slip-charge relation
(rationalized with a new theoretical model correcting some weaknesses of the existing ones), leading
to giant electrokinetic energy conversion. In contrast, slip is strongly affected on heterogeneously
charged surfaces, due to the viscous drag induced by counter-ions trapped on the surface. In that
case slip should depend on the detailed physical chemistry of the interface controlling the fraction
of bound ions. Our numerical results and theoretical models provide new fundamental insight on
the molecular mechanisms of liquid-solid slip, and practical guidelines for searching new functional
interfaces with optimal energy conversion properties, e.g. for blue energy or waste heat harvesting.

Introduction– The development of sustainable alter-
native energies is one of the greatest challenges faced by
our society, and nanofluidic systems could contribute sig-
nificantly in that field [1–5]. For instance, membranes
with nanoscale porosity could be used to harvest energy
from the salinity difference between sea and river water
[6–8] or from waste heat [9, 10]. Energy conversion in
nanofluidic systems originates at liquid-solid interfaces,
where the properties of the liquid differ from their bulk
value [11, 12]. In particular, in aqueous electrolytes, the
so-called electrokinetic (EK) effects –coupling different
types of applied forcing and induced flux– are controlled
by hydrodynamics and electrostatics in the electrical dou-
ble layer (EDL), a nanometric charged layer of liquid in
contact with charged walls [13–15]. Consequently, the
EK response of an interface is largely controlled by the
wall surface charge [16]. Yet, nanoscale liquid-solid slip
[17, 18] can amplify EK effects [19–27]. Slip is quantified
through the Navier boundary condition (BC), balancing
the viscous shear stress at the wall, η ∂zv|z=zw (with η the
viscosity and ∂zv|z=zw the shear rate at the wall), and a
liquid-solid friction stress, λ vs (with vs the slip velocity
and λ the fluid friction coefficient) [28, 29]. The Navier
BC is usually rewritten as: vs = b ∂zv|z=zw , defining the
so-called slip length b = η/λ [17].

In the presence of slip, the EK response is amplified
by a factor 1 + b/L, where L is the thickness of the in-
terfacial layer (e.g., the Debye length λD for the EDL)
[12, 22, 30, 31]. For optimal performance, it is therefore
critical to use surfaces with both a large surface charge
and a large slip length. With that regard, it has been
shown that the slip length decreases when surface charge
increases [32–35], which impacts the EK energy conver-
sion efficiency [36]. The slip-charge coupling has been

investigated both theoretically and experimentally over
the recent years [37–43]; in particular, a theoretical de-
scription has been proposed [32] for model surfaces with
a homogeneous charge, which can arise from the polariza-
tion of a conductive surface, analogous to e.g. the charg-
ing of amorphous carbon electrodes in supercapacitors
[44–47]. However, for most surfaces, charge arises from
the dissociation of surface groups or specific adsorption
of charged species, resulting in a spatially heterogeneous
charge. Both experiments and simulations have shown
that lateral heterogeneity of surface charge can have a
strong impact on the interfacial water structure [48, 49],
and in general, it is not clear that the existing theoreti-
cal description of slip-charge coupling [32] is suitable to
describe heterogeneous surfaces.

In that context, we used molecular dynamics (MD)
simulations to investigate the impact of surface charge
distribution on liquid-solid slip, with the goal to under-
stand and optimize the slip-charge dependency. To that
aim we considered a model interface between aqueous
sodium chloride and charged graphene. We observed a
dramatic impact of the surface charge distribution, which
we rationalized through analytical modeling. We then
explored the consequences of charge distribution on slip-
enhanced EK energy conversion, and predicted a giant
performance of polarized graphene.

Systems and methods– We conducted MD simula-
tions with the LAMMPS package [50] to investigate the
change of slip length as function of both the surface
charge density and its distribution. Here we present the
main features of the simulation setup; technical details
can be found in the supplemental material (SM) [51].
We considered an aqueous NaCl solution confined be-
tween two parallel graphene sheets. Previous MD work
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FIG. 1. Two surface charge distributions were considered in
this work: (a) homogeneous charge, with all surface atoms
baring the same partial charge (“polarized wall”); (b) hetero-
geneous charge, with a fraction of surface atoms baring an
elementary charge.

[32, 33, 52] has shown that the slip-charge coupling was
not significantly affected by the salt concentration, and
here we used a constant concentration ρs ∼ 1.3 M in all
configurations, unless specified. The corresponding De-
bye length λD was ca. 0.26 nm. The distance between the
graphene sheets was ∼ 10 times larger than λD, so that
the EDLs of both walls were well separated. We used
periodic boundary conditions in the x and y directions
parallel to the sheets, with a lateral box size of ca. 3.5 nm.
We simulated both homogeneously and heterogeneously
charged graphene walls, with surface charge density Σ
from -0.06 to 0 C/m2 (see Fig. 1). We also considered
surfaces with a positive charge, and obtained identical
results for homogeneous charge, but different results for
heterogeneous charge, as discussed later. On homoge-
neously charged (“polarized”) walls with a surface area
of A, each atom on a wall was charged by q/N , where
q = Σ × A is the total charge and N is the total num-
ber of carbon atoms on the wall. The maximum charge
per atom, obtained for |Σ| = 0.06 mC/m2, was ∼ 0.01e.
We checked using density functional based tight bind-
ing (DFTB) [53] simulations that the graphene structure
was barely modified by such a charge [51]. On heteroge-
neously charged walls with the same area and charge den-
sity, n = q/e random selected carbon atoms were charged
by an elementary charge e.

We used the TIP4P/2005 force field [54] for water.
Ions were simulated with the scaled-ionic-charge model
by Kann and Skinner [55], using a scaling factor of 0.85.
For consistency, the charge of wall atoms were rescaled
with the same factor as for the ions [56] in the simula-
tion. Nevertheless, we used the unscaled charge for the
later calculation of surface charge density. Water and
carbon interacted through a recently proposed force field
calibrated from high-level quantum calculations of water
adsorption on graphene [57]. The systems were main-
tained at T = 298 K and p = 1 atm. A Couette flow
was generated in the liquid by moving the walls with a
constant speed of |Vx| in opposite directions along the x
axis (|Vx| = 10−50 m/s). We employed the same method
discussed in Ref. 58 to compute the slip length [51].
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FIG. 2. (a) Slip length b versus surface charge density |Σ|:
simulation results for homogeneously (green circles) and het-
erogeneously (brown squares) charged graphene, and for a
generic hydrophobic wall with homogeneous charge (blue di-
amonds, taken from Ref. 33); Green and blue lines are fits
with Eq. (1), and the brown line is a fit with Eq. (2). (b) Slip
length on homogeneously charged surfaces normalized by the
uncharged value, b/b0, as a function of the dimensionless pa-
rameter x in Eq. (1); simulation results for graphene (green
circles) and graphene-like surfaces, either with different wet-
tability (pink triangles) or strained graphene (blue squares);
all results are fitted with Eq. (1), using a single value of
α = 0.165.

Results and discussion– Figure 2(a) shows the evolu-
tion of b as a function of the surface charge density |Σ|, for
homogeneously and heterogeneously charged graphene
walls. For comparison, results from Ref. 33 obtained
with a generic hydrophobic surface are also shown. Con-
sistently with previous MD results on graphitic surfaces
[59, 60], the slip length on uncharged graphene is very
large, ca. 45 nm. Upon charging the surface, the slip
length decreases, but the effect of surface charge density
on slip is dramatically different between the homogeneous
and the heterogeneous walls. On polarized graphene, as
|Σ| increases from 0 to 0.06 C/m2, b gradually decreases
from 45 to 30 nm. On heterogeneously charged graphene,
b decays much faster, down by more than a factor of 2
for only 0.015 C/m2. Finally, comparing the two homo-
geneous walls, graphene comes out as a more interest-
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ing surface than the hydrophobic surface considered in
Ref. 33, combining both a larger slip length on the un-
charged wall, and a weaker charge dependency.

In order to rationalize the MD results, and identify cri-
teria for optimal slip-charge dependency, we developed
two models to describe the homogeneous and heteroge-
neous cases. For a homogeneous surface charge, we recon-
sidered a calculation presented in Ref. 32, as detailed in
the SM [51]. This calculation is based on a Green-Kubo
expression for the liquid-solid friction coefficient λ (re-
lated to the slip length through the viscosity: b = η/λ).
The Green-Kubo formula relates λ to the fluctuations of
the friction force at equilibrium. By separating the elec-
trostatic and the non-electrostatic contributions to the
friction force, one can show that:

b =
b0

(1 + αx)
2 ,with

x =

(
3πσ`b0
σ2

s

)1/2 (
` iB
σs

)(
Σσ2

s

e

)2

, (1)

where b0 is the slip length on the neutral surface, α a
numerical prefactor, σ` the effective hydrodynamic di-
ameter of liquid particles, σs the wall interatomic dis-
tance, and ` iB = e2/(4πε idkBT ) the Bjerrum length of
the interface (with ε id the dielectric permittivity of the
interface). Note that α encompasses the unknown ratio
between the corrugation of the tangential electric force
and the characteristic normal electric field, which should
in particular depends on the crystallographic structure of
the wall. As discussed in Ref. 33, because friction arises
mainly from interactions between the first liquid adsorp-
tion layer and the solid surface, the dielectric permittivity
and corresponding Bjerrum length ` iB in Eq. (1) should
be those of the vacuum gap separating these two layers:
` iB = ` 0

B ≈ 55.8 nm at room temperature.
To fit the MD results for homogeneous charge with

Eq. (1), σ` was obtained from the Stokes-Einstein rela-
tion between TIP4P/2005 water self-diffusion and vis-
cosity, characterized in Ref. [61]: σ` = kBT/(3πηD) =
0.214 nm; σs was set to 0.142 nm for graphene, and
0.337 nm for the generic surface. The only free parame-
ters were therefore b0 and α. Equation (1) fits the MD
results very well, using b0 = 45.1 nm and α = 0.165 for
graphene, and b0 = 5.48 nm and α = 0.270 for the generic
surface.

In particular, the model shows that the relevant char-
acteristics of the wall controlling the slip-charge depen-
dency are the uncharged slip length (the higher b0 is,
the faster b decreases with Σ) and the wall interatomic
distance (the larger σs is, the faster b decreases with
Σ). For instance, graphene, having a larger uncharged
slip length, should display a stronger slip-charge depen-
dency than the LJ wall, but it benefits from a smaller
interatomic distance that overcompensates the effect of
the uncharged slip length. Therefore, the behavior of

graphene, which combines a large uncharged slip length
and a weak slip-charge dependency, can be traced back to
the unusually small interatomic distance, and should for
that reason be quite unique. Nevertheless, Eq. (1) can
still be used as a guideline to search for other surfaces
with potentially favorable properties.

With that regard, note that Eq. (1) differs in several
aspects from a similar equation introduced previously,
Eq. (12) in Ref. 32. First, this new expression does not
rely on the assumption that the electric friction is small
as compared to the non-electric friction. Even in the low
surface charge limit, the prefactor in front of Σ2 scales dif-

ferently with the uncharged slip length b0: b
1/2
0 here ver-

sus b10 in the previous formula. Additionally, the present
formula now clarifies how the slip length depends on the
liquid and solid atomic sizes. To test Eq. (1) further
and in particular the predicted impact of b0 and σs, we
considered graphene-like surfaces where we varied inde-
pendently these two parameters. First, we varied the LJ
interaction energy between carbon and water atoms with-
out changing the wall structure, in order to change b0 for
a constant σs. Second, we considered artificially strained
graphene walls, i.e. we changed the inter-atomic distance
σs while keeping the same water-carbon interaction en-
ergy as for graphene (here b0 was also affected by the
strain). When doing so we also changed the number of
wall unit cells in order to keep the surface (and surface
charge density Σ) approximately constant, and always
recomputed the exact value of Σ [51]. Figure 2(b) com-
pares the predictions of the model and the simulation re-
sults, which match quite well and validate the new model
(details and a comparison with the previous formula are
given in the SM).

We now turn to the heterogeneously charged sur-
faces. In that case, counter-ions can strongly bind to the
charged sites. In general, the fraction of bound counter-
ions should depend on the details of the surface physi-
cal chemistry and ion distribution in the EDL. However,
in the specific case of the negatively charged graphene
surfaces considered in this work, all counter-ions were
bound to a charged site, and remained trapped during
the whole simulation (we checked that this remained true
for a lower salt concentration of ∼ 0.13 M). In that case
one can consider that the bound counter-ions belong to
the solid surface and effectively cancel the surface charge.
Consequently, we can estimate the slip length as that of
a neutral liquid in contact with a neutral wall, build from
the charged wall and the bound counter-ions. The latter
protrude over the otherwise smooth surface and generate
a Stokes drag, which can be described following a sim-
ilar derivation used to predict the slip of a liquid over
a surfactant layer [52]. As detailed in the SM [51], for
monovalent ions one can show that:

b =
b0

1 + 3πσhb0(|Σ|/e) , (2)
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FIG. 3. Zeta potential, quantifying the electrokinetic response
of the interface, versus surface charge density for homoge-
neously charged graphene; The line represents the theoretical
prediction for the slip contribution |ζslip|; symbols represent
measurements through streaming current simulations.

where b0 is the slip length on the uncharged surface, and
σh the effective hydrodynamic diameter of the counteri-
ons, controlling their individual viscous drag.

Equation (2) fits the numerical results very well, using
b0 = 45.1 nm as for the homogeneously charged graphene,
and σh = 0.261 nm. The fitted effective hydrodynamic
diameter σh of the counter-ions is quite reasonable, with
a value close to the Van der Waals diameter of the ions.
Furthermore, we show in the SM [51] that Eq. (2) also
describes consistently modified graphene with different
wettability or interatomic distance.

However, in general, not all counter-ions will bind to
the wall. In that case, the slip length will not be directly
connected to the surface charge, and will be controlled
the fraction of bound ions. Through this fraction, the
slip length should therefore depend on the specific phys-
ical and chemical features of the interface, in contrast
with the homogeneous charge case, where only a few well
controlled parameters influence slip. As a striking illus-
tration, we simulated heterogeneously charged graphene
with a positive charge, see the SM [51]; in that case, Cl−

counter-ions did not bind to the charged sites, consis-
tently with a previous observation on a similar system
by Qiao and Aluru [62], and resulting in a different slip-
charge relation.

We now would like to explore the impact of the slip-
charge relation on the energy conversion performance
of nanofluidic systems. To that aim, we will focus
on electro-mechanical energy conversion at charged sur-
faces, considering the two reciprocal EK effects of electro-
osmotic flows and streaming current [13, 14]. Experi-
mentally, the amplitude of EK effects is quantified by
the so-called zeta potential –denoted ζ, extracted from
macroscopic measurements of the EK response using the
Helmholtz-Smoluchowski (HS) equation [15, 16], which
relates the applied forcing and the resulting flux: for
electro-osmosis, veo = − εdζη Ex (with Ex the applied elec-
tric field, veo the resulting electro-osmotic velocity, εd

the dielectric permittivity of the liquid), and for stream-

ing current, je = − εdζη (−∇p) (with −∇p the applied

pressure gradient, and je the resulting electrical current).
According to this experimental definition, ζ is a macro-
scopic response coefficient, arising from the coupling of
electrostatics and hydrodynamics in the EDL. As such,
it has been shown theoretically and experimentally that
the zeta potential can be amplified by liquid-solid slip
[19, 20, 30, 31, 63, 64], and writes [32]:

ζ = V0

(
1 +

b

λeff
D

)
= V0 +

Σb

εd
, (3)

with V0 the surface potential, and where λeff
D =

−V0/∂zV |z=zwall
characterizes the thickness of the EDL.

The second expression for ζ shows that liquid-solid slip
simply adds a contribution ζslip = Σb/εd to the surface
potential, which only depends on Σ, b, and εd.

For polarized graphene, using Eq. (1) to express b,
|ζslip| is predicted to go through a maximum of ∼
2000 mV, for |Σ| ∼ 0.06 C/m2 (corresponding to a charge
per atom of ∼ 0.01e, comparable with charges in the
amorphous carbon electrodes of supercapacitors [44–47]),
see Fig. 3 and the SM [51]. This value exceeds by far
usual zeta potentials, which typically saturate around
4kBT/e ∼ 100 mV. To confirm the prediction of the
model, we performed explicit streaming current simula-
tions [51]: we applied a pressure gradient to the liquid,
measured the resulting electrical current, and computed
the zeta potential using the HS equation. The computed
zeta potential indeed matches the theoretical prediction,
see Fig. 3. Consequently, polarized graphene appears as
an ideal system to evidence experimentally the zeta po-
tential amplification by liquid-solid slip.

For heterogeneously charged graphene with Σ < 0,
all counter-ions being trapped at the wall, there is no
net charge in the liquid, so that the zeta potential must
vanish. We performed direct streaming current simu-
lations for Σ = −0.03 C/m2 to confirm that prediction
and indeed measured a vanishing value within error bars,
ζ = −3.9± 6.8 mV.

Of course this result is specific to the systems simu-
lated here. For instance, as shown previously [62], sim-
ply reversing the surface charge changes the counter-ion
adsorption behavior, and consequently the zeta poten-
tial. In general, when only a fraction of the counter-ions
are trapped [52, 65], the zeta potential does not vanish,
and it depends on the fraction of bound ions, both di-
rectly through the resulting effective surface charge and
indirectly through the impact of ion binding on slip.

Conclusion– Using molecular dynamics simulations
and analytical developments, we investigated the im-
pact of surface charge distribution on liquid-solid slip.
We focused on model interfaces between aqueous NaCl
and graphene. We found a large contrast between sur-
faces with a homogeneous charge, representative of po-
larized conductive surfaces, and surfaces with a het-
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erogeneous charge, typically arising from the dissocia-
tion of surface groups. On polarized graphene, the slip
length is very large and weakly affected by surface charge.
Our model rationalizes this exceptional performance and
traces it back to the unusually small interatomic distance
of graphene. Note that homogeneously charged graphene
was modeled with localized charges, while real polar-
ized graphene features delocalized and mobile charges
[66, 67]. In future work, ab initio molecular dynamics
[68–71] could help to explore the role of electronic screen-
ing effects and image charges on liquid-solid friction, for
graphene and more generally for metallic walls [72–74].
On heterogeneously charged graphene with a negative
surface charge, Na+ counter-ions bind to the charged
sites and induce a viscous drag, which strongly decreases
the slip length. In contrast, for a positive charge, Cl−

counter-ions do not bind and the slip length decreases
less with surface charge. Overall, for a heterogeneous sur-
face charge, slip should be affected by the specific details
of the ion binding equilibrium, and not be directly con-
trolled by the surface charge, making the development
of a generic model for slip-charge coupling particularly
challenging.

We also predict a giant EK energy conversion on polar-
ized graphene, due to favorable slip-charge dependency.
On heterogeneous surfaces, we predict that the EK re-
sponse should be specific to the physical chemistry of
the interface, both directly through the effective surface
charge resulting from counter-ion binding, and indirectly
through the impact of bound ions on slip. We hope the
simulation results and the models developed to rational-
ize them will help in the search for functional interfaces
with optimal EK response. In particular, our results pro-
vide a fundamental framework for a future extensive in-
vestigation of the complex coupling between ion binding,
slip and EK response on a variety of realistic surfaces.

The authors thank Cecilia Herrero, Céline Merlet,
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I. SYSTEMS AND METHODS

We computed the slip length and the zeta potential of aqueous electrolyte solutions on

graphene surfaces using molecular dynamics (MD). All simulations were performed with the

∗ These authors contributed equally to this work.
† laurent.joly@univ-lyon1.fr
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FIG. S1. (a) Snapshot of a typical simulation setup. (b) Top view of the homogeneously charged

graphene surface, where all atoms bare a fraction of elementary charge. (c) Top view of the

heterogeneously charged graphene surface, where a fraction of atoms bare an elementary charge.

LAMMPS package [S1]. We used Moltemplate [S2] and the VMD [S3] plugin TopoTools [S4]

to prepare the initial configurations. The visualization was also realized using VMD [S3].

The system consisted of an aqueous NaCl solution confined between two graphene walls,

see Fig. S1. The salt concentration was set to ρs ∼ 1.3 M for all simulations, unless specified.

Surface charge densities Σ ranged from -0.06 C/m2 to 0 C/m2. We also considered positive

surface charges, but we didn’t observe a significant impact of the sign of the charge on the

slip length.

Unless specified, we considered graphene walls using the experimental structure, with

an interatomic distance σs = 0.142 nm. Each wall was ∼ 3.4 nm in length and ∼ 3.2 nm

in width. Note that to test our theoretical description of the slip-charge coupling, we also

considered strained graphene, with a modified σs. Strained graphene walls can have a slightly

different size to address the requirements of periodic boundary conditions in the lateral x

and y directions (more details below). The typical equilibrium distance between these walls

was ∼ 3 nm, more than 11 times the Debye length λD (λD ≈ 0.26 nm for TIP4P/2005 water

at room temperature and ρs ∼ 1.3 M). The typical number of water molecules was ∼ 1000.

We used the TIP4P/2005 force field for water [S5] and the scaled-ionic-charge model

by Kann and Skinner [S6] for ions. As discussed in our previous study [S7], these force

fields were found to give good agreement with experimental water diffusion trends and

other properties including solution density, radial distribution functions, and ion diffusion
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coefficients. In this model, a charge of ±0.85 e was used for Na and Cl ions, with e being the

elementary charge. Accordingly, each atom on a homogeneously charged wall was charged

by 0.85 q/N , where q = Σ×A with A being the surface area, and N is the total number of

carbon atoms on the wall. On heterogeneously charged walls with the same surface area and

charge density, n = q/e random selected carbon atoms were charged by a scaled elementary

charge 0.85 e. Note that the same treatment has also been used in previous studies on

rutile surfaces [S8]. For water-carbon interactions, we took the Lennard-Jones interaction

parameters from Ref. [S9], with σCO = 0.3157 nm, εCO = 0.5 kJ/mol, σCH = 0.2726 nm

and εCH = 0.25 kJ/mol. Finally, carbon-ion interactions were computed consistently with

Lorentz-Berthelot mixing rules. In all simulations, we used a cutoff radius of 0.85 nm for both

Lennard-Jones interactions and real-space Coulomb interactions. Long-range Coulombic

interactions were computed using the particle-particle particle-mesh (PPPM) method, and

water molecules were held rigid using the SHAKE algorithm.

A. Slip length

We generated a Couette flow to characterize liquid-solid slip. The electrolyte solution

was always maintained at a constant temperature of 298 K using a Nosé-Hoover thermostat,

applied only on the degrees of freedom perpendicular to the flow, i.e., in the y and z direc-

tions. The wall at the bottom of the simulation box was kept at z = 0, while the top one

moved as a piston during the first 3 ns. During this period, a pressure of 1 atmosphere was

applied homogeneously on the top wall in the z direction, and its motion in the x and y

directions was prohibited. After that, the top wall was fixed at its equilibrium position and

we ensured systematically that in this stage the bulk solution density always reached the

theoretical value under 1 atmosphere. We then moved the walls with a constant speed of

|Vx| in opposite directions along the x axis (|Vx| = 10− 50 m/s). A Couette flow was then

generated. After a relaxation time of 2 ns, the production period was held for at least 5 ns

for each simulation.

Liquid-solid slip is usually described using the partial slip boundary condition [S10],

vs = b ∂zv (with vs the slip velocity, ∂zv the shear rate at the wall, and b the slip length),

which was initially written in terms of stress balance by Navier [S11, S12]: at the interface,

the viscous shear stress in the liquid, η ∂zv (with η the shear viscosity), is equal to an

4



FIG. S2. Illustration of a velocity profile obtained in the simulation and the corresponding liquid

density profile. The hydrodynamic wall position (HWP) was determined as the Gibbs dividing

plane (GDP). The hydrodynamic height h was computed using the definition of GDP.

interfacial friction stress proportional to the slip velocity: τw = λ vs (with λ the liquid-solid

friction coefficient). Accordingly, the slip length and the friction coefficient are inversely

proportional for a fluid with a given viscosity: b = η/λ.

Figure S2 illustrates how we computed the slip length. In a Couette flow, vs can be

obtained as the difference between the imposed wall velocity vwall and the extrapolated bulk

velocity at the hydrodynamic wall position (HWP), i.e., vs = vwall − vHWP. In Ref. S13, the

authors have shown that the hydrodynamic wall position identifies with the Gibbs dividing

plane (GDP), corresponding to a partitioning of space between a region filled with a ho-

mogeneous liquid and another one without any liquid. We computed the extrapolated bulk

velocity at the hydrodynamic wall position as vHWP = γ̇ (h/2), with γ̇ being the bulk shear

rate, which is equal to the slope of linear fit of the bulk velocity profile, and h being the

hydrodynamic height. According to the definition of the Gibbs dividing plane:

h =
N

nbulkA
, (S1)

where N is the number of liquid particles, and nbulk is the bulk liquid number density.

The friction coefficient λ can then be computed as the ratio between the interfacial friction

stress τw and the slip velocity vs. Because shear stress is homogeneous along the liquid slab,
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the bulk viscosity η can be obtained as the ratio between τw and the bulk shear rate γ̇.

Finally, the slip length b is obtained as the ratio between η and λ. At least four independent

simulations were run for each configuration with different wall velocities. All the results

shown in the main text (including the slip length b and the ζ potential) were obtained by

averaging the results which belonged to the linear response regime. The error bars were

given as the statistical error within 95% of confidence level.

B. Zeta potential

To compute the zeta potential, we used a streaming current approach [S14, S15]. In the

same systems presented above, we applied an external force fi on liquid particles in the x

direction while keeping the walls immobile, which generates a Poiseuille flow. The pressure

gradient −∇p = fV corresponding to this particle force can be computed as fV = fiN/V

where N is the total number of liquid particles and V is the slit volume. The electric current

density je was recorded in the simulations, and can be related to the pressure gradient

through the Helmholtz–Smoluchowski equation:

je = −εdζ

η
(−∇p) , (S2)

with εd and η the bulk dielectric permittivity and viscosity of the liquid, respectively. The

linear fit of je against ∇p gives likewise the ζ potential, using the bulk values of εd and η

for TIP4P/2005 water.

C. Artificial graphene-like surfaces

As discussed in the main text and mentioned above, we artificially modified the structure

of graphene to test our model, Eq. (1) in the main text. First, we varied the LJ interaction

energy between carbon and water atoms. This changed the value of b0 while the carbon-

carbon distance σs was preserved. Second, we varied the distance σs from 0.119 to 0.200 nm

while keeping all the parameters in the force field unchanged. The neutral slip length b0 was

accordingly affected since the wall corrugation had been modified. Due to the requirement

of periodic boundary conditions, the lateral lengths of the wall in the x and y directions had

to be adjusted, while the surface area was kept roughly constant by changing the number of
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TABLE I. Simulation parameters for the graphene-like surfaces.

εCO (kJ/mol) εCH (kJ/mol) σs (nm)

Real graphene 0.5 0.25 0.142

LJ interaction modified 1 0.22 0.11 0.142

LJ interaction modified 2 0.41 0.20 0.142

LJ interaction modified 3 0.58 0.28 0.142

LJ interaction modified 4 0.87 0.43 0.142

C-C distance modified 1 0.5 0.25 0.119

C-C distance modified 2 0.5 0.25 0.168

C-C distance modified 3 0.5 0.25 0.200

unit cells along the x and y directions. All the modified parameters in this part are presented

in table I.

II. THEORY

Here we derive the expressions for the slip length and zeta potential on homogeneously

and heterogeneously charged surfaces.

A. Homogeneous charge

We first consider the case of a homogeneous surface charge, resulting e.g. from the

polarization of a conductive surface. In that case the charge is evenly distributed between

all atoms at the wall surface. We will then reconsider the calculation presented in Ref. S14,

with some differences, which we will discuss at the end.

1. Slip length

As discussed in Sec. I A, the slip length b can be expressed as the ratio between the bulk

viscosity η and the interfacial friction coefficient λ: b = η/λ. The friction coefficient can

be obtained from a Green-Kubo formula, i.e. as the time-integral of the autocorrelation

7



function of the fluctuating friction force F (t) at equilibrium [S16, S17]:

λ =
1

AkBT

∫ ∞

0

〈F (t)F (0)〉dt, (S3)

with A the interface area, kB the Boltzmann constant, and T the temperature. Equation (S3)

can be rewritten:

λ =
〈F 2〉
A
× τF

kBT
, (S4)

where 〈F 2〉 is the variance of the friction force, and τF the force decorrelation time defined

as τF =
∫∞

0
〈F (t)F (0)〉/〈F 2〉dt. The latter can be estimated as the diffusive time of liquid

molecules over the characteristic spatial period of the wall corrugation σs, on the order of

the wall interatomic distance: τF = σ2
s /D, with D the liquid self-diffusion coefficient [S10].

The latter can be expressed with an effective Stokes-Einstein law: D = kBT/(3πησ`), with

σ` the effective hydrodynamic diameter of liquid particles. Overall τF can then be estimated

as:

τF =
3πησ`σ

2
s

kBT
. (S5)

Following Ref. S14, we then separate the electric contribution to the friction force (due

to partial charges on wall atoms) from the other contributions. In the simulations, the non-

electric contribution arises from Lennard-Jones interactions, and will be denoted FLJ(t), but

this term generally takes into account all interactions that would remain when the surface

charge vanishes. The electric contribution will be denoted FES(t). The variance of the

force can be written: 〈F (t)2〉 = 〈[FLJ(t) + FES(t)]2〉 = 〈FLJ(t)2 + 2FLJ(t)FES(t) + FES(t)2〉.
Because the potential energy surfaces from which FLJ(t) and FES(t) derive both originate in

the same wall atom structure, we assume that the time evolutions of FLJ(t) and FES(t) are

synchronized, so that one can write:

〈F (t)2〉 = F 2
LJ + 2FLJFES + F 2

ES, (S6)

where FLJ =
√
〈FLJ(t)2〉 and FES =

√
〈FES(t)2〉.

The LJ contribution FLJ can be related to the friction coefficient λ0 and to the slip length

b0 on a charge-neutral surface. Indeed, in that case, FES = 0 and one can write:

λ0 =
η

b0

=
F 2

LJ

A
× τF

kBT
. (S7)

Combining Eq. (S7) and Eq. (S5), one obtains:

FLJ =

(
σ2

s

3πσ`b0

)1/2

× kBT
√
A

σ2
s

. (S8)
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As detailed in Ref. S14, the electrostatic contribution FES should scale like the total

charge of the electrical double layer (EDL), Q ∝ Σ, multiplied by the electric field at the

interface E ∝ Σ/εid ∝ Σ × ` iB kBT/e
2 (with Σ the surface charge density, εid the dielectric

permittivity of the interface, ` iB the corresponding Bjerrum length, and e the elementary

charge). Overall one expects that FES ∝ (Σ/e)2 ` iB kBT . On dimensional grounds, one can

go further and write:

FES = α

(
Σσ2

s

e

)2(
` iB
σs

)
kBT
√
A

σ2
s

, (S9)

with α a numerical prefactor. As discussed in Ref. S18, because friction arises mainly from

interactions between the first liquid adsorption layer and the solid surface, the dielectric

permittivity and corresponding Bjerrum length ` iB should be those of the vacuum gap sepa-

rating these two layers. Hence the Bjerrum length will be that of vacuum, ` iB = ` 0
B ≈ 55.8 nm

at room temperature.

The friction coefficient λ on a charged surface then writes:

λ =
η

b
=

(F 2
LJ + 2FLJFES + F 2

ES)

A
× τF

kBT
. (S10)

Combining Eqs. (S5), (S8), (S9), and (S10), one obtains the expression for the slip length on

a homogeneously charged surface as a function of the slip length on the corresponding neutral

surface b0, the surface charge density Σ, the hydrodynamic diameter of liquid particles σ`,

and the wall interatomic distance σs:

b =
b0

(1 + αx)2 , with x =

(
3πσ`b0

σ2
s

)1/2(
` 0

B

σs

)(
Σσ2

s

e

)2

. (S11)

Equation (S11) differs in several aspects from a similar equation introduced previously,

Eq. (12) in Ref. S14. First, this new expression does not rely on the assumption that

the electric friction is small as compared to the non-electric friction. This assumption was

indeed limiting the range of surface charge densities where the formula could be applied.

Using Eqs. (S8) and (S9), one can write that FES � FLJ only if:

Σ� Σc =
e

σ2
s

×
(
σs

α` 0
B

)1/2

×
(

σ2
s

3πσ`b0

)1/4

. (S12)

If Σ� Σc, Eq. (S11) simplifies into:

b ≈ b0

1 + 2α
(

3πσ`b0
σ2
s

)1/2 (
` 0B
σs

)(
Σσ2

s

e

)2
, (S13)
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which is more directly comparable to Eq. (12) in Ref. S14. In particular, we obtain the same

scaling with the surface charge and Bjerrum length. In contrast, the prefactor in front of

Σ2 scales differently with the uncharged slip length b0: here b
1/2
0 versus b1

0 in the previous

formula. Additionnaly, the present formula now clarifies how the slip length depends on the

liquid and solid atomic sizes.

2. Zeta potential

The zeta potential is a transport coefficient that quantifies electrokinetic effects such as

electro-osmosis/phoresis and streaming current [S19–S22]. As such, the zeta potential results

from the coupling between electrostatics and hydrodynamics in the EDL. In the presence of

slip, the zeta potential can therefore be larger than the surface potential V0 [S23–S28], and

writes [S14]:

ζ = V0

(
1 +

b

λeff
D

)
= V0 +

Σb

εd

, (S14)

where λeff
D = −V0/∂zV |z=zwall

characterizes the thickness of the EDL and identifies with the

Debye length λD in the limit of low surface potential/charge. The second expression for ζ

shows that liquid-solid slip simply adds a contribution to the surface potential, and that

this contribution only depends on the surface charge Σ, the slip length b, and the dielectric

permittivity of the liquid εd.

In the following, we will therefore focus on the slip contribution, ζslip = Σb/εd. Using

Eq. (S11), one can write the latter as:

ζslip =
Σb0

εd (1 + αx)2 , with x =

(
3πσ`b0

σ2
s

)1/2(
` 0

B

σs

)(
Σσ2

s

e

)2

. (S15)

In the main text, we showed that the slip length for homogeneously charged graphene

is well described by Eq. (S11) with the following parameters: b0 = 43.5 nm, α = 0.155,

σ` = 0.214 nm, σs = 0.142 nm. We plotted the corresponding prediction for |ζslip| as a

function of surface charge in the main text. The slip contribution |ζslip| goes through a

maximum for |Σ| ∼ 0.06 C/m2, at a value around 2000 mV. This value exceeds by far usual

expected values for the zeta potential, which usually saturates around 4kBT/e ∼ 100 mV.

Consequently, charged graphene appears as an ideal system to evidence experimentally the

amplification of zeta potential by liquid-solid slip.
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B. Heterogeneous charge

We now consider the case of a heterogeneous surface charge, which corresponds to most

mechanisms of surface charge generation on isolating materials, e.g. the dissociation of

surface groups. In that case only a fraction of surface atoms bare an elementary charge,

with a surface density ns such that |Σ| = e ns.

1. Slip length

Here we will focus on the heterogeneously charged graphene walls considered in the main

text. On such surfaces, and with monovalent counter-ions, MD simulations show that each

charged site traps a counter-ion, which remains stuck over very long times. In that case one

can consider that the bound counter-ions belong to the solid surface. Consequently, we will

now compute the slip length of a neutral liquid in contact with a neutral wall, build from the

charged wall and the bound counter-ions. The latter protrude over the otherwise smooth

surface and generate a Stokes drag, which we will describe following a similar derivation

used to predict the slip of a liquid over a surfactant layer [S29].

To that aim, we consider a non-equilibrium situation where the liquid slips over the solid

wall, with a slip velocity vs. The friction coefficient is then defined as the ratio between the

interfacial force per unit area and the slip velocity:

λ =
F

Avs
, (S16)

with F the friction force and A the interface area. The friction force can be decomposed

into a contribution from the uncharged smooth surface, F0, and a viscous drag Fv due to

the protruding counter-ions.

To estimate the viscous drag Fv, we will consider a sparse distribution of bound counter-

ions, such that the typical distance between ions is much larger than their hydrodynamic

diameter σh, to be properly defined later. This limit corresponds to a surface density of

bound counter-ions ns � 1/σ2
h, hence to a surface charge density |Σ| � |Σ|max = e/σ2

h.

Taking for instance σh ∼ 0.3 nm, one obtains a typical order of magnitude for |Σ|max ∼
1.8 C/m2; surface charges observed in experiments are much below this enormous value.

In that limit, one can consider that each counter-ion generates a viscous drag, expected

to be proportional to the liquid viscosity and to the slip velocity. Consequently, this viscous
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drag can be described by an effective Stokes law, F1 = 3πησhvs, defining the effective

hydrodynamic diameter of the counterions σh. The total viscous drag is then:

Fv = F1 × nsA = 3πησhvs ×
|Σ|
e
A. (S17)

One can then compute the friction coefficient:

λ =
F0 + Fv
Avs

= λ0 + 3πησh ×
|Σ|
e
, (S18)

where λ0 = F0/(Avs) is the friction coefficient of the smooth uncharged surface. Corre-

spondingly, the slip length writes:

b =
η

λ
=

b0

1 + 3πσhb0(|Σ|/e) , (S19)

where b0 = η/λ0 is the slip length on the smooth uncharged surface.

2. Zeta potential

For heterogeneously charged graphene, all counter-ions being trapped at the wall, there

is no net charge in the liquid, so that the zeta potential must vanish. We performed direct

streaming current simulations for Σ = −0.03 C/m2 to confirm that prediction and indeed

measured a vanishing value within error bars, ζ = −3.9 ± 6.8 mV. Of course this result is

specific the the model graphene-like surface considered here. In general, only a fraction of

the counter-ions are trapped [S30], and the zeta potential does not vanish. In that case the

zeta potential will depend on the ion binding equilibrium both directly through the resulting

effective surface charge, and indirectly through the impact of ion binding on slip.

III. COMPARISON BETWEEN THEORY AND SIMULATION RESULTS

A. Homogeneous charge

Here we will: report the simulation data for homogeneously charged graphene and

graphene-like surfaces; detail the procedure we followed to prepare Fig. 2(b) of the main

text; show that, while the new formula, Eq. (1) of the main text, captures the charge-

friction dependency on all surfaces, the previous formula, Eq. (12) in Ref. S14, fails to

describe consistently surfaces with very different uncharged slip lengths b0, and to describe

12



TABLE II. Homogeneous charge: graphene

εCO (kJ/mol) σs (nm) Σ (mC/m2) b (nm) ∆b (nm)

0.5 0.142 0 44.9 4.7

0.5 0.142 -14.7 43.0 4.2

0.5 0.142 -29.4 41.7 3.9

0.5 0.142 -44.1 34.6 3.9

0.5 0.142 -58.7 29.2 3.4

TABLE III. Homogeneous charge: graphene-like surface with different σs

εCO (kJ/mol) σs (nm) Σ (mC/m2) b (nm) ∆b (nm)

0.5 0.119 0 309.4 36.4

0.5 0.119 -51.2 190.2 36.0

0.5 0.169 0 11.9 1.9

0.5 0.169 -51.8 9.9 0.7

0.5 0.200 0 10.0 1.6

0.5 0.200 -51.3 5.9 1.5

the high surface charge regime. We also show results of electronic structure calculations for

charged graphene. The goal is to estimate how realistic the charge densities discussed in the

main article actually are.

1. Simulation results

Tables II, III and IV report the simulation data for homogeneously charged graphene,

graphene-like surfaces with different σs and graphene-like surfaces with different εCO, re-

spectively.

2. Preparation of Fig. 2(b) in the main text

In order to show that Eq. (1) of the main text – corresponding to Eq. (S11) of this text

– captures the friction-charge relation on a variety of graphene-like surfaces with different
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TABLE IV. Homogeneous charge: graphene-like surface with different εCO

εCO (kJ/mol) σs (nm) Σ (mC/m2) b (nm) ∆b (nm)

0.22 0.142 0 209.4 42.9

0.22 0.142 -58.7 85.1 11.5

0.41 0.142 0 64.1 9.7

0.41 0.142 -29.4 52.3 4.8

0.41 0.142 -58.7 34.8 5.3

0.41 0.142 -293.7 0.5 0.05

0.58 0.142 0 29.2 4.8

0.58 0.142 -29.4 24.8 5.3

0.58 0.142 -58.7 20.1 3.1

0.66 0.142 0 22.1 3.2

0.66 0.142 -29.4 21.4 1.1

0.66 0.142 -58.7 17.0 2.0

0.87 0.142 0 12.1 1.7

0.87 0.142 -58.7 11.3 0.7

interatomic spacing and wetting properties, we plotted in Fig. 2(b) of the main text the

evolution of b/b0 as a function of x.

To that aim, for each type of surface (i.e., with a given σs and εCO), we took b0 and its

error from the Σ = 0 simulation, and used it to compute b/b0, x and their respective errors

using standard error propagation formulas.

3. Comparison with the prediction of the previous model

In Ref. S14, an equation similar to the new Eq. (S11) was introduced to describe slip-

charge coupling on homogeneously charged surfaces. We recall here this equation, where we

have corrected a missing factor of σ−1 in the second term of the denominator, and where we

have fixed the prefactor to 2α′ for consistency with our new formulas, Eqs. (S11) and (S13):

b =
b0

1 + 2α′
(
b0
σs

)(
` 0B
σs

)(
Σσ2

s

e

)2 . (S20)
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FIG. S3. Simulation results for homogeneously charged graphene (green circles) and graphene-like

surfaces, either with different wettability (pink triangles) or strained graphene (blue squares), with

the best fit (a) by Eq. (S21) and (b) by Eq. (S11).

This expression relies on the assumption that the electric friction is small as compared to

the non-electric friction, and can only be applied for low surface charges. Interestingly, the

prefactor in front of Σ2 scales differently with the uncharged slip length b0 in Eq. (S20) and

in the new Eq. (S11). Consequently, because we have shown that the new formula captured

accurately the slip-charge relation on surfaces with very different b0, the previous formula

must fail. To illustrate that point, we rewrite Eq. (S20) as:

b

b0

=
1

1 + 2α′x′
, with x′ =

(
b0

σs

)(
` 0

B

σs

)(
Σσ2

s

e

)2

. (S21)

In the main text we only showed results for moderate surface charges not exceeding ∼
60 mC/m2. However, to show that Eq. (S11) also describes well larger surface charges and

smaller b0, we ran an additional simulation with εCO = 0.41 kJ/mol for Σ ∼ 300 mC/m2 (see

table IV). Figure S3 (a) compares the simulation results and the best fit by Eq. (S21) for

the evolution of b/b0 as a function of x′, using α′ = 0.045. It is clear that the surfaces with

the most extreme values of b0 and/or Σ are not captured by this equation. By contrast, the

new Eq. (S11) predicts well the results (see Fig. S3 (b)), with the same parameter α = 0.165

used for fitting the data in Fig. 1 (b) in the main text.
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TABLE V. DFTB simulations: Lattice constants of charged graphene in nm. The experimental

value was taken from Yazyev and Louie [S33].

experiment DFTB (neutral) DFTB (+2e) DFTB (−2e)

2.46 2.4713 2.4715 2.4727

4. Influence of additional charges on the lattice

Here we report the results of electronic structure calculations for graphene using the

density functional based tight binding method (DFTB) [S31]. DFTB is an approximate DFT

method and was extensively used for carbon materials in the past. For the elastic properties

of graphene, its accuracy was recently verified in [S32]. We performed periodic DFTB

calculations using the mio-0-1 Slater-Koster parameter set [S31] for a 10 × 10 supercell of

graphene at the Γ point. Relaxation of atomic positions and unit cell with a force treshold

of 10−4 a.u. resulted in a lattice constant of 2.4713 Å. We then charged the 10 × 10 cell by

± 2 e. This corresponds to a surface charge density of 0.061 C/m2. The results are given in

Table V.

The results show that the additional charge has only a marginal influence on the lattice.

For the positively charged graphene the relative change in lattice constant is +0.01 %, while

for the negatively charged graphene it is only slighly larger with +0.06 %. This shows that

graphene is stable for the investigated surface charge density of 0.061 C/m2.

B. Heterogeneous charge

Here we will: report the simulation data for heterogeneously charged graphene and

graphene-like surfaces; show that Eq. (2) of the main text captures the charge-friction

dependency on all surfaces with a negative charge; discuss the qualitatively different ion

adsorption behavior on positively charged surfaces and its impact on friction.

1. Simulation results

Tables VI, VII and VIII report the simulation data for heterogeneously charged graphene,

graphene-like surfaces with different σs and graphene-like surfaces with different εCO, respec-
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TABLE VI. Heterogeneous charge: graphene

εCO (kJ/mol) σs (nm) Σ (mC/m2) b (nm) ∆b (nm)

0.5 0.142 0 44.9 4.7

0.5 0.142 -1.6 22.3 1.6

0.5 0.142 -3.7 13.7 0.8

0.5 0.142 -14.7 4.6 0.5

0.5 0.142 -29.4 1.8 0.1

0.5 0.142 29.4 3.9 0.2

TABLE VII. Heterogeneous charge: graphene-like surface with different σs

εCO (kJ/mol) σs (nm) Σ (mC/m2) b (nm) ∆b (nm)

0.5 0.119 -3.2 20.8 1.6

0.5 0.119 -12.8 6.2 1.2

0.5 0.119 -25.6 3.4 0.1

0.5 0.168 -3.2 7.9 0.4

0.5 0.168 -13.0 3.9 0.3

0.5 0.168 -25.9 2.6 0.1

tively.

2. Comparison with the model

To show that our model captures the charge-friction dependency on heterogeneously

charged surfaces and graphene-like surfaces, we rewrite Eq. (S19) as:

b

b0

=
1

1 + 3πσhy
, with y = b0(|Σ|/e), (S22)

and we plot the simulation results with the best fit by this formula in Figure S4. It clearly

shows that the model depicts well the evolution of b/b0 as a function of y, using the same

fitting parameter σh = 0.261 nm as mentioned in the main text. This effective hydrodynamic

diameter σh of the counter-ions is quite reasonable, with a value close to the Van der Waals

diameter of the ions.
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TABLE VIII. Heterogeneous charge: graphene-like surface with different εCO

εCO (kJ/mol) σs (nm) Σ (mC/m2) b (nm) ∆b (nm)

0.41 0.142 -7.3 8.6 0.4

0.41 0.142 -14.7 4.3 0.1

0.41 0.142 -29.4 2.2 0.1

0.41 0.142 -58.7 0.9 0.1

0.58 0.142 -7.3 6.9 0.2

0.58 0.142 -14.7 3.6 0.3

0.58 0.142 -29.4 1.8 0.2

0.58 0.142 -58.7 0.8 0.1

10−1 100 101

y (nm−1)

10−2

10−1

100

b/
b 0 graphene

graphene-like, 
differrent wettability
graphene-like,
strained graphene

FIG. S4. Simulation results for heterogeneously charged graphene (green circles) and graphene-like

surfaces, either with different wettability (pink triangles) or strained graphene (blue squares). The

results are fitted by Eq. (S22) using a single value of σh = 0.261 nm.

3. Ion adsorption on positively charged surfaces

Previous study by Qiao and Aluru [S34] has shown significant differences between elec-

troosmotic flow of aqueous sodium chloride solutions in positively and negatively charged

carbon nanotubes in which the charge was heterogeneously distributed. As noted in the

main text, on heterogeneously charged surfaces, the slip length will not only depend on the

surface charge, but will also be controlled by the ion binding equilibrium. We performed
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FIG. S5. Density profiles of ions close to the heterogeneously charged walls.

simulations for positively charged surface, with Σ ∼ 30 mC/m2. The result is shown in Ta-

ble VI and the ion density profiles are plotted in Figure S5 (top). For comparison, those for

Σ ∼ −30 mC/m2 are also shown in Figure S5 (bottom). It’s clear that for negatively charged

graphene, the counter-ions are trapped on the surface, while for positively charged one the

counter-ions are layered beyond the wall. Different adsorption equilibrium results in differ-

ent slip lengths from ∼ 1.8 nm on negatively charged graphene to ∼ 3.9 nm on positively

charged one. Moreover, there is no effective charge due to the ion binding on negatively

charged walls, leading a negligible electroosmotic flow. In contrast, the electroosmotic flow

will not vanish on positively charged walls as observed by Qiao and Aluru.
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[S12] B. Cross, C. Barraud, C. Picard, L. Léger, F. Restagno, and E. Charlaix, Wall slip of complex

fluids: Interfacial friction versus slip length, Physical Review Fluids 3, 062001 (2018).

[S13] C. Herrero, T. Omori, Y. Yamaguchi, and L. Joly, Shear force measurement of the hydrody-

namic wall position in molecular dynamics, The Journal of Chemical Physics 151, 041103

(2019).

[S14] L. Joly, C. Ybert, E. Trizac, and L. Bocquet, Liquid friction on charged surfaces: from

hydrodynamic slippage to electrokinetics., The Journal of Chemical Physics 125, 204716

(2006).

[S15] L. Fu, S. Merabia, and L. Joly, What Controls Thermo-osmosis? Molecular Simulations

Show the Critical Role of Interfacial Hydrodynamics, Physical Review Letters 119, 214501

(2017).

[S16] L. Bocquet and J. L. Barrat, Hydrodynamic boundary conditions, correlation functions, and

Kubo relations for confined fluids, Physical Review E 49, 3079 (1994).

[S17] L. Bocquet and J.-L. Barrat, On the Green-Kubo relationship for the liquid-solid friction

coefficient, The Journal of Chemical Physics 139, 044704 (2013).

20



[S18] D. M. Huang, C. Cottin-Bizonne, C. Ybert, and L. Bocquet, Aqueous Electrolytes near Hy-

drophobic Surfaces: Dynamic Effects of Ion Specificity and Hydrodynamic Slip †, Langmuir

24, 1442 (2008).

[S19] D. Andelman, Electrostatic Properties of Membranes: The Poisson-Boltzmann Theory, in

Handbook of Biological Physics, Vol. 1B (Elsevier, 1995) pp. 603–642.

[S20] R. J. Hunter, Foundations of colloid science (Oxford University Press, 2001).
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[S25] V. Marry J.-F. Dufrêche M. Jardat P. Turq, Equilibrium and electrokinetic phenomena in

charged porous media from microscopic and mesoscopic models: electro-osmosis in montmo-

rillonite, Mol. Phys. 101, 3111 (2003).

[S26] L. Joly, C. Ybert, E. Trizac, and L. Bocquet, Hydrodynamics within the electric double layer

on slipping surfaces, Phys. Rev. Lett. 93, 257805 (2004).

[S27] C. I. Bouzigues, P. Tabeling, and L. Bocquet, Nanofluidics in the Debye layer at hydrophilic

and hydrophobic surfaces, Phys. Rev. Lett. 101, 114503 (2008).

[S28] M.-C. Audry, A. Piednoir, P. Joseph, and E. Charlaix, Amplification of electro-osmotic flows

by wall slippage: direct measurements on OTS-surfaces, Faraday Discussions 146, 113 (2010).

[S29] L. Joly, F. Detcheverry, and A.-L. Biance, Anomalous ζ potential in foam films, Physical

Review Letters 113, 088301 (2014).

[S30] B. Siboulet, S. Hocine, R. Hartkamp, and J.-F. Dufrêche, Scrutinizing Electro-Osmosis and
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