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Abstract Many general circulation models (GCMs) assume some heterogeneity of water amounts in
their grid boxes and use probability density functions to parameterize cloud fractions CF and amounts of
condensed water qc. Most GCM cloud schemes calculate the CF as the volume of the grid box that contains
clouds (CFvol), whereas radiative fluxes primarily depend on the CF by surface (CFsurf), that is, the surface
of the grid box covered by clouds when looking from above. This discrepancy matters as previous findings
suggest that CFsurf is typically greater than CFvol by about 30%. In this paper we modify the single column
model version of the LMDz GCM cloud scheme by introducing the vertical subgrid-scale heterogeneity of
water content. This allows to distinctly compute the two fractions, CFvol and CFsurf, as well as the amount
of condensed water qc. This study is one of the first to take into account such vertical subgrid-scale
heterogeneity in a GCM cloud scheme. Three large eddy simulation cases of cumuliform boundary layer
clouds are used to test and calibrate two different parameterizations. These new developments increase
cloud cover by about 10% for the oceanic cases RICO and Barbados Oceanographic Meteorological
Experiment and by up to 50% for the continental case ARM. The change in condensed water reduces the
liquid water path by 10–20% and therefore the cloud opacity by 5–50%. These results show the potential
of the new scheme to reduce the too few, too bright bias by increasing low-level CF and decreasing cloud
reflectance.

1. Introduction

Clouds have a large impact on the radiative budget of the Earth and are the major source of spread in cli-

mate sensitivity estimates (Bony & Dufresne, 2005; Vial et al., 2013; Zelinka et al., 2017). Low-level clouds are
ubiquitous over the globe and strongly impact shortwave (SW) radiative fluxes and, to a lesser extent, long-
wave (LW) radiative fluxes at the top of atmosphere. As a result, their representation in climate models is
particularly critical. Many models share two compensating errors by underestimating low-level cloud fraction
(CF) and overestimating reflectance (Nam et al., 2012; Zhang et al., 2005). Konsta et al. (2016) hypothetized
that neglecting the vertical heterogeneity of cloud properties may partly explain this widespread model bias.
Using large eddy simulations (LES), Neggers et al. (2011) found that neglecting the subgrid-scale (SGS) verti-
cal heterogeneity of cumulus clouds resulted in biases of 50% to 100% on the top of atmosphere SW cloud
radiative forcing. Del Genio et al. (1996) also pointed out that although the total water distribution can be
used to estimate CF by volume CFvol in a model grid box, radiative transfer schemes need as input the CF by
surface CFsurf, that is, the surface of the grid box that is covered by clouds when looking from above. The dif-
ference between the two CF, by volume and by surface, is a way to characterize this vertical heterogeneity.
Brooks et al. (2005) demonstrated using radar and lidar observations that the difference between the two can
be significant and that CFsurf is typically greater than CFvol by about 30%.

Boundary layer clouds are not explicitly resolved in general circulation model (GCM) and must be param-
eterized. A widely used family of cloudiness parameterization, referred to as statistical schemes, represents
the SGS horizontal heterogeneity of total water content by a probability density function (PDF) (Mellor, 1977;
Sommeria & Deardorff, 1977). In their general form, the following equations are used to compute the
condensed water qc and CF:
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⎧⎪⎪⎨⎪⎪⎩

s = al(qt − qsat(Tl))

qc =
+∞∫
0

s.P(s)ds

CF =
+∞∫
0

P(s)ds

(1)

where s is the water saturation deficit, al is a thermodynamic constant (see Appendix A1), qt the total water
(condensed qc + vapor qv), qsat the saturation mixing ratio, Tl the liquid temperature (see Appendix A1), and
P a PDF. Various PDF schemes have been proposed, from a uniform PDF (Le Treut & Li, 1991) to a unimodal
lognormal (Bony & Emanuel, 2001), a beta (Tompkins, 2002), or a bi-Gaussian PDF (Jam et al., 2013). This last
distribution (which is based on previous studies by Bogenschutz et al., 2010; Golaz et al., 2002; Larson et
al., 2002, 2001; Lewellen & Yoh, 1993; Neggers, 2009; Perraud et al., 2011) aims at representing explicitly the
bimodality in tropical water vapor distributions by introducing a moister mode that corresponds to boundary
layer thermals and a drier mode that corresponds to the surrounding air (later called the environment). Some
models try to explicitly connect this bi-Gaussian distribution to a mass flux representation of the boundary
layer convection that splits the horizontal grid into updrafts and their environment (Neggers, 2009). It is the
case of the LMDz GCM that couples the thermal plumes model of Rio et al. (2010) with the bi-Gaussian cloud
scheme of Jam et al. (2013).

If the choice of a better PDF may improve the evaluation of the CF defined by equation (1), the problem
mentioned by Del Genio et al. (1996) that stipulates that CF is calculated by volume but is directly used as
a fraction defined by surface by the radiative code remains. Therefore, an implicit assumption of the models
using the statistical schemes is that CF defined by volume and by surface are equal, which is far from what is
observed (Brooks et al., 2005) or computed by LES models (Neggers et al., 2011).

In general, Pincus and Klein (2000) suggest that SGS water content heterogeneity is not only important in
the assessment of CF by volume and by surface but also affects many other processes such as the interaction
of clouds with radiation (Barker & Wielicki, 1997; Li et al., 2005) or autoconversion rates (Boutle et al., 2014;
Kawai & Teixeira, 2012; Pincus & Klein, 2000). We choose here to focus on the computation of CF only, all things
otherwise being equal, as the coupling with other processes deserves a dedicated study.

The aim of this study is therefore to develop a parameterization of the SGS water content heterogeneity in
the SCM version of the LMDz GCM that allows the computation of (1) the CF by volume CFvol, which is the
CF computed over a layer of a given thickness Δz and (2) the CF by surface CFsurf, which is the projected
cloud area. To develop and calibrate this parameterization in LMDz, we use LES simulations of boundary layer
clouds. We have based our work on the LMDz𝛽6 version of LMDz, an improved version of LMDz5B presented
in Hourdin et al. (2013).

In section 2, we present the methodology we follow to explore and constrain two parameterizations, which are
then presented in detail in section 3: a first one that combines a vertical and a horizontal PDF (section 3.1) and a
second one that is based on a single 3-D PDF (section 3.2). In section 4, we compare the two parameterizations
to LES direct calculations in order to define the most accurate (section 4.1). We finally discuss the sensitivity
to the vertical resolution (section 4.2) and explore the results of the SCM version of the LMDz𝛽6 GCM (section
4.3).

2. Methods and Models
2.1. Models and Test Cases
In order to develop and constrain the two parameterizations, we considered three test cases of shallow
cumulus clouds that are represented in Figure 1.

The first case, ARM, represents the growing of the continental boundary layer on 21 June 1997 over the U.S.
Southern Great Plains ARM site (Brown et al., 2002). It highlights the diurnal cycle of shallow convection over
15 hr, from 5h30 to 20h30 LT. Clouds appear at 9h30 LT and dissipate by 18h30 LT. The cloud base increases
from 800 to 1,200 m and the cloud top from 1,100 to 2,700 m. This case has been for long recognized as
representative of purely local continental shallow convection and used by many authors to develop shallow
convection schemes (Bogenschutz et al., 2012; Cheng & Xu, 2015; Jam et al., 2013; Neggers et al., 2004; Rio &
Hourdin, 2008). However, a recent study from Zhang et al. (2017) suggests that it is subject to some large-scale
influence, with a relatively large surface latent heat flux compared to the values derived from the composite
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Figure 1. Time evolution of the cloud fraction vertical profiles for the ARM, RICO, and BOMEX LES simulations. The black
dashed vertical lines show the times when vertical profiles are represented in the rest of the paper. Note that unlike the
RICO and BOMEX cases that are quasi-stationary, the ARM case has a diurnal cycle and local time (LT) is therefore shown
on the x axis. LES = large eddy simulation; BOMEX = Barbados Oceanographic Meteorological Experiment.

of all the cumulus days over more than 10 years. As our study aims at testing impacts of the SGS water content
heterogeneity on low-level clouds and does not specifically focus on local surface-driven shallow convection
processes, we kept working on this version of the ARM case.

The second case represents a field of rainy shallow cumulus clouds over the western Atlantic ocean, derived
from the RICO campaign described in VanZanten et al. (2011). Clouds cover the whole duration of the sim-
ulation. The cloud base remains at the same level (∼500 m) and the cloud top increases from 1,000 to 2,500
m.

The last case represents an oceanic cloudy boundary layer derived from the Barbados Oceanographic Meteo-
rological Experiment (BOMEX) and described in Siebesma et al. (2003). The cloud base and cloud top remain
at the same level (∼500 and 2,000 m, respectively), and the simulation lasts 15 hr, which is longer than the
6-hr runs used for the LES intercomparison of Siebesma et al. (2003).

The three cases used here have been shown to reproduce observations (Brown et al., 2002; Siebesma et al.,
2003; VanZanten et al., 2011), and our LES compare well with others from different intercomparison exercises.

LES are performed using the LES version of the nonhydrostatic model Meso-NH (Lac et al., 2018). In this model,
a bulk one-moment microphysics scheme called the mixed ICE3 scheme (Caniaux et al., 1994; Pinty & Jabouille,
1998) is used to reproduce the different processes such as condensation, evaporation, precipitation, and auto-
conversion. It predicts the mass mixing ratio of five water species (among which only two, cloud droplets
and raindrops, are present here) and is close to a Kessler scheme as far as warm clouds are concerned. An
all-or-nothing cloud scheme is used assuming that any grid can only be either totally saturated or unsaturated,
and no SGS condensation scheme is allowed. Although the computation of SGS CF could provide a better
agreement with observations, especially in terms of cloud size, we decided not to use any SGS cloud scheme
in the LES. Indeed, we want to ensure that clouds are explicitly resolved by the LES. The turbulence scheme
uses a prognostic equation of the turbulent kinetic energy using a Deadorff mixing length scale (Cuxart et al.,
2000).

To characterize the thermals, we use the conditional sampling presented in Couvreux et al. (2010). This sam-
pling allows a continuous characterization of convective updrafts from the surface to the cloud tops. It uses
the concentration in the atmosphere of a passive tracer emitted at the surface. The tracer is emitted homo-
geneously with a constant vertical flux and undergoes a radioactive decay of 15 mn. A LES grid point then
belongs to a thermal if the following criteria are satisfied simultaneously: (a) the tracer concentration anomaly
at this point is superior to the standard deviation of the tracer concentration at this level or to a minimum
threshold, (b) its vertical velocity is positive, and (c) in the presence of clouds, the condensed water is nonnull
in the three upper quarters of the cloud.
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Finally, the domain size of all three LES shallow cumulus cloud cases is 6.4 km by 6.4 km, with a 4-km height
and 25-m resolution in the three directions. Our domain is rather small compared to recent LES whose domain
size reaches typically 10 km by 10 km and sometimes more. Therefore, our simulations tend to slightly
overestimate CF by a few percent.

The SCM simulations are performed using LMDz𝛽6, an improved version of LMDz5B presented in Hourdin et
al. (2013) and close to the new LMDz6 model. It runs with a time step of 10 mn, and we checked the sensitivity
of our results to three different vertical resolutions (see Figure 14 in Appendix A2). As far as the radiative
transfer scheme is concerned, the heating rates are prescribed at each level, independently from the different
parameterizations we test. However, the radiative fluxes are computed for diagnostic purposes as we will see
later in Figure 13. Further details relevant to this work are presented in the next section.

2.2. LMDz Boundary Layer and Cloudiness Parameterization
In the cloudy boundary layer turbulence occurs at various scales. Small-scale turbulence dominates the total
vertical transport in the unstable surface layer while coherent structures as thermal plumes play a key role
in the mixed layer. Observations show that in the cloudy boundary layer, the major part of vertical transport
is carried out by those coherent structures and that cumulus clouds are the saturated part of these thermals
(LeMone & Pennell, 1976).

In our model, the vertical SGS transport is obtained by modeling both the mass flux and small-scale turbu-
lence. The mass flux scheme, called the thermal plume model (Rio & Hourdin, 2008), describes the nonlocal
transport induced by the boundary layer thermals, whereas the small-scale turbulence is computed by a dif-
fusivity model. The thermal plume model is coupled to a statistical cloud scheme based on a bi-Gaussian
distribution of saturation deficit s (Jam et al., 2013) which can be written as follows:

P(s) = 𝛼
e
− 1

2

(
s−s̄th
𝜎hth

)2

𝜎hth

√
2𝜋

+ (1 − 𝛼)e
− 1

2
( s−s̄env
𝜎henv

)2

𝜎henv

√
2𝜋

, (2)

where 𝛼 is the fraction of the thermal plumes in the layer, s̄th and s̄env the mean values of the saturation
deficits in the thermals and in the environment, respectively, and 𝜎hth

and 𝜎henv
the standard deviations of the

distributions in the thermals and in the environment, respectively.

The LMDz𝛽6 statistical cloud scheme, based on this bi-Gaussian distribution of saturation deficit, is coupled
to the mass flux scheme from Rio et al. (2010) that provides directly sth, senv, and 𝛼. The only variables of
equation (2) that need to be parameterized are then the standard deviations 𝜎hth

and 𝜎henv
. They control the

SGS saturation deficit heterogeneity. This heterogeneity is mainly driven by the difference between the sat-
uration deficit in the thermal plumes and that in their surrounding environment. The higher the difference,
the higher the saturation deficit heterogeneity in these regions. For a given difference in saturation deficit
between the plumes and the environment, 𝜎hth

is expected to scale with the ratio of the lateral area of mix-
ing to the volume of the thermal plumes. Let us call A the horizontal surface of any individual thermal plume
and its surrounding environment. 𝛼A is the surface of this plume in this domain, and (1 − 𝛼)A is the surface

of the environment. The radius of the plume is R =
√

𝛼A
𝜋

, and its lateral mixing surface is S = 2𝜋
√

𝛼A
𝜋
Δz. The

volume of the plume is V = 𝛼AΔz. Consequently, for a given contrast in the saturation deficit, 𝜎hth
scales as

S
V
= 2

√
𝜋

𝛼A
and 𝜎hth

∝ 1√
𝛼

. Applying the same reasoning to 𝜎henv
, we get 𝜎henv

∝
√
𝛼

(1−𝛼)
. This is why Jam et al.

(2013) proposed that the standard deviations of the saturation deficits should take the following form:

⎧⎪⎨⎪⎩
𝜎hth

= cth
1√
𝛼
(s̄th − s̄env) + bq̄t th

𝜎henv
= cenv

√
𝛼

1−𝛼
(s̄th − s̄env) + bq̄t env,

(3)

where cth, cenv, and b are tunable parameters.

The ARM and BOMEX cases were used as a basis for the calibration of this parameterization. The LES have been
postprocessed using the conditional sampling presented above. The five parameters of the bi-Gaussian PDF
(s̄th, s̄env, 𝜎hth

, 𝜎henv
, and 𝛼) were calculated at each LES level, thus creating PDFs that represent the horizontal

heterogeneity in the LES. The same was done in each SCM layer on the LMDz𝛽6 vertical discretization (red
dots in Figure 14), and the SCM vertical profiles of 𝜎hth

and 𝜎henv
(equation (3)) were then adjusted to the LES
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Figure 2. Idealized vertical profiles of 𝜎henv
on different vertical grids. (left) Blue dots are obtained with LES data on the

LES-refined vertical grid (ΔzLES = 25 m); red dots are obtained with SCM data on the SCM LMDz𝛽6 vertical grid (ΔzSCM ∈
[20;150 m] here). This panel shows how the SCM vertical profile of 𝜎henv

is compared to the LES one in Jam et al. (2013)
when tuning the cenv and b coefficients. (Right) Blue dots are obtained by gathering LES levels to match the SCM ones,
so that the tuning process is based on quantities computed on the same scale. LES = large eddy simulations; SCM =
single column model.

vertical profiles by adjusting the tunable parameters cth , cenv, and b (Figure 2, left). The PDFs obtained in
the SCM then represent the horizontal SGS saturation deficit heterogeneities of each SCM layer. This tuning
process can present a discrepancy because the SCM vertical profiles of 𝜎hth

and 𝜎henv
are not evaluated on the

same vertical grid as the LES vertical profiles (Figure 2, left). To solve this discrepancy, we tune the model by
gathering data on multiple LES levels to match the SCM levels, as shown in Figure 2.

3. Including Vertical SGS Heterogeneity of CF

In sections 3 to section 4.2, we use LES only to explore parameterizations; even if as shown in the right panel
of Figure 2, we will often alter the LES vertical resolution to match the SCM one.

To develop a parameterization of cloudiness that accounts for vertical heterogeneity of water content at a
subgrid scale, we consider different options. The first option consists in combining a vertical PDF of saturation
deficit s to the horizontal one of Jam et al. (2013), thereby assuming that the vertical and the horizontal SGS
heterogeneities are statistically independent. The second option is to create a PDF of saturation deficit directly
based on 3-D statistics of LES data gathered at the scale of the SCM grid boxes (Figure 2, right) and then to
parameterize CFsurf from CFvol. In sections 3.1 and 3.2, we will present and discuss the results obtained using
these two methods.

3.1. Method 1: Combining a Vertical PDF With the Horizontal PDF
In equation (1) that define condensed water and CF in the cloudiness parameterization, it is implicitly assumed
that s(x, y, z) = s(x, y). Said differently, it is assumed that the saturation deficit has a constant value along the
vertical axis at a SCM subgrid scale, that is, that clouds homogeneously fill the layers vertically (as mentioned
in Del Genio et al., 1996). We therefore introduce the saturation deficit s̄z(x, y)which is vertically averaged over
each layer of thickness Δz and rewrite equation (1) as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

s̄z(x, y) = 1
Δz

∫Δz s(x, y, z)dz

qc =
s̄z→+∞∫
s̄z=0

s̄z.P(s̄z)ds̄z

CF =
s̄z→+∞∫
s̄z=0

P(s̄z)ds̄z

(4)

To illustrate our method, we show in Figure 3 a layer whose size is typical of a SCM and which is filled by
three different rearrangements of the same LES results. The top panel shows the real cloud organization of
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Figure 3. Vertical cross section of cloudy points (in black) in a large eddy
simulations (LES) domain whose size is typical of single column model
simulations. (top) LES cloud scene, for which CFvol = 0.22 and CFsurf = 0.42.
(middle) Rearrangement of the LES cloud scene by sorting the horizontal x
axis in order of increasing s̄z . (bottom) Sorting of the vertical z axis by order
of increasing saturation deficit s. The three cloud scenes are statistically
equivalent for a general circulation model. The parameters DS− and DS+

show the limits of the transition zone from fully clear to fully cloudy
conditions over the vertical at a subgrid scale. Data from the LES of the ARM
case at 13h30 LT.

this layer. We rearrange it by first sorting the horizontal xy coordinates
(only the x coordinate is represented here) by order of increasing s̄z (the
vertically averaged saturation deficit; see the middle panel of Figure 3). We
then rearrange it by sorting the vertical z coordinate by order of increasing
saturation deficit s (bottow panel). The cloud scene shown in the bottom
panel is, statistically speaking, the same as the one in the top panel for
the SCM, because no geometry exists at a subgrid scale. That statistical
rearrangement reveals a parameter DS = DS+ − DS− that highlights the
transition from fully clear to fully cloudy conditions due to the vertical sub-
layer heterogeneity. Indeed, for s̄z ⩽ DS−, no clouds are present, and for
s̄z ⩾ DS+, the vertical layer is entirely filled by clouds. We also note that in
the bottom panel, clouds are present over a significant interval of nega-
tive s̄z values, between s̄z = DS− and s̄z = 0. This interval where clouds are
present for negative values of s̄z is not taken into account in the calculation
of CF by equation (4).

Knowing that, we introduce Qvol, the normalized PDFs of s(x, y, z) along
the vertical axis inside a SCM layer, so we can make a variable change and
replace the integral over the layer volume by an integral over s. Note that
s→+∞∫

s→−∞
Qvol(s)ds = 1. We also introduce a Heaviside function (s̄z > 0) to

rewrite the limits of the integrals over s̄z in the expressions of qc and CF.
Equation (4) then become as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

s̄z =
s→+∞∫

s→−∞
s.Qvol(s)ds

qc =
s̄z→+∞∫

s̄z→−∞
(s̄z > 0)

( s→+∞∫
s→−∞

s.Qvol(s)ds

)
P(s̄z)ds̄z

CF =
s̄z→+∞∫

s̄z→−∞
(s̄z > 0)

( s→+∞∫
s→−∞

Qvol(s)ds

)
P(s̄z)ds̄z

(5)

Here the saturation deficit has not the same value along the vertical axis at
a subgrid scale anymore, and the condition s̄z(x, y)> 0 used as condensa-
tion threshold should be replaced by s(x, y, z)> 0. The Heaviside function

relevant for our approach is then (s> 0) instead of (s̄z > 0) and should be placed inside the integral over s
in the expression of qc. The equation can then be simplified by removing the Heaviside function and setting
the lower bound of the integral to 0. As for the CF, we introduce the difference between CFvol and CFsurf. For
the CF by volume CFvol, we follow the same steps as for the condensed water qc, add (s> 0) inside the inte-
gral over s, and then remove it by changing the bound to s = 0. For the CF by surface CFsurf, we introduce the
following:

Qsurf(s̄z) = 
⎛⎜⎜⎝

s→∞

∫
s=0

Qvol(s)ds> 0
⎞⎟⎟⎠ (6)

This formulation accounts for every condensate that is present in the vertical of a subcolumn in the calculation
of CFsurf, even if s̄z < 0 in this subcolumn. The final expressions of condensed water and CF at a subgrid scale
can then be summarized as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

qc =
s̄z→+∞∫

s̄z→−∞

( s→+∞∫
s=0

s.Qvol(s)ds

)
P(s̄z)ds̄z

CFvol =
s̄z→+∞∫

s̄z→−∞

( s→+∞∫
s=0

Qvol(s)ds

)
P(s̄z)ds̄z

CFsurf =
s̄z→+∞∫

s̄z→−∞
Qsurf(s̄z)P(s̄z)ds̄z,

(7)
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Figure 4. Gray bars: 1-D histograms of saturation deficit s, obtained from each LES subcolumns for which
s̄z ∈ [DS−;DS+] (see Figure 3). The colored lines represent different vertical PDFs Qvol, estimated by different fits of this
histogram. The vertical PDFs are sampled in thermal plumes and environment regions according to Couvreux et al.
(2010). Red lines fit the thermal regions with squared (solid line) or Gaussian (dashed line) distributions. Blue lines fit the
environment regions with squared (solid line) or Gaussian (dashed line) distributions. Data come from the LES of the
ARM case at 13H30 LT. We create SGS heterogeneity by weighting on the horizontal PDF of Jam et al. (2013) with the
vertical PDF. LES = large eddy simulations; PDF = probability density function; SGS = subgrid scale.

where s is the saturation deficit, s̄z the SCM SGS vertically averaged saturation deficit, P the horizontal PDF,
and Qsurf and Qvol the vertical PDFs. The integral over s̄z is done from−∞ to+∞ as negative values of s̄z do not
strictly imply that s is negative throughout the LES subcolumns. Indeed, as mentioned just above, we observe
in Figure 3 unsaturated columns (s̄z < 0) that are nevertheless partially cloudy (s> 0). The integral over s is
done from 0 to +∞ in order to gather positive values of saturation deficit in the calculations of condensed
water or CF. We also introduce the indices vol and surf now that the distinction between CF by volume and
CF by surface explicitly exists in the cloudiness parameterization. The radiative transfer code that computes
the vertical LW and SW fluxes will use the CF by surface CFsurf, whereas the physical parameterizations that
compute 3-D mass fluxes and cloud physical properties will use the CF by volume CFvol. In these equations
the SGS total heterogeneity is the product of the vertical and horizontal SGS heterogeneities considered
independently.

Our method presents similarities with the parameterization of Larson and Schanen (2013) that links specific
points in the horizontal SGS PDFs of hydrometeors at multiple levels through vertical profiles. However, this
study does not refer to vertical heterogeneity at a subgrid scale and only focuses on it at multiple vertical
levels.

3.1.1. Evaluation of the Vertical PDFs Qvol and Qsurf Using LES Data
To evaluate the shape of Qvol and Qsurf, we use the LES layers gathered to match the SCM ones and calculate
vertical distributions of saturation deficit s(x, y, z). We only consider verticals for which s̄z ∈ [DS−;DS+], which
corresponds to the interval for which the LES subcolumns are either totally covered or completely cloud free
but partially covered (Figure 3, bottom). The 1-D histogram in Figure 4 displays the values of s for each grid
points of each subcolumns for which s̄z ∈ [DS−;DS+]. This 1-D histogram is then a representation of the
vertical SGS heterogeneity of saturation deficit in the SCM-like layer. The vertical PDF Qvol is a fit of this 1-D
histogram. To be consistent with Jam et al. (2013), we split the distribution into two normal distributions that
correspond to the thermal and environment regions, as we do for the horizontal PDF and following the same
conditional sampling of Couvreux et al. (2010). The PDF could be approximated by a Bi-Gaussian distribution.
However, to allow the analytical calculation of Qvol, we choose to approximate this vertical PDF by two uniform
distributions centered on s̄th and s̄env, with standard deviations 𝜎zth

and 𝜎zenv
. The spans of these uniform

distributions are Δsth =
√

12.𝜎zth
and Δsenv =

√
12.𝜎zenv

, and the functions Qvol and Qsurf mentioned earlier
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Figure 5. Scatter plots of the standard deviations 𝜎zth
and 𝜎zenv

of the vertical distributions against the standard
deviations 𝜎hth

and 𝜎henv
of the horizontal distributions, plotted for six different layer thicknesses Δz ∈ [50;500 m].

Purple and cyan lines are the linear fits we propose for the thermal and environment regions, respectively (see equation
(9)). Data originate from the large eddy simulations of the Barbados Oceanographic Meteorological Experiment case
over the whole duration of the simulation.

then take the following form:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Qvol(s) = 𝛼Qvth
(s) + (1 − 𝛼)Qvenv

(s)

Qvth,env
(s) =

⎧⎪⎪⎨⎪⎪⎩

0 if s ≤ (
s̄z −

Δsth,env

2

)
1√

12.𝜎zth,env

if
(

s̄z −
Δsth,env

2

) ≤ s ≤ (
s̄z +

Δsth,env

2

)
0 if

(
s̄z +

Δsth,env

2

) ≤ s

Qsurf

(
s̄z

)
=  (

s̄z >−Δsenv

2

)
(8)

where  is the Heaviside function. It is worth reminding that parameterizing Qsurf using a Heaviside func-
tion that starts from s̄z = −Δsenv

2
= −

√
3.𝜎zenv

accounts for the fact that as far as radiation is concerned, any
condensate on a vertical sublayer axis is considered as a cloud that should increase CFsurf, even when s̄z ≤ 0.

The standard deviation 𝜎zenv
and 𝜎zth

now need to be parameterized and implemented in a GCM. Figure 5
shows the relation that exists between the horizontal and vertical standard deviations in the LES for SCM-like
layers of thickness Δz. The linear fits that we propose for 𝜎zth,env

based on the values of 𝜎hth,env
(see Figure 5) are

as follows:

⎧⎪⎨⎪⎩
𝜎zth

= 0.8
(

Δz
150

)0.1
𝜎hth

𝜎zenv
= 3.

(
Δz
150

)0.5
𝜎henv

− 0.08
(

3.
(

Δz
150

)0.5
) (9)

Figure 5 also shows that the fits for the environment regions are not valid in all configurations. Typically, we
can see that for Δz = 125 m, this parameterization underestimates the value of 𝜎zenv

by a factor of 2 in some
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Figure 6. The 1-D histograms (top) and PDFs (bottom) of the 3-D distributions of saturation deficit s in SCM-like layers,
with thicknesses varying from Δz = ΔzLES = 25 m (1 LES layer) to Δz = 350 m (14 LES layers). All the SCM-like layers are
centered on the same median altitude. In the top plot, thermals and their environment are not distinguished. In the
bottom plot, red lines represent a Gaussian fit of the PDFs of the thermals and blue lines of the environment, for
different layer thicknesses Δz. Data originate from the LES of the ARM case at 13h30 LT. PDF = probability density
function; SCM = single column model; LES = large eddy simulations.

grid boxes where 𝜎henv
= 0.2. These regions where 𝜎zenv

≥ 0.6 mainly correspond to grid boxes located above
the top of the clouds. In these boxes the thermal fraction is often close to zero, which tends to reduce the
horizontal SGS heterogeneity𝜎henv

(see equation (3)), whereas the vertical SGS heterogeneity is still significant.
Equations (2), (8), and (9) are used to solve equation (7) of the condensed water and CF calculated by volume
and by surface. The detailed solution of this set of equations, as implemented in LMDz𝛽6, is described in
Appendix A3.

3.2. Method 2: Considering Directly a 3-D PDF
We now present the second parameterization that consists in creating a PDF of saturation deficit s directly
from the 3-D statistics of LES data gathered at the scale of a SCM grid box (see Figure 2, right) in order to
establish a relationship between CFvol and CFsurf.

Figure 6 shows some examples of PDFs of saturation deficit s obtained using LES data gathered at the scale
of layers of different thicknesses Δz but at the same median altitude. As we can see, a change in the thickness
Δz leads to some changes in the PDFs. If the mean values s̄th and s̄env do not change much when Δz changes,
the standard deviations 𝜎th and 𝜎env, on the other hand, tend to increase as Δz increases. A slightly regular
vertical gradient of 𝜎th and 𝜎env at these vertical scales may explain this behavior. Thicker layers contain air
from more various regions, which tends to slightly increase the dispersion of s without necessarily changing
s̄th and s̄env. To take into account the thickness Δz of the layers, we thus decide to model the PDF as follows.

3.2.1. CF by Volume and Condensed Water
We keep the bi-Gaussian model proposed by Jam et al. (2013) and its approximation of the plumes as vertical
cylinders. We neglect the thinning of the plumes within SCM-like layers and thus consider that the thermal
plumes fraction 𝛼 does not change with the layer thickness Δz. As suggested by Figure 6 we also consider
that the mean values s̄th and s̄env do not change with Δz. However, we take into account the variations of
the standard deviations 𝜎th and 𝜎env of the PDF with the layer thickness. To do so, we adapt equation (3) by
introducing a dependency on the thickness of the layer in the parameters cth and cenv.
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Figure 7. Left panel: 2D Histograms of the frequencies of occurrence of the coefficients cth (top) and cenv (bottom) as
computed using equation (3) in SCM-like layers of thicknesses Δz. Red and blue dots are the mean values of the
histograms for each Δz. Black dashed lines represent the least squares linear fits of these dots and green solid lines are
the constant values from Jam et al. (2013): cthJam

= 0.09 and cenvJam
= 0.92. Right panel: 1D version of these histograms

plotted for the extremes values Δz = 25m (red lines) and Δz = 350m (yellow lines). Data originate from the LES of the
ARM, RICO and BOMEX cases at all times and altitudes from cloud bases to cloud tops.

To determine this dependency, we evaluate the standard deviations 𝜎th and 𝜎env in the LES data of our three
test cases ARM, RICO, and BOMEX at all times and altitudes from cloud bases to cloud tops in layers of different
thicknesses Δz and use it to retune the parameters cth and cenv from equation (3). Figure 7 shows the 2-D
histograms of the frequencies of occurrence of these tuned coefficients cth and cenv for different thicknesses
Δz. The least squares linear fits are given in equation (10). An increase in the layer thickness from Δz = 25 m
(LES scale) to Δz = 350 m (SCM scale) results in a SGS dispersion 88% higher in the thermals and 22% higher
in the environment. {

cth(Δz) = 0.032 + 9.3 ∗ 10−5Δz
cenv(Δz) = 0.718 + 4.98 ∗ 10−4Δz

(10)

To compute the CF by volume CFvol and the condensed water qc using this parameterization, we rely on the
sets of equations (1), (2), and (3) and on the adjusted coefficients cth and cenv from equation (10).

3.2.2. CF by Surface
The other important feature that needs to be parameterized is the CF calculated by surface CFsurf. Neggers et
al. (2011) proposed a parameterization of this CF by surface by weighting the CF by volume by a coefficient
that depends only on the layer thickness Δz:

CFsurf = CFvol(1 + 𝛽.Δz) (11)

where 𝛽 = 0.0064 m−1 has been estimated from a calibration on their LES results on the BOMEX case. This
value depends on atmospheric conditions and has been found to vary in the range [0.0039 m−1; 0.0480 m−1]
for the different tested cases (see Table 2 from Neggers et al., 2011). To implement this parameterization in the
LMDz𝛽6 GCM, we follow the same method and gather results from different test cases. We group LES layers
to obtain SCM-like grid boxes and compute the inverse of the overlap ratio: 1

𝜌
= CFsurf

CFvol
for each Δz ∈ [25 m;

350 m] at various times and altitudes where clouds appear, typically between z = 400 m and z = 2, 200 m. We
plot in Figure 8 the 2-D histograms of frequencies of occurrence of 𝜌 and 1

𝜌
for layers of different thicknesses
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Figure 8. The 2-D histograms of the frequencies of occurrence of the overlap ratio 𝜌 = CFvol
CFsurf

(left) and of 1
𝜌

(right) in

SCM-like layers of thicknesses Δz. Data originate from the LES of the ARM, RICO, and BOMEX cases at all times of the
simulations. The solid green line represents the least squares fit of the function 1

𝜌
= (1 + 𝛽.Δz). The dashed blue and red

lines are the fits using the lowest and highest values of 𝛽 found by Neggers et al., 2011 (2011; 𝛽 = 0.0039 m−1 and
𝛽 = 0.0480 m−1, respectively). SCM = single column model; LES = large eddy simulations; BOMEX = Barbados
Oceanographic Meteorological Experiment.

Δz. The least squares fits that we show in this figure are obtained for Δz ≤ 350 m, which correspond to typical
values of layer thicknesses in current GCMs. The slope of the solid green line shown in Figure 8 is 𝛽 = 0.0044
m−1. We may note that this value, obtained by gathering data from the whole of the LES data set (ARM, RICO,
and BOMEX), is in the range [0.0039 m−1; 0.0480 m−1] presented in Table 2 of Neggers et al. (2011). It shows
a certain consistency between the results of the two studies. Our value of 𝛽 is quite low in this range, which
might be partly explained by its dependency to the vertical resolution: we use LES with a less refined vertical
grid than that of the control grid from Neggers et al. (2011). This tends to decrease 𝛽 (ΔzLES = 25 m in our
case, whereas ΔzLES,Neggers = 10 m).

Note that in some cases, clouds might fill an entire SCM-like grid box (CFvol = 1). This parameterization would
then estimate CFsurf > 1 which is absurd. To address that problem, we specifically impose CFsurf ⩽ 1.

4. Discussion

In this section we first compare the two parameterizations introduced in section 3 using LES data only, in
order to determine which is the most suitable for an implementation in the LMDz𝛽6 SCM. Second, we assess
the results we obtain using the best parameterization when it is implemented in the LMDz𝛽6 SCM. In the rest
of the paper, the first parameterization from section 3.1, in which we combine a vertical PDF and a horizontal
PDF, is referred to as Method 1. The second parameterization from section 3.2, in which we create a 3-D PDF
and parameterize CFsurf from CFvol, is referred to as Method 2.

4.1. Comparison of the Two Parameterizations
Figure 9 shows the CF by volume CFvol and CFsurf obtained using the two parameterizations presented in the
previous sections as well as by direct calculations. These plots are based on LES data only, gathered at the
scale of the LMDz𝛽6 SCM grid boxes. We display vertical profiles of the CF at the times shown in Figure 1 by
red lines. Method 1 shows a good ability to reproduce the CF by volume on the RICO and BOMEX cases. The
main features on these curves are the following: the cloud bases and the maximum of CF appear at the right
altitudes, and the vertical profiles generally match the LES profiles. For the ARM case, however, this parame-
terization largely overestimate CF. It may come from the parameterization we chose for 𝜎zenv

(section 3.1). We
may see in Figure 5 that the linear fit is valid for the BOMEX case. The fit for the RICO case is extremely simi-
lar (the slope differs by 4%, not shown) whereas the fit for the ARM case is quite different, typically showing
a slope twice as large (not shown). The parameterization we propose then overestimates 𝜎zenv

for the ARM
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Figure 9. Vertical profiles of the cloud fractions CFvol (dashed lines) and CFsurf (solid lines) obtained with LES data
gathered at the scale of the LMDz6 SCM grid boxes. Yellow lines represent the direct calculations of the cloud fractions
in the LES and red lines the parameterization of the cloud fractions. First row: Method 1. Second row: Method 2. The
second parameterization shows the best results and is therefore the focus of our discussion.

case, which directly impacts on the CFvol. On the same Figure 9, CFsurf shows two other discrepancies. While
the large overestimation for the ARM case can be explained by the previous explanations, the fractions for
the RICO and BOMEX cases are well estimated except on specific altitudes close to the cloud bases (RICO and
BOMEX, 600 m) and just below the cloud top (BOMEX, 1,500 m). At these altitudes, the horizontal PDF naturally
widens due to the mixing in one layer of wet air from the clouds and dry air from the surrounding environ-
ment. This increases the horizontal standard deviation. Method 1 then computes too large vertical standard
deviations leading to an overestimation of the CF. To conclude on this parameterization, the assumption we
made that horizontal and vertical saturation deficit standard deviations 𝜎hth,env

and 𝜎zth,env
are directly propor-

tional seems to be too strong. Therefore, the sensitivity to the coefficients we introduce makes it difficult to
tune the parameterization for all cases.

Method 2 shows less biases. Two important features appear on Figure 9. First, all the cloud bases and tops are
simulated at the right altitudes. Second, all the CF by volume and by surface reproduce accurately the vertical
profiles even though the parameterization slightly underestimates their values. This parameterization does
not introduce large biases as the Method 1 does when the atmosphere presents strong vertical SGS gradients
that are uncorrelated with horizontal SGS heterogeneity. Therefore, we focus on Method 2 in the rest of the
discussion.

4.2. Sensitivity to the Vertical Discretization
Figure 10 shows the estimated errors made by Method 2 on the CFvol, CFsurf and on the condensed water qc for
different vertical grids. We used LES data only, gathered at the scale of the three vertical discretizations pre-
sented in Figure 14. All the other parameters of this parameterization remain unchanged. The model slightly
underestimates the CF by volume by 1 to 2 percent, the CF by surface by 1 to 5 percent, and the condensed
water by up to 7.10−3(g∕kg), quasi independently of the vertical grid. The Root Mean Squared Error (RMSE) cal-

culated as RMSE =
√

1
n

∑n
i=0

(
X(i) − Xparam(i)

)2
with X ∈ [CFvol, CFsurf, qc], is then not systematically improved
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Figure 10. Sensitivity of layer properties to the vertical resolution: differences between the cloud fractions by volume
CFvol (first row), the cloud fractions by surface CFsurf (second row), and the condensed water qc (third row) obtained by
direct calculation and using Method 2 from LES data gathered at the scale of SCM grid boxes. Blue, red, and yellow lines
show the calculations on the LMDz5B 39 levels, LMDz𝛽6 79 levels, and LMDz𝛽6 130 levels vertical grids, respectively. The
right column represents the RMSE of CFvol (first row), of CFsurf (second row), and of qc (third row) as functions of the
three vertical grids. Solid lines represent the RMSE for the ARM case, dashed lines for the RICO case, and dash-dotted
lines for the BOMEX case. The parameterization tends to perform well regardless of the vertical grid being used. LES =
large eddy simulations; BOMEX = Barbados Oceanographic Meteorological Experiment.

with the vertical resolution. The insensitivity of this parameterization to vertical resolution results from the
explicit dependency of CFvol, CFsurf or qc to the layer thickness Δz .

4.3. Results From LMDz𝜷6 SCM Simulations
Until now in this paper, only LES have been used to develop and constrain the parameterizations, even if we
may have degraded their vertical resolution to match the SCM vertical resolution.

In this section, we now implement the chosen Method 2 in the LMDz𝛽6 SCM and present its results on the 79
levels vertical grid (LMDz𝛽6*). Figure 11 shows the vertical profiles of the CFvol, CFsurf, and qc in LMDz𝛽6* SCM
simulations obtained using this new Method 2. Results from LES data obtained with direct calculations and
from the LMDz𝛽6 SCM without this parameterization are also shown for comparison. Note that the control
LMDz𝛽6 parameterization (blue lines) was calibrated on an older LES version in the ARM and BOMEX cases
only (see Jam et al., 2013). The clouds generated by LMDz𝛽6* and LMDz𝛽6 interact in the same way with their
environment, via autoconversion into precipitation, for example, as CFsurf is for now just used as a diagnostic
variable.

Regarding results from LMDz𝛽6 (blue lines), we notice on the ARM case a general underestimation of the CF
by 5% to 10%, on the RICO case a 400-m negative shift in the position of the cloud top (1,800 m in the LES
and 1,400 m in the SCM), and on the BOMEX case both a general underestimation of the CF by up to 4% and
a 200-m positive shift in the position of the cloud base (500 m in the LES and 700 m in the SCM). It is working
noting that this simulation does not include the parameterization yet, and the CF by volume and by surface
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Figure 11. Vertical profiles of CFvol, CFsurf, and qc obtained using Method 2 in the LMDz𝛽6* SCM and compared to LES
data and LMDz𝛽6. (top row) Dashed lines represent cloud fractions by volume CFvol and solid lines cloud fractions by
surface CFsurf. Yellow lines are the direct calculations using LES data gathered at the scale of the LMDz𝛽6 SCM grid
boxes, red lines the results from the LMDz𝛽6* SCM based on Method 2, and blue lines the results from the LMDz𝛽6 SCM
without the parameterization. We remind that no distinction is made between cloud fractions by volume and by surface
in LMDz𝛽6. (bottom row) Condensed water qc , same color code. LES = large eddy simulations; SCM = single column
model; BOMEX = Barbados Oceanographic Meteorological Experiment.

are therefore equal by construction. We observe similar discrepancies on the condensed water qc (bottom
row) as can be expected by the strong dependency of qc on CF.

Now switching to the LMDz𝛽6* results based on Method 2, we observe the same biased positions of the cloud
base and top for the BOMEX and RICO cases, which we may be explained by the fact that the parameterization
modifies the cloud structure at a subgrid scale only and only has minor effects on the macroscale. We also
notice that CFsurf is well reproduced only when CFvol is accurately estimated by the cloud scheme. Since CFsurf

is a function of CFvol in this parameterization, this behavior is expected. A general improvement appears in
the ARM case up to 1,500 m and in the RICO case up to 1,100 m, where both CFvol and CFsurf are simulated with
an error of less than 1%. Method 2 explicitly distinguishes CFvol from CFsurf and in general reduces the biases
in qc by about 20%.

Figure 12 shows the temporal evolution of the ARM CF by volume CFvol and by surface CFsurf as simulated
by the LMDz𝛽6* SCM and with LES data where layers are gathered at the scale of the SCM vertical ones. The
LMDz𝛽6* SCM tends to overestimate the fractions both by volume and by surface between 11 and 13 hr, when
the clouds start forming. After 13 hr, the fractions above 1,500 m are underestimated by up to 10%. We notice
that this phenomenon that appears at 13h30, as shown in Figure 11, is present until the end of the simulation.
It is also present in simulations performed using LMDz𝛽6 without Method 2 (not shown), which suggests that
it comes from other aspects of the GCM.

4.3.1. Impacts on Radiation
In this section we analyze the radiative impacts of Method 2 on the LMDz𝛽6* SCM results. We remind that
the heating rates are prescribed at each level independently from the parameterizations we test and that
the radiative fluxes are computed for diagnostic purposes. A key variable for radiation is the cloud cover
CFtot. In LMDz𝛽6, it is computed using a maximum random overlap scheme, as mentioned in Geleyn and
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Figure 12. Temporal evolution of the cloud fractions by volume CFvol (left column) and by surface CFsurf (right column)
in the ARM case. Comparison between the LES (top row) and the LMDz𝛽6* SCM (bottom row). The black dashed vertical
lines indicate the time when vertical profiles of cloud fractions and condensed water are shown in the rest of the paper.
LES = large eddy simulations; SCM = single column model.

Hollingsworth (1979), Tian and Curry (1989), Barker et al. (1999), or Hogan and Illingworth (2000). Figure 13
shows the change in cloud cover at the surface CFtot, the change in SW CRE (raw and normalized by the cloud
cover), and the change in the liquid water path when the CF and condensed water are parameterized differ-
ently. Method 2 (in red) tends to increase the total cloud cover over the whole simulations by about 10% for
RICO and BOMEX cases and by up to 50% for the ARM case when compared to the control simulation LMDz𝛽6
(blue lines). This is expected as the overlap scheme uses a CFsurf at each level which is mathematically greater
or equal to the CF of the LMDz𝛽6 simulation. The liquid water path is globally reduced by 10–20% in the RICO
and BOMEX cases. This is consistent with Figure 11 and due to a decrease in qc of up to 20% when Method 2
is used.

The third row of Figure 13 shows a general decrease of the SW cloud radiative effect when normalized by
CFtot. Considering only cloud cover, these plots highlight the decrease of cloud opacities in the SW when using
Method 2. This decrease in cloud cover is expected based on the general decrease in liquid water path which
goes from less than 10% in the RICO case, to 25% in the ARM case and up to 70% in the BOMEX case. The
bottom row of Figure 13 represents the raw SW CRE and shows that the larger cloud covers CFtot are partly
compensated by the decrease of cloud opacities. It still reduces the opacities of the atmospheric columns
over the whole grid boxes for the three test cases. The mean decrease in SW CRE range from less than 5% in
the ARM and RICO cases to 30–50% in the BOMEX case. Note that no SGS heterogeneity of condensed water
qc is taken into account in the radiative transfer scheme in this study. As mentioned by Cahalan et al. (1994),
considering this effect could reduce even more the value of the SW CRE. Generally, these features obtained
using Method 2 show a decrease of the too few, too bright bias by simulating larger low-level cloud covers
and a generally lower opacity of the atmospheric column.

5. Conclusions

In this paper we aim at improving the representation of low-level clouds in the LMDz𝛽6 SCM with a focus on
the continental and oceanic shallow cumulus cases ARM, RICO, and BOMEX. We develop and compare two
parameterizations of the vertical SGS heterogeneity of cloud properties. We start from the cloud scheme pre-
sented in Jam et al. (2013) that is based on a horizontal SGS heterogeneity of saturation deficit s and propose
two methods to also include vertical heterogeneity. Method 1 combines a vertical PDF of saturation deficit s to
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Figure 13. Temporal evolutions of the cloud cover CFtot in the atmospheric column (first row), of the liquid water path
LWP (second row), of the SW CRE normalized by the cloud cover CRE SW

CFtot
(third row), and of the SW CRE (fourth row) for

LMDz𝛽6* (red lines, with the Method 2), LMDz𝛽6 (blue lines, without the parameterization) and LES data (yellow lines).
Note that for the stationary cases RICO and BOMEX, we impose an artificial diurnal cycle of the SW radiation in the SCM
that impacts on the CRE diagnostics but not on the simulation itself. The Sun is up between 6 a.m. and 6 p.m. in the
RICO case and between 9 a.m. and 10 p.m. in the BOMEX case. The BOMEX case is simulated over 24 hr, whereas the
BOMEX LES lasts only 15 hr. Method 2 increases the cloud cover and reduces the liquid water path as well as the
normalized SW CRE for all cases. It produces larger cloud fractions and less opaque clouds, resulting in a reduction of
the too few, too bright bias. SW = shortwave; LES = large eddy simulations; BOMEX = Barbados Oceanographic
Meteorological Experiment.

the horizontal existing one. The variances of the vertical PDF are parameterized as functions of the moments
of the horizontal PDF and of the thickness of the layer Δz. The CF by volume CFvol and the condensed water qc

are estimated by this combination of PDFs. The CF by surface CFsurf is estimated from the horizontal PDF only.
Method 2 changes the horizontal PDF to a PDF based on three-dimensional statistics of saturation deficit s.
It relies on the Jam et al. (2013) parameterization but introduces a dependency of the tunable parameters to
the thickness of the layer. The quantities are calculated by volume as the condensed water qc, and the CFvol

are directly estimated by this PDF. The CF by surface CFsurf is based on an adapted version of the Neggers et
al. (2011) model and depends on CFvol as well as on the thickness of the layers Δz.

Considering LES only, when using an altered vertical resolution to match that of LMDz𝛽6, Method 1 performs
reasonably well and CF by volume and by surface are in good agreement with the LES when the SCM is specif-
ically calibrated for a given cloud scene. However, it is hardly applicable to a GCM as it is very case sensitive
and thus hardly tunable on a large variety of cloud scenes. Method 2 creates better CF and allows a solid
distinction between CFvol and CFsurf in the SCM for various cloud scenes.

When implemented in the LMDz𝛽6 SCM, simulations using Method 2 show a general improvement in the CF
and a decrease in the bias of condensed water of about 20% when verified against the same data sets used to
tune the parameterizations. When considering the whole atmospheric column, we observe a general increase
of the cloud cover by 10–80% on the different cumulus cases. This parameterization also reduces the SW
cloud radiative effect at the surface by 5–50% and does not impact significantly the LW radiation (decrease of
2–5%, not shown). These trends tend to validate the hypothesis made by Konsta et al. (2016) that stipulates
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Figure 14. Layer height z as a function of layer depth Δz for successive versions of LMDz and for the LES, represented
over the first 4,000 m of the atmosphere. LDMZ5B 39 levels grid: Δz

z
∼ 0.3. LMDz𝛽6 79 levels grid: Δz

z
∼ 0.1. Testing 130

levels grid: Δz
z

∼ 0.01. LES grid: Δz = 25 m, independent from altitude z. LES = large eddy simulations.

that taking into account vertical SGS heterogeneity in a GCM cloud scheme could reduce the too few, too
bright bias by increasing the cloud cover and reducing the reflectance and opacity of such cloud scenes.

The next step is to implement Method 2 in the LMDz GCM, to tune the relevant parameters, and to analyze
the results obtained at a global scale. At this stage, other well documented-parameterizations should also
be coupled to Method 2 in order to assess their effects. First, in the radiation scheme of the LMDz GCM, the
clouds are considered to be horizontally homogeneous. This leads to an overestimation of the emissivity and
albedo by 2–18 W/m2. Correcting this approximation that impacts the SW CRE by taking into account the
heterogeneity of clouds would interact with Method 2, and this deserves further analysis. Second, the LMDz
GCM uses a maximum random overlap scheme and does not include the more realistic exponential random
overlap scheme from Hogan and Illingworth (2000). Such an overlap scheme would tend to again increase
the cloud cover compared to what is done in this study. This global analysis is the subject of ongoing research
by the authors.

Appendix A : Appendix
A1. Thermodynamic Constant al

Definition of the thermodynamic constant al from equation (1):

⎧⎪⎪⎨⎪⎪⎩

Tl = T .e
− ql .Lv

Cpm .T

qsl = 0.622 qsat .Lv

Rd .T
2
l

al =
1

1+ qsl .Lv
Cpm

(A1)

where ql (kg/kg) is the liquid water content, Lv(J∕kg) the latent heat of vaporization, Cpm(J∕K) the heat capacity
of moist air, qsat (kg/kg) the saturation mixing ratio, and Rd(J∕K∕kg) the perfect gas constant for dry air.

A2. Vertical Resolutions of Successive Versions of LMDz in the Lower Atmosphere
Figure 14 presents vertical resolutions used in successive versions of LMDz.

A3. Developments of Equation (7) With the Parameterizations From Equations (2), (8), and (9)
Some constants:

⎧⎪⎨⎪⎩
S1th,env

= − 1√
2

(
s̄th,env+𝜎zth,env

𝜎hth,env

)
S2th,env

= − 1√
2

(
s̄th,env−𝜎zth,env

𝜎hth,env

) (A2)
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Development of the condensed water qc:

qc = 𝛼qcth
+ (1 − 𝛼)qcenv

(A3)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

qcth,env
= qΔth1,env1

+ qΔth2,env2
+ qΔth3,env3

+ q∞th,env

qΔth1,env1
=

(
s̄th,env+𝜎zth,env

)2
+𝜎2

hth,env

8𝜎zth,env

(
erf S2th,env

− erf S1th,env

)
qΔth2,env2

=
𝜎2

hth,env

4𝜎zth,env

√
𝜋

(
S1th,env

e
−S2

1th,env − S2th,env
e
−S2

2th,env

)
qΔth3,env3

=
√

2
𝜋

𝜎hth,env (s̄th,env+Δz)
4𝜎zth,env

(
e
−S2

1th,env − e
−S2

2th,env

)
q∞th,env

= s̄th,env

2

(
1 − erf

(
S2th,env

))
+

𝜎hth,env√
2𝜋

.e
−S2

2th,env

(A4)

Development of the CF by volume CFvol:

CFvol = 𝛼CFvolth
+ (1 − 𝛼)CFvolenv

(A5)

⎧⎪⎪⎨⎪⎪⎩

CFvolth,env
= CFΔth,env

+ CF∞th,env

CFΔth,env
=

(
s̄th,env+𝜎zth,env

)
4𝜎zth,env

(
erfS2th,env

− erfS1th,env

)
+
√

2
𝜋

𝜎hth,env

4𝜎zth,env

(
e
−S2

1th,env − e
−S2

2th,env

)
CF∞th,env

= 1
2

(
1 − erf

(
S2th,env

)) (A6)

Development of the CF by surface CFsurf:

CFsurf = 𝛼

(1
2

(
1 − erf(S1th

)
))

+ (1 − 𝛼)
(1

2

(
1 − erf(S1env

)
))

(A7)

Acronyms

GCM General circulation model
SCM Single column model
LES Large eddy simulation
SGS Subgrid scale
PDF Probability density function
CF Cloud fraction
SW Shortwave
LW Longwave
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