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Abstract 

Collaborative virtual environments allow remote users to work together in a shared 3D space. To take advantage of the 

possibilities offered by such systems, their design must allow the users to interact and communicate efficiently. One open 

question in this field concerns the avatar fidelity of remote partners. This can impact communication between the remote 

users, more particularly when performing collaborative spatial tasks. In this paper, we present an experimental study 

comparing the effects of two partner’s avatars on collaboration during spatial tasks. The first avatar was based on a 2.5D 

streamed point-cloud and the second avatar was based on a 3D preconstructed avatar replicating the remote user 

movements. These avatars differ in their fidelity levels described through two components: visual and kinematic fidelity. 

The collaborative performance was evaluated through the efficacy of completing two spatial communication tasks, a 

pointing task and spatial guidance task. The results indicate that the streamed point-cloud avatar permitted a 

significant improvement of the collaborative performance for both tasks. The subjective evaluation suggests that these 

differences in performance can mainly be attributed to the higher kinematic fidelity of this representation as compared to 

the 3D preconstructed avatar representation. We conclude that, when designing spatial collaborative virtual environments, 

it is important to reach a high kinematic fidelity of the partner’s representation while a moderate visual fidelity of this 

representation can suffice. 

Keywords: Partner’s avatar, Kinematic fidelity, Collaborative virtual environments, spatial communication, 

Immersive virtual reality. 

1 Introduction 

Collaborative virtual environments (CVEs) allow multiple remote users to work together in a shared virtual space [1]. 

They are used in different applications such as industrial design, entertainment or training [2, 3]. These systems must 

support some features, such as multimodal communication and must provide cues on the partners’ activities in order to 

improve the sense of copresence between the team members and ensure an effective collaboration [4]. 

In this context, one of the open research questions when designing such systems is the way the remote partners and their 

actions are visually represented in the CVE [5]. In this paper, we are particularly interested in the effects that the fidelity 

of this representation can have on spatial interactions in an immersive CVE. Indeed, in everyday life, operators use 
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different body parts to communicate spatial information to other people (e.g., pointing out an object of interest with the 

finger). They also use their awareness of their partner’s position to adapt their verbal descriptions of spatial relationships 

between the surrounding objects (e.g., describing the relative position of an object according to the partner’s 

position/perspective). Thus, the fidelity of the visual representation of a user's body in the virtual environment can impact 

the efficiency of spatial communication between partners and thus the effectiveness of their collaboration [6]. The 

objective of this work is to study the impact of the partner’s representation fidelity on the way persons collaborate when 

performing spatial tasks. For that purpose, we have conducted a user study to compare two representations of the partner 

that differ in their levels of fidelity. This work is a first step towards defining design guidelines which take into 

consideration the fidelity of the partner’s visual representation in order to enhance the effectiveness of spatial 

communication and collaboration in CVEs. 

2 Related work 

Our literature review is divided into three main categories. First, we examine how spatial communication is performed in 

face to face situations and explore the way it is currently supported in CVEs. Second, we review users’ representations in 

CVEs. Finally, we investigated how the fidelity of the user’s representation can be described. 

2.1 Spatial communication in CVE 

The ability of operators to collaborate efficiently when performing spatial tasks together depends strongly on their ability 

of locating their partners and the shared objects in their common workspace [7]. The activity of exchanging information 

to locate an object and/or a person is referred to as spatial communication. The verbal description of an object position 

depends on various factors such as the relative position of this object according to the other objects of the environment or 

according to the position and/or the perspective of the speaker and the listener. Usually, to make this verbal description, 

an operator (the speaker) uses the egocentric reference system [8]. In this reference system, actions and object positions 

are described by the speaker according to his/her own body/perspective (for example, “the object on my left/right”). In a 

face to face collaborative situation, the partners do not necessarily share the same viewpoint of the environment. 

However, an operator is usually aware of the partner’s (listener’s) gaze direction and field of view. Therefore, he/she can 

more or less easily use the listener’s egocentric reference system by projecting him/herself into the partner’s body and 

locating objects according to the listener’s perspective (for example, “the object on your left/right”). This is referred to as 

spatial perspective-taking [9]. The speaker can also enrich a spatial verbal description by using additional nonverbal cues 

such as pointing gestures, gaze, and head orientation. This suggests that spatial communication depends on different 

factors directly related to the way the partners see each other including their movements and actions.  

These spatial interactions can become difficult to perform in CVEs. Indeed, virtual environments change the users’ 

perception of their surrounding space and often include very little cues on the partner's activity [4]. It is for instance more 

complicated to use the listener’s egocentric system if the speaker is not correctly aware of the partner’s perspective in the 

CVE. In addition, the use of nonverbal cues is usually limited compared to real world interactions [10]. Pointing an object 

can for instance become complicated to perform and the partner’s viewpoint difficult to perceive depending on how the 

body and movements of the remote partner are faithfully reproduced in the CVE. This may result in communication 

issues when two partners perform together a spatial task. This highlights also the importance of designing the partner's 
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representation with an appropriate level of fidelity in order to provide the necessary cues to the speaker and the listener, 

thus reducing the spatial communication issues in CVEs. Again, these cues should convey information about the 

movements and actions of the partner. 

In the literature, some studies have investigated spatial communication in CVEs [4, 11, 9, 12]. Instead of focusing on the 

use of avatars, some of these studies have proposed new interaction metaphors to improve spatial communication. For 

instance, Chellali et al. [4] included a common spatial frame of reference in the CVE to encourage the partners to 

spontaneously use an exocentric reference frame (locating an object according to the other environment objects) instead 

of an egocentric one during spatial interactions. Their study has concluded that this visual aid can improve spatial 

communication but is less helpful for users that have difficulties to perform mental rotations. In fact, using the exocentric 

reference frame requires performing complex mental rotations to locate objects in space. Hindmarsh et al. [11] proposed 

to provide each operator with a feedback on the partner’s view of the CVE, and objects present in his/her field of view. 

This helped the partner performing spatial descriptions of the environment and improved spatial communication [11, 13]. 

However, adding separate windows in the user’s view field may increase the cognitive load and slow down the task 

completion time [14]. More recently, the study of Pouliquen-Lardy et al. [9] investigated role distubtion (manipulator vs 

guide) during a collaborative spatial manipulation task and its effect on perspective-taking during spatial communcaition. 

The results show that during spatial interactions, the partners preffered using the manipulator’s perspective rather than the 

guide’s perspective. While this study used avatars to represent the remote partners, the avatars were not animated limiting 

thus their fidelity. 

The recent developments in immersive VR technologies and the reduced cost of tracking devices offer new opportunities 

to include higher fidelity avatars at lower cost. Some studies have investigated the influence of the user’s representation 

on spatial interactions but in the case of single user virtual environments [15, 16]. The study of Ries et al. showed an 

improvement of distance estimations in the virtual environment for users equipped with a virtual avatar over those 

without a virtual representation. In addition, Mohler et al. have shown that an animated avatar outperforms a static avatar 

in distance estimation tasks [16]. Our goal is to build on this existing literature by exploring avatar-based approaches in 

the case of spatial collaboration tasks in a systematic way. More particularly, we are interested in investigating how the 

fidelity of movements of the remote partner’s avatar can impact the collaborative performance during spatial tasks. 

2.2 Users’ representation in CVE 

User’s representation is a fundamental problem when designing immersive virtual environments, and is usually acquired 

using an avatar: a visual representation of the user inside the virtual environment [17]. Avatars provide a direct 

relationship between the natural movements of a user in the real world environment and the animation of his 3D 

representation in the virtual environment. This animation is usually performed through motion capture devices. The 

importance of the own body perception in immersive virtual environments has been investigated for some time with 

results suggesting a strong correlation between the feeling of presence and the degree of association of the user with 

his/her virtual body. This association is referred to as the sense of embodiment [18]. In CVEs, the perception of the 

partner's body is even more important because it gives crucial information on the partners’ activity such as their position, 

identity, objects of interest, gestures, mood, and actions [6, 19]. 
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Several studies have investigated the effects of the presence and the realism of the partner's avatar in CVEs with results 

indicating that people feel higher levels of social presence when there is a visual representation available [20]. For 

instance, the study of Fribourg et al. has shown that being immersed with another person's avatar can improve the 

performance and task engagement of a CVE user, but does not influence one’s sense of embodiment [21]. The study of 

Piumsomboon et al. has shown that the presence of a remote user’s avatar improved the sense of social presence and the 

overall user experience in a mixed reality collaborative system [22]. Dodds et al. have shown that a self-animated avatar 

improves communication with a remote user within a CVE as compared to non-animated avatars and to avatars with a 

prerecorded listening behavior animation [23]. Steptoe et al. have shown that adding ocular behavior into the partner’s 

avatar through gaze tracking improves social interactions between the collaborators [6]. The study of Garau et al. has 

shown a positive effect of the visual and behavioral realism of the partner’s avatar on the perceived quality of 

communication in an immersive CVE [24]. By comparing two forms of the partner’s visual representations (an abstract 

avatar Vs a preconstructed photo-realistic avatar) Latoschik et al. have shown a positive effect of the increased visual 

realism of the partner’s avatar on the self-perception in a virtual environment [25]. The study of Cowell et al. indicates 

that incorporating trusting nonverbal cues in virtual characters increases the feeling of credibility and trustworthiness 

[26]. However, this study was conducted with users interacting with virtual characters and not with actual remote partners 

in a CVE. The study of Young et al. [27] compared the effects of a full-body representation of the partner to a hands-only 

representation when performing together a high-fiving gesture in a CVE. Their results show that the full-body 

representation of both users have improved the task performance. In the work of Economou et al. [28], different forms of 

user’s representations in immersive CVEs were proposed. The authors have provided different guidelines for designing 

the partner’s representation in CVEs. However, no systematic evaluation of the different proposed representations was 

conducted. In the work of Steptoe et al. [29], different users’ representations were used to support acting rehearsal in a 

collaborative multimodal mixed reality environment. The system was informally evaluated by a director and two actors 

who performed together a remote rehearsal of a theatrical scene. The system was well appreciated by the users although 

the participants have commented that the inexpressivity of the actors’ avatar may impact the rehearing via this system. 

Fairchild and al. presented a Mixed Reality system supporting the contextualization of nonverbal communication. The 

system was used in a simulation of Mars, within which the collaborators performed together exploration tasks and social 

interactions. To improve nonverbal communication, the authors used a real time 3D video reconstructed avatar. While 

this method permitted to improve nonverbal communication, it required the use of expensive tracking cameras [30]. The 

study of Roth et al. has shown that users can compensate for missing nonverbal behaviors when using non-visually 

realistic avatars to improve their social interactions by using other behavioral channels [31]. More recently, Wu et al. 

have compared a depth-sensor-based tracking to a controller-based partial-body tracking (using inverse kinematics) of the 

same 3D preconstructed avatar in a VR interview simulation [32]. Their experiment has shown that the depth-sensor-

based tracking improves user experience, increases virtual body ownership and improves the users’ rating of their own 

nonverbal behaviors. However, these avatars were used to represent the participants and not their partners. Cho et al. have 

shown that volumetric depth-sensor captured avatars increase users’ social presence as compared to a 3D preconstructed 

mesh avatar and to a 2D video [33]. Yoon et al. have compared different appearances of the remote user’s avatar ranging 

from a head & hands representation to a whole body representation [34]. They have also found that the whole body 

representation increases social presence. Finally, Regenbrecht et al. presented a voxel-based method to visually represent 

users in an interactive real-time environment [35]. Scenarios with persons collaborating in a 3D conferencing space were 
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presented by the authors highlighting the importance of nonverbal communication cues supported by this approach. 

However, only a subjective evaluation was conducted showing that this user’s representation method is promising.  

The previous review suggests the existence of a positive effect of the avatar presence and fidelity on social interactions in 

CVEs. In addition, nonverbal communication is better perceived when the behavioral fidelity of the avatars is increased. 

However, to our best knowledge, the impact of the fidelity of the partner’s avatar on spatial communication in CVEs has 

not yet been systematically investigated. 

2.3 Fidelity of the user’s representation in CVE 

To be able to assess the impact of different visual representations of the remote partner on collaboration in CVEs, it is 

important to identify the components that describe the avatar’s fidelity. Fidelity is defined here as "the objective degree of 

accuracy with which real-world experiences are replicated in the virtual world" [36]. Two main components can be used 

to characterize the fidelity of the partner’s avatar in a CVE: 

2.3.1 The visual fidelity 

This component refers to the static appearance of the avatar. It can be defined as the degree of accuracy with which the 

different shapes of the represented user’s body are reproduced in his/her virtual avatar. This component can be 

decomposed into three interdependent sub items.  

appropriateness of the morphology which describes how close the selected morphology matches that of the real entity or 

how realistic the morphology is represented. For example, a gorilla is closer to a human shape and function than a fish to 

a human, or a humanoid avatar is more realistic than a human-like avatar with cartoonish appearances such as mice or 

dogs. 

photorealism of the virtual avatar describes how detailed and clear the rendering of the virtual avatar is. This refers to the 

level of detail of the mesh and textures of the 3D model of the avatar. For instance, a photorealistic humanoid avatar has a 

higher resolution than a blurred humanoid avatar.  

Visual identity defines how easy is the user able to recognize the identity of the remote partner by being exposed to 

his/her visual representation. This includes for instance the fidelity of the facial features (e.g., eye colors, nose shape) and 

body parts, the height, the weight, the clothing and the accessories. This component defines the similarity between a 

virtual avatar and a particular person allowing the user to identifying him/her [37]. In this case, a human-like avatar with 

cartoonish appearances but having the same haircut, and wearing glasses, cloths and accessories similar to those of a 

given person will have a higher fidelity level of the visual identity than a photorealistic avatar who does not resemble to 

this specific person. We exclude here any behavioral elements permitting to identify a person that are rather included in 

the next component. We exclude also all the non-visual elements such as the voice tone or haptic communication 

features. 

2.3.2 The kinematic fidelity 

This component refers to the dynamic aspects of the avatar. It is defined as the degree of exactness with which the avatar 

replicates the movements of the represented user. It describes how the different movements (including position, velocity 

and acceleration) of all the visible body parts of the partner’s body (arms, legs, fingers, head, eyes, facial expressions...) 
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are faithfully reproduced by the avatar. This includes both the deliberate movements used to communicate with the 

partner (e.g., pointing out an object with the arm or moving the lips to speak) and non-deliberate movements related to 

spontaneous human behavior (e.g., eye blinking and breathing). This is similar to the concepts of communicative realism 

and behavioral realism [38, 39] proposed in the domain of social interaction. These concepts focus mainly on how 

realistic and natural does the visual representation behaves like an actual person which increases the social presence. We 

highlight here the importance of the movement precision which may play an important role during spatial 

communication. For instance, a pointing gesture performed by an avatar can be very realistic and natural. However, if it is 

not precise enough it may lead to misunderstandings between the partners. 

The previous components can be used to analyze the degree of fidelity of a given representation of the partner in a CVE. 

In fact, each component has its specific requirements in order to reach a higher level of fidelity. However, depending on 

the collaborative task, not all the components need to reach a high level of fidelity in the same system to ensure an 

effective collaboration. Thus, combined with an analysis of the collaborative tasks to be supported by the CVE and its 

constraints, these concepts can help to determine the appropriate levels of fidelity for each component to correctly 

perform these tasks within the CVE. 

In this paper, we focus on the impact of these fidelity components when designing the remote partner’s avatar. In fact, the 

analysis of spatial interaction tasks in the real world and the identification of their constraints in CVE suggests the 

importance of the avatar fidelity for an efficient collaboration. More particularly, we explore how the movement precision 

can impact spatial interactions. To investigate this question, two different representations of the remote partner are 

compared regarding their fidelity levels. An experimental study, comparing the effects of these two representations on the 

collaborative performance when performing two spatial tasks in a CVE is also presented. 

3 Materials and Methods 

3.1 The avatars 

Two types of visual representations (avatars) of the remote partner in an CVE are analyzed and compared: 

3.1.1 The streamed point-cloud avatar 

The first type of user’s representation is based on a 2.5D point-based textured avatar built in real time through a depth 

sensor. This is a mixed reality representation [40] that allows to integrate the video of the remote user as a point-cloud in 

the virtual environment (Figure 1). This form of user’s representation is similar to a video conferencing system. However, 

it offers the advantage of displaying the partner in 2.5D and in the appropriate location inside the CVE by mixing its 

video representation (without the surrounding real world artefacts) with the virtual environment. This representation is 

considered as a 2.5D avatar, because we only use one front-facing depth sensor to capture the user’s video, thus not 

providing coverage of the rear-half of the body. It is though possible to combine several depth sensors to ensure that the 

partner is fully captured [35]. 
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Figure 1 : Two types of the partner’s representation are compared : (left) streamed point-cloud avatar and (right) preconstructed 

and animated virtual avatar 

3.1.2 The preconstructed virtual avatar 

The second type of user’s representation is a 3D virtual preconstructed avatar. The avatar was modeled, rigged and 

skinned through a 3D modeling software (MakeHuman). This representation is then integrated into the virtual 

environment and animated in real time (Figure 1). The photorealistic textures of the face of the remote partner were 

scanned using a depth sensor. The avatar was then imported into the virtual environment and animated using the same 

depth sensor. For that purpose, the user's movements were captured through 25 key points and then used to animate in 

real time the skeleton of the preconstructed avatar (Figure 2). 
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Figure 2: 25 key points are used to animate the preconstructed avatar 

In the following section, the two representations are analyzed to determine their fidelity levels. 

3.2 Avatars fidelity 

To avoid any effect of the motion capture device on precision, we have used the same device which was placed in the 

exact same position for animating both avatars.  

Both avatars have a high appropriateness of the morphology because they are photorealistic and anthropomorphic. The 

photorealism of the point-cloud representation has nevertheless a lower level of fidelity. When compared to the 

preconstructed virtual avatar representation, one can notice that some points representing the body shape of the user are 

invisible sometimes. We presume though that the human brain is able to reconstruct the full body representation when the 

avatar is moving. Moreover, only the front face of the partner is included in the virtual environment in this case. To avoid 
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any effect of the missing rear part in our experiment, the interaction scenario was designed so that the participants were 

always facing their partner, who was in turn facing the capture device during interactions in the virtual environment. 

In addition, the streamed point-cloud representation has a higher level of kinematic fidelity. The user’s movements are 

captured through an unlimited number of points that are combined to reconstruct the partner’s representation in real time. 

On the other hand, only 25 key points of the skeleton of the user are captured and used to animate the preconstructed 3D 

representation. For instance, one can see the user’s index finger pointing an object in the streamed point-cloud 

representation. On the other hand, the full hand is directed toward the object in the preconstructed virtual avatar because 

only the thumb and the hand tip are tracked (Figure 2). Moreover, it is possible to more or less distinguish the gaze 

direction using the streamed point-cloud representation while only the head direction is visible with the preconstructed 

virtual avatar. 

Based on our analysis, we conclude that the two representations differ in their fidelity levels. The streamed point-cloud 

avatar has a higher level of kinematic fidelity than the preconstructed virtual avatar while the later has a higher level of 

visual fidelity than the former. In order to determine the effects of the fidelity difference on spatial interactions we have 

conducted the following user study. 

3.3 Spatial tasks 

In the following experiment, we chose to focus on two representative spatial communication tasks. The first one consists 

of an operator guiding verbally his/her partner avatar towards selecting and manipulating a virtual object of interest. This 

can permit to observe the operator’s perspective-taking when he/she verbally describes the position of the object of 

interest according to the partner’s position/point of view. Therefore, we will study the effects of the partner’s avatar 

fidelity on the ability of the participants to successfully describe object positions to their partner according to this avatar.  

The second spatial communication task consists of interpreting pointing gestures performed by a partner to designate an 

object of interest. This can show the importance of the avatar movement precision when performing pointing gestures. 

We will therefore study how successful will be the participants in interpreting a pointing gesture performed through the 

arms of the partner’s avatar and therefore identifying the correct objects pointed out. 

3.4 Research hypotheses 

The previous analyses of the avatars fidelity and the collaborative spatial tasks give us indications on how each user 

avatar could impact the collaboration during these tasks. By comparing the two types of partner’s avatar when performing 

these tasks, our main hypothesis is that the streamed point-cloud partner’s avatar would improve spatial communication. 

This is expected because it has a higher level of kinematic fidelity and despite his lower level of visual fidelity. This will 

be investigated through the following working hypotheses: 

H1: The streamed point-cloud avatar would help the user to verbally guide his/her partner towards selecting an object of 

interest. This is expected to decrease the guidance time, and to decrease the partner’s errors rate when selecting the target 

objects in task 1.  
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H2: The streamed point-cloud avatar would facilitate the interpretation of pointing gestures performed by the partner to 

designate an object of interest. This is expected to decrease the time needed to correctly recognize the pointed rows and to 

decrease the recognition error rates in task 2. 

H3: The better spatial communication expected with the streamed point-cloud avatar would increase the subjective 

feeling of presence, co-presence and social presence with this partner within the CVE. As suggested by previous research, 

a higher kinematic fidelity increases social presence [24, 33, 34, 35]. 

H4: The streamed point-cloud avatar has a lower level of photorealism. Therefore, the participants would rate its visual 

realism lower than that of the preconstructed avatar. 

H5: The streamed point-cloud avatar would decrease the perceived strangeness when looking at this avatar despite having 

a lower level of photorealism. Indeed, Slater and Steed [41] argue that the more photorealistic an avatar appears to the 

user the higher the expectation of behavioral realism. Recent studies suggest also an uncanny valley effect associated with 

photorealistic preconstructed avatars with low behavioral realism [33, 34]. Therefore, the higher kinematic fidelity of the 

streamed point-cloud avatar is expected to increase its behavioral realism whose actions will be perceived as closer to an 

actual person than those of the preconstructed avatar. 

H6: The better spatial communication expected with the streamed point-cloud partner’s avatar would encourage the 

participants to use the partner’s egocentric reference frame instead of an exocentric reference frame (relative position of 

objects). Indeed, perspective-taking would be facilitated with a higher kinematic fidelity. 

3.5 Participants 

Twenty-two participants (13 males, 9 females) from the local campus community (students and staff) were enrolled in 

this study (N=22). The mean age was 28.7 (SD = 9.5; min = 20; max = 50). All of them had normal or corrected to 

normal vision. All of them had a previous experience with video games (including smartphone games) with 16 of them 

playing video games frequently (at least once a week). All of them had also at least one previous experience with VR 

technologies with only 4 of them using VR devices frequently (at least once a week). The experimental protocol was 

approved by the institutional ethics committee of Université Paris Saclay (CER Paris Saclay) prior to enrolling any 

human subject. An informed written consent was also obtained from all the subjects involved in this study prior to their 

participation. 

3.6 Experimental design 

Similar to previous studies [12, 27, 22, 33, 34], and in order to provide a consistent behavior to the participants, all of 

them performed the two experimental tasks in collaboration with the same confederate (an experimenter). The study 

design was a between-subjects design with one experimental factor (avatar type) with two conditions: streamed point-

cloud avatar (SPA) Vs preconstructed virtual avatar (PVA). Therefore, the only difference between the two conditions 

was the type of the avatar used to represent the partner in the virtual environment. The 22 participants were randomly 

assigned to one of the two groups (SPA group or PVA group) with 11 participants in each group. One female participant 

in the SPA group had to be excluded from the data set because she felt uncomfortable wearing the HMD and had to stop 
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the experimental session. At the end, the collected and analyzed data concerned 11 participants in the preconstructed 

virtual avatar condition (N=11) and 10 participants in the streamed point-cloud avatar condition (N=10). 

3.7 Experimental setup 

3.7.1 Experimental room 

The participants and their confederate were collocated in the same experimental room. They were able to talk to each 

other (with restrictions, c.f. experimental tasks section) but were not able to (physically) see each other. 

3.7.2 Collaborative virtual environment 

The designed CVE consisted of a delimited space displayed at scale 1:1 for both users. In this environment, the 

participant was located on a small (2x2m) esplanade above the experimenter (Figure 3Erreur ! Source du renvoi 

introuvable.). Both users were facing each other and saw the virtual environment from a different perspective. They were 

allowed to walk only inside a delimited space. The walking space of the participant was delimited in the virtual 

environment by the edges of the esplanade. The participant was able to see the experimenter's avatar in the virtual 

environment (the type of the displayed avatar depended on the experimental condition, c.f. Experimental design section) 

but the experimenter did not see any avatar of the participant. The experimenter had a 4 (columns) x 2 (lines) virtual grid 

displayed in front of him. A similar grid was placed on the right hand side of the participant. Neither of the partners was 

able to see the other’s grid. In addition, the experimenter’s avatar was surrounded with 10 virtual white cubes (each 

having a volume of 0.2m3 and positioned 0.2m above the floor). The participant saw these same virtual cubes with 5 

different colors (two cubes of each color). Finally, a sphere was placed on the left hand side of the participant. The color 

of this sphere indicated to the participant the color of the cubes of interest (c.f. experimental tasks section). 

 

Figure 3 : Overview of the collaborative virtual environment: the participant (in blue) was placed upstream the experimenter (in 

green) 

3.7.3 Apparatus 

The participants were immersed in the virtual environment using a VR headset (HTC Vive; Figure 4Erreur ! Source du 

renvoi introuvable.). It has a resolution of 1080 x 1200px and a refresh rate of 90fps for each eye. The participants used 
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also two Vive Controllers to interact with the virtual environment and were in a direct voice contact with their 

confederate (the experimenter). The experimenter was immersed through a 4-sided CAVE (2x2x2.5m) and used a 

PlayStation Move type controller to interact with the virtual environment (Figure 4Erreur ! Source du renvoi 

introuvable.). Head and hand tracking of the experimenter were performed using 4 OptiTrack Prime 13 cameras. We 

have preferred using the CAVE as the experimenter’s display in order to facilitate his body tracking using the Kinect for 

the avatar animation and point-cloud streaming. Yet, both displays are highly immersive to ensure an immersion and 

interaction symmetry between the partners. 

 

Figure 4: Experimental setup (left) the participant wearing the HMD (right) the experimenter inside the CAVE 

The HTC vive workstation has an Intel I7 processor, 16GB RAM, Nvidia GeForce GTX 1080 graphics card under 

Microsoft Windows 10. The CAVE workstation has an Intel I7 processor, 16GB RAM, and an Nvidia Quadro K5000 

graphics card under Microsoft Windows 7. It uses also 4 full HD projectors. 

For both conditions, a Microsoft Kinect for Windows V2 was used and connected to the HTC vive workstation using the 

Kinect Adapter for Windows 1. This sensor has a depth resolution of 512 x 424px with a FoV of 70.6° x 60° and a 

framerate of 30fps. Its color camera has a resolution of 1920 x 1080px with a FoV of 84.1° x 53.8° and a framerate of 

30fps. Its operative measuring range is from 0.5m to 4.5m. After some preliminary tests, the sensor was placed in the 

same exact position for both conditions: on top of the front screen of the CAVE, 2.3m above the floor, facing downwards 

at about 35°). This position permitted to capture the stream from the same perspective as the participants and ensured that 

all body parts of the experimenter were always inside the FoV of the sensor during the experiment. 

                                                           

1 https://developer.microsoft.com/en-us/windows/kinect/ 
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The motion capture and animation of the preconstructed virtual avatar were performed using the Kinect sensor . For that 

purpose, the device extracts a standard video stream and a depth map and tracks the user’s skeleton using 25 key points 

(Figure 2). 

The colored point-cloud was generated using the same Kinect sensor using a method similar to that proposed by Nahon et 

al. [40]. The point-cloud was directly extracted from the two video streams of the Kinect (depth and color Data). The data 

was then streamed to the localhost client application in order to reconstruct the user's avatar and display it in real time 

inside the virtual environment.  

Both avatars were rendered on the HMD at a framerate of 30fps. For both conditions, a calibration phase was necessary 

before each experimental session to calculate the projection matrix between the Kinect sensor and the OptiTrack 

reference systems. This ensured the experimenter’s avatar was correctly located within the virtual environment.  

3.7.4 Software 

The virtual environment was modeled using Blender and exported into the Unity 2018 applications implemented with C#. 

They were installed on both workstations which were connected through a local network. The network communication 

between the two Unity applications was provided by the Unity Multiplayer and Networking API2. The CAVE display and 

interactions were implemented using the MiddleVR for Unity plugin3 (only on the experimenter’s side). The HTC Vive 

integration was provided using the SteamVR plugin for Unity4 (only on the participants’ side). The motion capture data 

for the preconstructed virtual avatar was integrated into the Unity application using the MS-SDK V2 and the Kinect V2 

Unity package5 (only on the participants’ side).  

3.8 Experimental tasks 

During the experiment, the participants were asked to perform together with their confederate, an experimental trial based 

on two successive collaborative tasks. The two experimental tasks were designed based on the two spatial communication 

scenarios discussed above (c.f. spatial tasks section).  

3.8.1 Task 1 

The first task carried out by the participants (Figure 5) consisted in verbally guiding the experimenter towards selecting 

two cubes among the 10 cubes surrounding him (2 cubes to select and 8 distractors). The initial position of each cube was 

random and was changed at the beginning of each trial. They were also positioned 0.2m above the floor to ensure the 

experimenter’s interaction device is correctly tracked when manipulating them. The cubes were displayed to the 

participant with 5 different colors (two green, two red, two yellow, two blue and two purple cubes; Figure 3). On the 

other hand, the experimenter only saw these cubes in a white neutral color (Figure 6). To ensure consistency across all 

participants, the experimenter’s starting position was always the same. This position was marked out on the floor using a 

virtual grey square (in the middle, 1.8m from the front wall of the CAVE, Figure 4). At the beginning of each trial, the 

                                                           

2 https://docs.unity3d.com/Manual/UNet.html 
3 https://www.middlevr.com/middlevr-for-unity/ 
4 https://assetstore.unity.com/packages/tools/integration/steamvr-plugin-32647 
5 https://rfilkov.com/2014/08/01/kinect-v2-with-ms-sdk/ 
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color of the two cubes to be selected was displayed to the participants on the sphere placed on their left hand side (not 

visible by the experimenter). Then, they had to identify the two corresponding cubes among those surrounding the 

experimenter and to verbally guiding him to select them (once at a time). Following these verbal instructions, the 

experimenter had to physically move towards the cubes and to select them using his virtual hand collocated with his 

interaction device. It is to be noted that the only verbalizations used by the experimenter to interact with the participant 

during this task were the use of deictic expressions (this/that) when selecting the cubes. Once selected, the cube was 

moved towards a validation area (represented by a green point-cloud sphere; Figure 6). If the cube was correctly selected, 

it disappeared and a “success” sound was displayed for both users, otherwise it came back to its original position and a 

“failure” sound was displayed for both users (so that no further verbal interactions are needed). The first task ended when 

the second cube was correctly selected and moved to the validation area. 

 

Figure 5: Participant's views of the collaborative environment: (left) task 1 He/she saw the colored cubes and the color of the 

sphere indicated the color of the cubes to be selected. (right) task 2: He/she used the interaction device to select a row on the grid. 

 

Figure 6: Experimenter's views of the collaborative environment. (left) task 1: he saw the cubes in white neutral color. (right) task 

2: he saw the 3 rows pattern and had to target the middle of each row during the pointing gesture. 

3.8.2 Task 2 

The second task consisted in identifying a 3-rows pattern. The 3 corresponding rows had to be selected among the 8 rows 

of the virtual grid. Once the task 1 ended, the experimenter had to move back to his initial position and then 3 rows were 

displayed in blue (Figure 6) on the grid in front of him (not visible by the participant). He then had to use only pointing 

gestures with his right arm to indicate to the participant the corresponding rows to select on his/her own grid (one row at a 
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time). The experimenter had to point-out each row while verbally announcing the corresponding row number starting 

from the bottom left one and ending with the top right one. No additional verbal instructions were given by the 

experimenter. For consistency across all participants, the experimenter had to always target the middle of the pointed row 

with his index finger. He was also always standing at the starting position marked out on the floor by a small virtual grey 

square (Figure 4Figure 4). The participant was allowed to physically move back and forth to observe the pointing gesture 

and then select the corresponding row on his/her own grid. Once the participant’s hand was in contact with the grid, its 

color turned to blue indicating that it can be selected. He/she was then able to use the vive controller trigger button to 

confirm the selection. Once a row was selected, its color turned to green (Figure 5). Once a row was selected, the 

participant had to ask the experimenter to point out the next row. Once the participant had selected the third row, a 

success/failure sound was displayed for both users and a green/red color was displayed during 2 seconds on both grids 

depending on the success/failure of the 3-row pattern selection. In case of failure, the process was repeated until the 

correct pattern was entered indicating the end of the experimental trial. 

The experimental trial (including both tasks) was then repeated 5 times for each participant. The participants were 

instructed to perform the two tasks as quickly as possible and to limit the number of errors. 

3.9 Experimental procedure 

The experimental procedure started with signing the consent form and filling in a demographics questionnaire. The 

participants performed then a mental rotation test to evaluate their spatial abilities [42]. This test is used to control for any 

individual differences regarding the spatial abilities of the participants. After that, the participants wore the HMD and 

started the training and familiarization phase. In this phase, the participants were immersed inside a virtual environment 

similar to the experimental one. They were allowed to navigate inside this environment and to test the rows selection. 

They were also allowed to observe environment from the experimenter’s perspective in order to have a better 

understanding of the tasks to be performed together. However, no avatar was displayed at this time. During this phase, 

audio instructions were displayed to explain the experimental tasks and the interactions to the participants. They were 

able to repeat the instructions until they felt correctly understanding them. Once the tutorial was finished, the actual 

experimental session started. The participants were explicitly asked to stop the experiment if there was any sign of 

discomfort. Once the participants had performed the five experimental trials, they removed the HMD and were asked to 

fill in a post experimental questionnaire before leaving the experimental room. 

3.10 Measurements and data analyses 

The collaborative performance was evaluated through the completion time and the errors rate of the two experimental 

tasks. The time calculation for the first task started once the color of the target cubes was displayed on the participant’s 

sphere and ended once the second cube was correctly selected by the experimenter. The time calculation for the second 

task started when the pattern was displayed on the experimenter’s grid and ended when the correct pattern was entered by 

the participants on their own grid. The number of the incorrectly selected cubes and incorrectly entered patterns was used 

to measure the errors rate. All the data was recorder automatically on text files by the Unity networked applications. For 

each participant, an average score was then calculated over the five trials for the four variables. 
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In addition to objective measurements, we have collected subjective data to evaluate the feeling of presence, co-presence 

and social presence of the participants with their partner. The questions (Q1-Q11) are inspired from questionnaires used 

in peer-reviewed international publications [43, 25] and were translated into French (authors’ own translation). We have 

also proposed other questions to serve the purpose of our own study (Q12-Q15). All the questions were rated on a 5-point 

Likert scale. The items are available in Table 1.  

Table 1: Items of the post experimental questionnaire 

ID Question 

Q1 To what extent did you feel immersed in the environment you 

Saw? N -T 

Q2 I tried to create a sense of closeness between us N C 

Q3 My partner tried to create a sense of closeness between us N C 

Q4 To what extent was this like you were in the same room with your 

partner? N S 

Q5 To what extent was this like a face-to-face meeting? N S 

Q6 I felt isolated from my partner 

Q7 My actions were strongly conditioned by the instructions of my partner 

Q8 The actions of my partner were strongly conditioned by my instructions 

Q9 I felt my partner tried to help me 

Q10 I tried to help my partner 

Q11 I felt understood by my partner 

Q12 The virtual body of my partner helped me describing the position of the objects to grasp 

Q13 The virtual body of my partner helped me to enter the right pattern 

Q14 It was easy to locate my partner in the virtual environment 

Q15 It was easy to interpret the pointing gestures of my partner 

We have also asked the participants to rate the “visual realism” of their partner’s avatar on a 3-points scale (not realistic, 

moderately realistic or very realistic). They were also asked to indicate whether they felt any “strangeness” looking at any 

body parts of the experimenter's avatar (yes/no answer regarding the strangeness of the face, hair, torso, arms, hands, 

legs, and feet). Finally, they were asked to indicate the reference frame they have mainly used when describing objects 

position to their partner (one choice among: partner’s full body position, partner’s arms position, tor he relative positions 

of the virtual cubes). 

We have used a confidence level of 95% for all our statistical analyses. As a consequence, a result is considered 

significant when p < 0.05. All data analyses were performed using SPSS v.21.0 (IBM Corp., Armonk, NY, USA) with the 

appropriate statistical tests. 

4 Results 

In this section we first present the statistical tests used to analyze the data and then report both descriptive and inferential 

statistical analyses of the collected data. 

4.1 Statistical tests 
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The first step of data analyses consisted in checking the normality assumption of the collected data to determine whether 

parametric tests can be used. For that purpose, the Shapiro-Wilk test was run on the Vandenberg mental rotation test 

(VMRT) data, the completion time data, and the errors rate variables. The results indicate that only the VRMT and the 

errors rate for task 2 variables follow a normal distribution. Therefore, the non-parametric Mann-Whitney U was used for 

comparing the means for all the other dependent variables. Moreover, the Levene's test shows that the equality of 

variances is not assumed for the errors rate for task 2 variable. Therefore, the Welch’s parametric t test was used to 

compare the means for this variable. We have also used the Spearman’s non parametric correlation test to investigate 

whether the VMRT scores have a significant correlation with the different dependent variables for both conditions. In 

addition, the non-parametric Mann-Whitney U test was used to compare the mean scores of the subjective questionnaire 

data (ordinal data). Finally, the non-parametric Chi-square (χ2) test of independence was used for reporting the 

relationship between the nominal variables (“visual realism”, “observed strangeness” and “reference frame”) and the 

avatar type. 

4.2 Mental rotation test 

The mean VRMT score was 16.20 (SD = 4.41) for the streamed point-cloud (SPA) condition and 14.81 (SD = 3.28) for 

the preconstructed virtual avatar (PVA) condition. The student’s independent samples t-test shows no significant 

difference in VMRT scores between the two groups [t(19)=0.819, p=0.42, d=0.35]. The Spearman’s correlation tests show 

no significant correlation between the VMRT scores and the completion time for task 1, the completion time for task 2, 

the errors rate for task 1 and the errors rate for task 2 (Table 2). 

Table 2 : correlation tests for the VMRT scores 

Variable SPA condition PVA condition 

Spearman’s r P-value Spearman’s r P-value 

Completion time task 1 0.091 0.802 -0.023 0.947 

Completion time task 2 0.006 0.987 0.391 0.235 

Errors rate task 1 0.524 0.120 -0.139 0.683 

Errors rate task 1 0.251 0.485 0.412 0.207 

4.3 Completion times 

The non-parametric Mann-Whitney U tests show a significant effect of the avatar type on the mean completion times of 

task 2 [U=22, p=0.02, r =0.25]. No significant effect of the avatar type was found for the mean completion time of task 1 

[U=33, p= 0.132, r = 0.11]. In both tasks, the participants performed the tasks faster in the SPA condition (19% less time 

for task 1 and 56% less time for task 2; Figure 7). 
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Figure 7: Mean completion times for task 1 and task 2 (error bars represent the standard error) 

4.4 Error rates 

The non-parametric Mann-Whitney U test shows a significant effect of the avatar type on the errors rate for task 1 

[U=23.5, p=0.011, r=0.31]. The Welch's t-test shows a significant effect of the avatar type on the errors rate for task 2 

[t(8.84)=10.82, p=0.013, d =1.30]. The participants performed both tasks with fewer errors in the SPA condition than in the 

PVA condition (90% less errors for task 1 and 81% less errors in task 2; Figure 8). 

 

Figure 8: Mean error rates for task 1 and task 2 (error bars represent the standard error) 

4.5 Subjective measurements 

The non-parametric Mann-Whitney U tests show a significant effect of the avatar type on the participant’s mean scores 

for questions Q1, Q8, Q9, Q12, Q13, Q15 (Table 3). No significant effects were found for the other questions (Table 3). 
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For questions Q1, Q8, Q12, Q13 and Q15, the mean scores were significantly higher in the SPA condition whereas for 

question Q9, the mean scores were significantly higher in the PVA condition. 

Table 3: descriptive and statistical analyses for the questionnaires 

 Mean scores (SD) Mean scores (SD) 

Mann-Whitney U P-value Effect size (r)  SPA condition PVA condition 

Q1 4.8 (0.42) 4.27 (0.65) 30.000 .043 0.19 

Q2 3.6 (0.69) 3.64 (0.50) 51.000 .750 0.00 

Q3 3.3 (1.05) 3.55 (0.69) 49.500 .669 0.01 

Q4 4.3 (0.48) 4.64 (0.67) 35.000 .111 0.12 

Q5 2.9 (1.19) 3.09 (1.04) 50.000 .715 0.01 

Q6 2.1 (0.73) 1.82 (0.98) 41.500 .311 0.05 

Q7 4.3 (0.82) 3.91 (0.83) 40.500 .269 0.06 

Q8 4.5 (0.84) 3.55 (1.13) 23.000 .017 0.27 

Q9 2.5 (1.26) 4.09 (0.83) 16.500 .004 0.40 

Q10 4.0 (1.24) 4.18 (0.75) 55.000 1.000 0.00 

Q11 4.3 (1.05) 4.73 (0.47) 45.000 .397 0.03 

Q12 4.7 (0.48) 3.64 (1.36) 23.500 .014 0.29 

Q13 4.4 (0.84) 3.36 (1.12) 25.000 .027 0.23 

Q14 4.6 (0.69) 4.36 (0.50) 40.000 .231 0.07 

Q15 3.6 (0.84) 2.73 (0.65) 21.000 .009 0.32 

In addition, the results show that 8 participants (80%) in the SPA condition rated the partner’s avatar as moderately 

realistic, while only 2 of them (20%) found it very realistic. On the other hand, 7 participants (63.6%) rated the partner’s 

avatar as moderately realistic in the PVA condition, 3 of them (27.3 %) found it very realistic, and only one of them 

(9.1%) found not realistic. The non-parametric Chi-square (χ2) test of independence for the nominal variable “visual 

realism of the avatar” indicates a non-significant relationship between the avatar type and the perceived avatar realism 

[χ2(2) = 1.22, p =0.54, Cramér’s V =0.24]. 

Moreover, 5 participants (45.5%) in the PVA condition indicated that they felt some discomfort (strangeness) looking at 

the arms of the partner’s avatar, 4 of them (36.4%) looking at its head and face and 2 of them (18.2%) did not feel any 

discomfort looking at any body part of the avatar. On the other hand, only 2 of the participants (20%) in the SPA 

condition indicated that they felt some discomfort looking at the head and face of the partner’s avatar while 8 of them 

(80%) did not feel any discomfort looking at any body part of the partner’s avatar. The non-parametric Chi-square (χ2) 

test of independence for the nominal variable “strangeness of body parts” shows a significant relationship between the 

avatar type and the perceived strangeness of the avatar’s body parts [χ2(2) = 9.24, p =0.01, Cramér’s V =0.66]. 
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Finally, 9 participants (90%) in the SPA condition indicated having used the full-body position of their partner’s avatar as 

the main reference frame when describing the cubes position to their partner while only one of them (10%) reported using 

the position of the avatar’s arms. On the other hand, only 5 of the participants (45.5%) in the PVA condition indicated 

having used the full-body position of their partner’s avatar as the main reference frame while 6 of them (54.5% ) reported 

using the position of the avatar’s arms. No participant has reported using the relative position of the virtual cubes as the 

main reference frame. The non-parametric Chi-square (χ2) test of independence for the nominal variable “main reference 

frame” shows a significant relationship between the avatar type and the reference frame used by the participants [χ2(2) = 

4.67, p =0.03, Cramér’s V =0.47]. 

5 Discussion 

In this section we discuss the results of our experimental study and their implications on the design of CVE. 

5.1 Mental rotation tests 

The results indicate no significant difference between the mental rotation test scores of the two experimental groups and 

no significant correlation between these scores and the objective dependent variables. As a consequence, we consider that 

both groups were comparable in terms of mental rotation abilities. It is to be noted that although not reported in this 

manuscript, none of the gender, gaming experience and VR experience control variables have shown a significant effect 

on the dependent variables. 

5.2 Verbal guidance task 

The first spatial communication aspect that we have investigated in our experiment was whether the participants were 

able to correctly guide their confederate towards an object of interest based of the avatar type.  

The results indicate that the use of the streamed point-cloud avatar to represent the remote confederate has significantly 

improved the verbal guidance in task 1. Indeed, the errors rate was significantly lower in this condition. However, the 

completion time was not significantly improved when using the point-cloud avatar. This can be explained by the 

simplicity of this task. Indeed, the average completion time for this task was relatively low with 20.13 seconds (SD = 

4.72) for the streamed point-cloud avatar condition and 25.00 seconds (SD = 10.25) for the preconstructed virtual avatar 

condition. The time increase in the preconstructed avatar condition although not significant, can be attributed to the 

increase in the errors rate. This suggests some difficulties of the participants when verbally guiding their confederate 

towards selecting the right cubes when the preconstructed avatar was used. 

The subjective evaluation supports this finding and provide more indications for interpreting the increase in the errors 

rate. Indeed, the participants felt that their instructions had significantly more impact on the actions of their confederate 

when the point-cloud avatar was used (question Q8). This suggests that they found their verbal instructions to more useful 

to their confederate and helped him to find the right targets. Surprisingly, no significant difference was observed neither 

for the question regarding the feeling of being understood by the partner (Q11) nor for that regarding the need of helping 

the partner (Q10). This also may be attributed to the simplicity of the task and the fact that all the participants succeeded 

in completing it in a relatively short time. 
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While there was no significant difference regarding the localization of the partner within the virtual environment, the 

results indicate that the participants felt that the point-cloud avatar helped them better describe the position of the target 

cubes (question Q12). This suggests that both types of avatars were useful to localize the partner inside the virtual 

environment. However, the avatar with the higher level of kinematic fidelity was even more useful when verbally 

describing the objects position. The reported preferred reference frame provides more indications on the difficulties 

encountered by the participants in the preconstructed avatar condition. In fact, 54% of them reported using the arms of the 

partner’s avatar as the main reference frame. This can be explained by the fact that when verbally guided, the 

experimenter had to select the cubes by physically moving his body and his arm towards them. The participants used then 

the real-time body and arm movements as a feedback from the confederate to their verbal guidance. When the kinematic 

fidelity of the arm movements was low (preconstructed avatar condition), the participants may have had some difficulties 

to determine whether the experimenter was about to grasp the correct object. Therefore, they had to direct their attention 

towards the hand and arm movements instead of the whole body movement. This is supported by the increased number of 

participants (45%) reporting feeling some strangeness looking at the avatar’s arms suggesting that the participants found 

the arm movements in this condition less precise. On the other hand, the higher arms kinematic fidelity in the point-cloud 

avatar condition encouraged the participants (90% of them) to use the whole avatar body as a frame of reference with a 

higher success rate in this case. Moreover, none of them have reported any strangeness looking at the avatar’s arms. H5 is 

then validated for task 1. This further supports the fact that a higher kinematic fidelity is more useful during the guidance 

task. 

It is to be noted that in both conditions, all the participants reported using mainly the partner’s egocentric reference frame 

(either his arm or his whole body) instead of an exocentric one (the virtual cubes for instance), or their own egocentric 

reference frame. H6 is then rejected. This indicates that the presence of either avatar encouraged them for taking the 

perspective of their partner during the verbal guidance. This is consistent with the literature that suggests that when 

guiding a partner during a spatial task, operators are more likely to take the manipulator’s perspective in order to reduce 

their partner’s mental load [9, 44] which can be interpreted as a sign of a better collaboration.  

To summarize, the findings suggest that hypothesis H1 is partially verified. The use of the streamed point-cloud avatar 

has improved the localization of the partner and has more particularly helped the participants to have a more precise 

feedback on the partner’s actions. These cues on the partner’s activities facilitated spatial communication during the 

guidance task which is consistent with the literature [22]. The results of the subjective evaluation suggest that this may be 

attributed mainly to the higher kinematic fidelity of this avatar. Finally, the presence of the partner’s avatar, regardless the 

level of its kinematic fidelity encourages the perspective taking, which also improves spatial communication. 

5.3 Interpreting pointing gestures of the partner 

The second aspect of spatial communication investigated in our study was whether the participants were able to correctly 

find the virtual objects pointed out by their partner through his virtual arm.  

The results indicate that the collaborative performance during this task was significantly improved when the confederate 

was represented using the point cloud avatar. In fact, both the errors rate and the completion time were significantly lower 

in this condition. Again, the time increase in the preconstructed avatar condition is mainly due to the increase in the errors 
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rate which was costlier in this task. The increase in the errors rate can be related to the difficulties encountered by the 

participants when interpreting the pointing gestures of their confederate. 

The subjective evaluation supports also this finding. The participants found the point-cloud avatar to be more helpful to 

infer the right pattern (question Q13) and facilitated the understanding of the experimenter’s pointing gestures (question 

Q15). This suggests that the higher kinematic fidelity associated with the point cloud avatar permitted a better 

interpretation of the pointing gestures. On the other hand, the participants in the preconstructed virtual avatar condition 

felt that their partner tried more often to help them than the participants in the other condition (question Q9). This reflects 

their difficulties to interpret the gestures of the experimenter. This is associated with an increased feeling of strangeness 

looking at the preconstructed virtual avatar’s arms suggesting a lower precision of the arm movements. Therefore, H5 is 

also validated for task 2. This further suggests that the lower kinematic fidelity resulted in an increased difficulty to 

interpret the pointing gestures.  

Some of the participants commented after the experiment that the orientation of the preconstructed avatar's arm had 

disturbed them, more particularly during the pointing gestures. We suspect this to be due to the direction of the pointing 

gestures performed toward the grid. In fact, the grid was displayed for the experimenter in the front screen of the CAVE 

which means that his pointing gestures were directed towards the Kinect sensor. In this case, the right elbow, right wrist, 

right hand, right thumb and right hand tip key points were almost aligned on the same vector (directed toward the sensor) 

causing a possible occlusion issue. This may have altered the tracking of the hand/arm position during the pointing 

gesture and resulted in imprecise movements as observed in previous studies using the Kinect [32]. This in turn, may 

have made the interpretation of the pointing direction difficult for these participants. This may also be applied, but with a 

lesser extent to task 1 when the experimenter was selecting the cubes. However, additional measurements on the quality 

of the tracking in these conditions are needed to confirm this hypothesis. 

These results validate our second hypothesis H2 that the use of the streamed point-cloud avatar helps the users in 

correctly interpreting the spatial information transmitted by the partner.  

Finally, there was no difference regarding the feeling of participants that their actions were strongly dependent on their 

partner’s instructions (question Q7). This can be explained by the fact that the participants in both conditions felt that, 

regardless the results of their actions (success or failure), these actions were dependent on their own interpretation of the 

pointing gestures performed by the confederate.  

5.4 Additional findings 

In addition to the previous findings, the results of the present study indicate a higher sense of presence and immersion 

(question Q1) when the streamed point-cloud avatar was used. This can be explained by the fact that a better collaborative 

performance in the virtual environment had a positive impact on the feeling of immersion and presence of the 

participants. 

Moreover, there was no significant difference in the responses to the questions regarding the copresence and social 

presence (questions Q2-Q6). This can be explained by the fact that the participants and their partner were physically in 

the same room and thus did not feel interacting with him remotely. Therefore, the hypothesis H3 is partially validated. 
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Regarding the visual realism, the results indicate no significant difference between the two conditions with most 

participants rating both avatars as moderately realistic. H4 is then rejected. This can be explained by the fact the lower 

kinematic fidelity associated with the preconstructed avatar led to decrease the perceived visual realism of this avatar 

despite its higher photorealism level. This also suggests that a moderate visual realism can be sufficient to correctly 

accomplish collaborative spatial tasks when the level of kinematic fidelity is high enough. However, further 

investigations are needed to better understand the relationship between visual and kinematic fidelity and the impact of 

each component on spatial interactions. 

6 Conclusions 

In this section we summarize the contributions of this work and the implications for the design of spatial collaborative 

virtual environments, the current limitations and directions for future work. 

6.1 Design implications 

In this work, we have discussed two components that characterize the fidelity of the partners’ avatar in immersive CVEs. 

We have also presented an experimental study to compare the effect of two types of partner’s avatar which differ in their 

fidelity levels, on performing two spatial tasks in a CVE. Our general hypothesis was that the point cloud avatar which 

has a higher kinematic fidelity and a lower visual fidelity would improve the spatial collaborative performance and co-

presence with the remote partner when verbally guiding the partner and when interpreting the partner’s pointing gestures. 

The results of our study confirm that the use of this avatar significantly improves the collaborative performance and leads 

to a better perception of the partner’s actions when carrying out the two spatial tasks. While previous studies have 

suggested that the avatar facial anomalies are more disturbing than body motion errors to convey emotional content [45], 

our findings suggest on the contrary that the fidelity of the body movements of the avatar is more important in spatial 

collaborative tasks. Other researchers suggested also that photorealism is less important than behavioral fidelity [46]. 

However, we argue that this needs to be linked with the constraints collaborative task to be performed. 

Our recommendation for the design of CVE supporting spatial tasks is to increase the level of kinematic fidelity of the 

partner’s avatar in order to improve spatial communication and thus the collaborative performance. The presence of an 

animated avatar with a moderate visual realism is important to facilitate the localization of the partner. Moreover, a 

higher kinematic fidelity of the arm and hand movements are more particularly important for correctly communicating 

spatial information and for giving a more efficient real-time feedback on the partner’s activities and nonverbal behavior 

during spatial tasks. 

6.2 Limitations and future work 

There are some limitations to the present study. First, we have used a depth sensor to animate the preconstructed virtual 

avatar. There are currently several technologies and techniques offering better motion capture options [27]. Using those 

options would have increased the kinematic fidelity of the preconstructed avatar. We have chosen though to use the 

Kinect for animating both avatars for several reasons. First, it is a simple-to-use and an inexpensive option. In addition, it 

permits to avoid any bias related to the device precision and calibration issues, which can differ from one device to 

another. Finally, it does not require placing additional specific markers on the user’s body which may also be a bias for 
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such a study. Indeed, when one want to capture natural behavior of users, it helps if they are not encumbered by excessive 

markers and restrictions on movements [47]. In future studies, we plan though to compare different motion capture 

technologies to determine the most suited for increasing the kinematic fidelity. 

The second limitation is also related to the use of the Kinect sensor. In fact, we have used only one front-facing sensor to 

capture the user’s video, thus not providing coverage of the rear-half of the partner’s body in the streamed point-cloud 

condition. A single Kinect can achieve a partial 3D reconstruction of the user in the plane it is pointing towards. 

Therefore, the experimenter had to always face the device so that the participants were able to see his front face. Again, 

we have decided to use only one sensor for consistency across the two experimental conditions. Our software offers 

currently the possibility to combine several depth sensors to ensure the user is fully captured. In future studies, we can use 

this setup in order to give more freedom of movement to the user. 

The two compared avatars differ both in their levels of kinematic and visual fidelity. Although the subjective 

measurements suggest that the difference in performance is mainly attributed to the difference in kinematic fidelity, the 

effect of the visual fidelity difference is still unclear. In future experiments, we plan to isolate each component to better 

understand how each of them can affect the communication and collaboration in spatial collaborative tasks. 

The verbal guidance task was too easy to perform. As a consequence, the difference in performance between the two 

experimental conditions was very low (although significant for the errors rate). In the future, we could use more 

challenging tasks by adding more distractors and by reducing the size of the objects to be selected. This may further 

demonstrate the advantage of increasing the avatar’s kinematic fidelity when performing spatial guidance tasks. 

Our experiment included a small number of participants. This resulted in collected data not following a normal 

distribution. This can be a limitation for the generalization of the results. Nevertheless, the use of non-parametric tests 

permitted to show significant effects in our experiment. In the future, we plan to run the experiment with a larger sample 

size for a better generalization of the results. 

In our future work, we plan also to propose metrics permitting to determine more objectively the fidelity levels of each 

component of the avatar fidelity, such as tracking data to evaluate the kinematic fidelity. We plan also to evaluate other 

forms of partner’s representations and other types of collaborative tasks. The results of this research will permit extracting 

design guidelines for virtual environments that support collaborative work between remote partners. An example of a 

possible application of these systems is the remote training of a surgical team in a virtual operating room. 
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