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#### Abstract

ELECTRE TRI is a set of methods designed to sort alternatives evaluated on several attributes into ordered categories. The original ELECTRE TRI-B method uses one limiting profile per category. A more recent method, ELECTRE TRI-nB, allows one to use several limiting profiles for each category. We investigate the properties of ELECTRE TRI-nB. When the number of limiting profiles used to define each category is not restricted, ELECTRE TRI-nB is easy to characterize axiomatically and is found to be equivalent to several other methods proposed in the literature. We extend this result in various directions.
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## 1 Introduction

An additional ELECTRE method, called ${ }^{1}$ ELECTRE TRI-nB, for sorting alternatives evaluated on several attributes into ordered categories was proposed in Fernández, Figueira, Navarro, and Roy (2017). It is an extension of ETRI-B (Roy and Bouyssou, 1993, Yu, 1992). Whereas ETRI-B uses one limiting profile per category, ETRI-nB allows one to use several limiting profiles for each category. For an overview of ELECTRE methods, we refer to Roy and Bouyssou (1993, Ch.

[^0]5 \& 6), Figueira, Greco, Roy, and Słowiński (2013), and Figueira, Mousseau, and Roy (2016). ETRI-nB deserves close attention for at least two reasons.

First, as explained in Bouyssou and Marchant (2015), ETRI can be considered as a real success story within the ELECTRE family of methods. It has received a fairly complete axiomatic analysis in Bouyssou and Marchant (2007a,b). This method has been applied to a large variety of real world problems (see the references in Almeida-Dias, Figueira, and Roy, 2010, Sect. 6, as well as Bisdorff, Dias, Meyer, Mousseau, and Pirlot, 2015, Ch. 6, 10, 12, 13, 15, 16). Many techniques have been proposed for the elicitation of the parameters of this method (see the references in Bouyssou and Marchant, 2015, Sect. 1).

Second, the extension presented with ETRI-nB is most welcome. Since outranking relations are not necessarily complete, one may easily argue that it is natural to try to characterize a category using several limiting profiles, instead of just one. Moreover, compared to ETRI-B, ETRI-nB gives more flexibility to the decision-maker to define categories using limiting profiles ${ }^{2}$.

In this paper, we analyze ETRI-nB from a theoretical point of view. Our aim is to characterize this method in the same way Bouyssou and Marchant (2007a,b) have characterized the original ETRI-B method. The usefulness of such axiomatic analyses has been discussed elsewhere and will not be repeated here (Bouyssou and Marchant, 2015, Bouyssou and Pirlot, 2015a, Gilboa, Postlewaite, Samuelson, and Schmeidler, 2019).

Our main finding is that, if the number of profiles used to characterize each category is not restricted, the axiomatic analysis of ETRI-nB is easy and rests on a condition, linearity, that is familiar in the analysis of sorting models (Bouyssou and Marchant, 2007a,b, 2010, Goldstein, 1991, Greco, Matarazzo, and Słowiński, 2001b, 2004, Słowiński, Greco, and Matarazzo, 2002). Our simple result shows the equivalence between ETRI-nB and many other sorting models proposed in the literature. It could also allow one to use elicitation techniques developed for these other models for the application of ETRI-nB. This is useful since Fernández et al. (2017) did not propose any elicitation technique (an elicitation technique was suggested afterwards in Fernández, Figueira, and Navarro, 2019).

The rest of this text is organized as follows. Section 2 introduces our notation and framework. Section 3 presents our main results about the pseudo-conjunctive version of ETRI-nB. Section 4 presents various extensions of these results. Section 5 deals with the case of the pseudo-disjunctive version of ETRI-nB. A final section discusses our findings. An appendix, containing supplementary material to this paper, will allow us to keep the text of manageable length. Its content will

[^1]be detailed when needed.

## 2 Notation and framework

Although the analyses presented in this paper can easily be extended to cover the case of several ordered categories, we will mostly limit ourselves to the study of the case of two ordered categories. This will allow us to keep things simple, while giving us a sufficiently rich framework to present our main points.

Similarly, we suppose throughout that the set of objects to be sorted is finite. This is hardly a limitation with applications of sorting methods in mind. The extension to the general case is not difficult but calls for developments that would obscure our main messages ${ }^{3}$.

### 2.1 The setting

Let $n \geq 2$ be an integer and $X=X_{1} \times X_{2} \times \cdots \times X_{n}$ be a finite set of objects. Elements $x, y, z, \ldots$ of $X$ will be interpreted as alternatives evaluated on a set $N=\{1,2, \ldots, n\}$ of attributes ${ }^{4}$. For any nonempty subset $J$ of the set of attributes $N$, we denote by $X_{J}\left(\right.$ resp. $\left.X_{-J}\right)$ the set $\prod_{i \in J} X_{i}\left(\right.$ resp. $\left.\prod_{i \notin J} X_{i}\right)$. With customary abuse of notation, $\left(x_{J}, y_{-J}\right)$ will denote the element $w \in X$ such that $w_{i}=x_{i}$ if $i \in J$ and $w_{i}=y_{i}$ otherwise. When $J=\{i\}$ we shall simply write $X_{-i}$ and $\left(x_{i}, y_{-i}\right)$.

Our primitives consist in a twofold partition $\langle\mathcal{A}, \mathcal{U}\rangle$ of the set $X$. This means that the sets $\mathcal{A}$ and $\mathcal{U}$ are nonempty and disjoint and that their union is the entire set $X$. Our central aim is to study various models allowing to represent the information contained in $\langle\mathcal{A}, \mathcal{U}\rangle$. We interpret the partition $\langle\mathcal{A}, \mathcal{U}\rangle$ as the result of a sorting method applied to the alternatives in $X$. Although the ordering of the categories is not part of our primitives, it is useful to interpret the set $\mathcal{A}$ as containing sAtisfactory objects, while $\mathcal{U}$ contains Unsatisfactory ones.

We say that an attribute $i \in N$ is influential for $\langle\mathcal{A}, \mathcal{U}\rangle$ if there are $x_{i}, y_{i} \in$ $X_{i}$ and $a_{-i} \in X_{-i}$ such that $\left(x_{i}, a_{-i}\right) \in \mathcal{A}$ and $\left(y_{i}, a_{-i}\right) \in \mathcal{U}$. We say that an attribute is degenerate if it is not influential. Note that the fact that $\langle\mathcal{A}, \mathcal{U}\rangle$ is a partition implies that there is at least one influential attribute in $N$. A degenerate attribute has no influence whatsoever on the sorting of the alternatives and may be

[^2]suppressed from $N$. Hence, we suppose henceforth that all attributes are influential for $\langle\mathcal{A}, \mathcal{U}\rangle$.

A twofold partition $\langle\mathcal{A}, \mathcal{U}\rangle$ induces on each $i \in N$ a binary relation defined letting, for all $i \in N$ and all $x_{i}, y_{i} \in X_{i}$,

$$
x_{i} \sim_{i} y_{i} \text { if }\left[\forall a_{-i} \in X_{-i},\left(y_{i}, a_{-i}\right) \in \mathcal{A} \Leftrightarrow\left(x_{i}, a_{-i}\right) \in \mathcal{A}\right] .
$$

This relation is always reflexive, symmetric and transitive, i.e., is an equivalence.
We omit the simple proof of the following (see Bouyssou and Marchant, 2007a, Lemma 1, p. 220).

## Lemma 1

For all $x, y \in X$,

1. $\left[y \in \mathcal{A}\right.$ and $\left.x_{i} \sim_{i} y_{i}\right] \Rightarrow\left(x_{i}, y_{-i}\right) \in \mathcal{A}$,
2. $\left[x_{i} \sim_{i} y_{i}\right.$, for all $\left.i \in N\right] \Rightarrow[x \in \mathcal{A} \Leftrightarrow y \in \mathcal{A}]$.

This lemma will be used to justify the convention made later in Section 3.1.

### 2.2 A general measurement framework

Goldstein (1991) suggested the use of conjoint measurement techniques for the analysis of twofold and threefold partitions of a set of multi-attributed alternatives. His analysis was rediscovered and developed in Greco et al. (2001b) and Słowiński et al. (2002). We briefly recall here the main points of the analysis in the above papers for the case of twofold partitions. We follow Bouyssou and Marchant (2007a).

Let $\langle\mathcal{A}, \mathcal{U}\rangle$ be a partition of $X$. Consider a measurement model in which, for all $x \in X$,

$$
\begin{equation*}
x \in \mathcal{A} \Leftrightarrow F\left(u_{1}\left(x_{1}\right), u_{2}\left(x_{2}\right), \ldots, u_{n}\left(x_{n}\right)\right)>0, \tag{D1}
\end{equation*}
$$

where $u_{i}$ is a real-valued function on $X_{i}$ and $F$ is a real-valued function on $\prod_{i=1}^{n} u_{i}\left(X_{i}\right)$ that is nondecreasing in each argument ${ }^{5}$. The special case of Model (D1) in which $F$ is supposed to be increasing in each argument, is called Model $(D 2)$. Model ( $D 2$ ) contains as a particular case the additive model for sorting in which, for all $x \in X$,

$$
\begin{equation*}
x \in \mathcal{A} \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)>0 \tag{Add}
\end{equation*}
$$

[^3]that is at the heart of the UTADIS technique (Jacquet-Lagrèze, 1995) and its variants (Greco, Mousseau, and Słowiński, 2010, Zopounidis and Doumpos, 2000a,b). It is easy to check ${ }^{6}$ that there are twofold partitions that can be obtained in Model ( $D 2$ ) but that cannot be obtained in Model ( $A d d$ ).

In order to analyze Model $(D 1)$, we define on each $X_{i}$ the binary relation $\succsim_{i}$ letting, for all $x_{i}, y_{i} \in X_{i}$,

$$
\left.x_{i} \succsim_{i} y_{i} \text { if [for all } a_{-i} \in X_{-i},\left(y_{i}, a_{-i}\right) \in \mathcal{A} \Rightarrow\left(x_{i}, a_{-i}\right) \in \mathcal{A}\right] .
$$

It is not difficult to see that, by construction, $\succsim_{i}$ is reflexive and transitive. We denote by $\succ_{i}$ (resp. $\sim_{i}$ ) the asymmetric (resp. symmetric) part of $\succsim_{i}$ (hence, the relation $\sim_{i}$ coincides with the one used above).

We say that the partition $\langle\mathcal{A}, \mathcal{U}\rangle$ is linear on attribute $i \in N$ (condition $i$-linear) if, for all $x_{i}, y_{i} \in X_{i}$ and all $a_{-i}, b_{-i} \in X_{-i}$,

$$
\left.\begin{array}{c}
\left(x_{i}, a_{-i}\right) \in \mathcal{A} \\
\text { and } \\
\left(y_{i}, b_{-i}\right) \in \mathcal{A}
\end{array}\right\} \Rightarrow\left\{\begin{array}{c}
\left(y_{i}, a_{-i}\right) \in \mathcal{A} \\
\text { or } \\
\left(x_{i}, b_{-i}\right) \in \mathcal{A}
\end{array}\right.
$$

The partition is said to be linear if it is $i$-linear, for all $i \in N$. This condition was first proposed in Goldstein (1991) and generalized in Greco et al. (2001b) and Słowiński et al. (2002). The adaptation of this condition to the study of binary relations, adaptation first suggested by Goldstein (1991), is central in the analysis of the nontransitive decomposable models analyzed in Bouyssou and Pirlot (1999, 2002, 2004).

The following lemma takes note of the consequences of condition $i$-linear on the relation $\succsim_{i}$ and shows that linearity is necessary for Model ( $D 1$ ). Its proof can be found in Bouyssou and Marchant (2007a, Lemma 5, p. 221).

## Lemma 2

1. Condition i-linear holds iff $\succsim_{i}$ is complete,
2. If a partition $\langle\mathcal{A}, \mathcal{U}\rangle$ has a representation in Model (D1) then it is linear.

The following proposition is due to Goldstein (1991, Theorem 2) and Greco et al. (2001b, Theorem 2.1, Part 2).

## Proposition 3

Let $\langle\mathcal{A}, \mathcal{U}\rangle$ be a twofold partition of a set $X$. Then:
(i) there is a representation of $\langle\mathcal{A}, \mathcal{U}\rangle$ in Model (D1) if and only if (iff) it is linear,

[^4](ii) if $\langle\mathcal{A}, \mathcal{U}\rangle$ has a representation in Model (D1), it has a representation in which, for all $i \in N, u_{i}$ is a numerical representation of $\succsim_{i}$,
(iii) moreover, Models ( $D 1$ ) and ( $D 2$ ) are equivalent.

## Proof

See, e.g., Bouyssou and Marchant (2007a, Proposition 6, p. 222)

### 2.3 Interpretations of Model ( $D 1$ )

The framework offered by Model $(D 1)$ is quite flexible. It contains many other sorting models as particular cases. We already observed that it contains Model $(A d d)$ as a particular case. Bouyssou and Marchant (2007a) have reviewed the various possible interpretations of Model ( $D 1$ ). In particular, they have shown that both the pseudo-conjunctive and the pseudo-disjunctive variants of ETRI-B enter into this framework ${ }^{7}$.

Greco et al. (2001b, Theorem 2.1, Parts 3 and 4) (see also Słowiński et al., 2002, Theorem 2.1) have proposed two equivalent reformulations of Model ( $D 1$ ). The first one use uses "at least" decision rules. The second one uses a binary relation to compare alternatives to a profile. We refer to Bouyssou and Marchant (2007a) and to the original papers for details.

### 2.4 ETRI-B and ETRI-nB

### 2.4.1 Construction of the outranking relation

For the ease of future reference, we very briefly recall here the main points of ETRI-B and ETRI-nB with two categories. For a more detailed description, we refer the reader to Fernández et al. (2017), Mousseau, Słowiński, and Zielniewicz (2000), Roy and Bouyssou (1993), Yu (1992). We refer to Bouyssou and Marchant (2015) for an analysis of the importance of ETRI within the set of all ELECTRE methods.

A valued (in the $[0,1]$ interval) outranking relation is built as in ELECTRE III (see Roy and Bouyssou, 1993, p. 284-289). This valued relation submitted to a cutting level (between 0.5 and 1) to obtain a crisp outranking relation $S$ (see Roy and Bouyssou, 1993, p. 389). We use the symbol $P$ (resp. $I$ ) to denote the asymmetric part (resp. symmetric part) of $S$.

An important property of this way of building the relation $S$ is that it is compatible with the order induced on each dimension by the criteria (see, e.g., Bouyssou and Marchant, 2015, p. 202).

[^5]
### 2.4.2 ETRI-B

The sorting of an alternative $x \in X$ is based upon the comparison of $x$ with a limiting profile ${ }^{8} p \in X$ using the relation $S$. In the pessimistic version of ETRIB, now known, following Almeida-Dias et al. (2010), as the pseudo-conjunctive version (ETRI-B-pc), we have, for all $x \in X$,

$$
x \in \mathcal{A} \Leftrightarrow x S p .
$$

In the optimistic version of ELECTRE TRI, now known as the pseudo-disjunctive version (ETRI-B-pd), we have, for all $x \in X$,

$$
x \in \mathcal{A} \Leftrightarrow \operatorname{Not}[p P x],
$$

where $P$ is the asymmetric part of $S$.
It is shown in Bouyssou and Marchant (2007a) that ETRI-B-pc, is a particular case of Model ( $D 1$ ) in which each function $u_{i}$ takes few values (two, when there is no discordance and three values when there is discordance, the smallest value forbidding to have a positive value for $F$ ). This is what Bouyssou and Marchant (2007a) have called the noncompensatory sorting model (with veto). They also showed that ETRI-B-pd also enters the framework of Model ( $D 1$ ) but in a more complex way that does not fit into the framework of the noncompensatory sorting model (with veto).

### 2.4.3 ETRI-nB

We now have a set of $k$ limiting profiles $\mathcal{P}=\left\{p^{1}, p^{2}, \ldots, p^{k}\right\} \subseteq X$. This set of limiting profiles must be such that, for all $p, q \in \mathcal{P}$, we have $\operatorname{Not}[p P q]$.

In the pseudo-conjunctive version of ETRI-nB (ETRI-nB-pc, for short), we have, for all $x \in X$,

$$
x \in \mathcal{A} \Leftrightarrow \begin{cases}x S p & \text { for some } p \in \mathcal{P}, \text { and } \\ \operatorname{Not}[q P x] & \text { for all } q \in \mathcal{P}\end{cases}
$$

and $x \in \mathcal{U}$, otherwise.
In the pseudo-disjunctive version of ETRI-nB (ETRI-nB-pd, for short), we have, for all $x \in X$,
and $x \in \mathcal{A}$, otherwise.

[^6]
## Remark 4

It is easy to check that if we apply ETRI-nB-pc and ETRI-nB-pd using the same settings (relations $S_{i}$ and $V_{i}$, weights $w_{i}$ and threshold $\lambda$ and profiles $p \in \mathcal{P}$ ), an alternative that belongs to $\mathcal{A}$ in ETRI-nB-pc will also belong to $\mathcal{A}$ in ETRI-nB-pd (see Fernández et al., 2017, Prop. 2, p. 217, for details).

## Remark 5

We do not deal here with ETRI-C and ETRI-nC (Almeida-Dias et al., 2010, Almeida-Dias, Figueira, and Roy, 2012), where one or several central profiles are used. This is because these two methods do not sort each alternative into a unique category but into an interval of categories, due to the conjoint use of the ascending and descending procedures. Moreover, Bouyssou and Marchant (2015) have shown that the logic behind ETRI-C is at some variance with the one underlying ETRI-nB.

## 3 Main Results

### 3.1 Definitions

The following definition synthesizes the main features of ETRI-nB-pc, as described above. The main differences are that: (i) we do not suppose that the real-valued functions $g_{i}$ are given beforehand and (ii) we do not use additive weights combined with a threshold to determine the winning coalitions. This is in line with the analysis in Bouyssou and Marchant (2007a).

## Definition 6

We say that a partition $\langle\mathcal{A}, \mathcal{U}\rangle$ has a representation in $\operatorname{Model}(E)$ if:

- for all $i \in N$, there is a semiorder $S_{i}$ on $X_{i}$ (with asymmetric part $P_{i}$ and symmetric part $I_{i}$ ),
- for all $i \in N$, there is a strict semiorder $V_{i}$ on $X_{i}$ that is included in $P_{i}$ and is the asymmetric part of a semiorder $U_{i}$,
- $\left(S_{i}, U_{i}\right)$ is a homogeneous nested chain of semiorders and $W_{i}=S_{i}^{w o} \cap U_{i}^{w o}$ is a weak order that is compatible with both $S_{i}$ and $U_{i}$,
- there is a set of subsets of attributes $\mathcal{F} \subseteq 2^{N}$ such that, for all $I, J \in 2^{N}$, $[I \in \mathcal{F}$ and $I \subseteq J] \Rightarrow J \in \mathcal{F}$,
- there is a binary relation $S$ on $X$ (with symmetric part $I$ and asymmetric part $P$ ) defined by

$$
x S y \Leftrightarrow[S(x, y) \in \mathcal{F} \text { and } V(y, x)=\varnothing],
$$

- there is a set $\mathcal{P}=\left\{p^{1}, \ldots, p^{k}\right\} \subseteq X$ of $k$ limiting profiles, such that for all $p, q \in \mathcal{P}, \operatorname{Not}\left[\begin{array}{l}p \\ P\end{array}\right]$,
such that

$$
x \in \mathcal{A} \Leftrightarrow \begin{cases}x S p & \text { for some } p \in \mathcal{P}  \tag{E}\\
\operatorname{Not}\left[\begin{array}{l}
\text { P }
\end{array} \quad \text { and }\right] & \text { for all } q \in \mathcal{P}\end{cases}
$$

where

$$
S(x, y)=\left\{i \in N: x_{i} S_{i} y_{i}\right\},
$$

and

$$
V(x, y)=\left\{i \in N: x_{i} V_{i} y_{i}\right\} .
$$

We then say that $\left\langle\left(S_{i}, V_{i}\right)_{i \in N}, \mathcal{F}, \mathcal{P}\right\rangle$ is a representation of $\langle\mathcal{A}, \mathcal{U}\rangle$ in $\operatorname{Model}(E)$. Model $\left(E^{c}\right)$ is the particular case of Model $(E)$, in which there is a representation that shows no discordance effects, i.e., in which all relations $V_{i}$ are empty. Model $\left(E^{u}\right)$ is the particular case of $\operatorname{Model}(E)$, in which there is a representation that requires unanimity, i.e., such that $\mathcal{F}=\{N\}$.

| $(E)$ | $\left\langle\left(S_{i}, V_{i}\right)_{i \in N}, \mathcal{F}, \mathcal{P}\right\rangle$ | General model |
| :--- | :--- | :--- |
| $\left(E^{c}\right)$ | $\left\langle\left(S_{i}, \varnothing\right)_{i \in N}, \mathcal{F}, \mathcal{P}\right\rangle$ | Based on concordance |
| $\left(E^{u}\right)$ | $\left\langle\left(S_{i}, \varnothing\right)_{i \in N}, \mathcal{F}=\{N\}, \mathcal{P}\right\rangle$ | Based on unanimity |

Table 1: $\operatorname{Model}(E)$ and its variants.
Table 1 summarizes the models defined above. It should be clear that $(E)$ is closely related to ETRI-nB-pc. It does not use criteria but uses attributes, as is traditional in conjoint measurement. Moreover, it does not use an additive weighting scheme combined with a threshold to determine winning coalitions but uses instead a general family $\mathcal{F}$ of subsets of attributes that is compatible with inclusion (see also Bouyssou and Marchant, 2007a).

## Remark 7

It is clear that Model $\left(E^{u}\right)$ is a particular case of $\operatorname{Model}\left(E^{c}\right)$ : if unanimity is required to have $x S y$, the veto relations $V_{i}$ play no role and can always be taken to be empty.

## Remark 8

Let us investigate in detail the obvious links existing between Model $(E)$ and ETRI-nB-pc. Deeper links will be noticed after the characterization of Model $(E)$.

It is clear that Model $\left(E^{u}\right)$ is a particular case of ETRI-nB-pc that is obtained taking the cutting level to be 1 and, on all criteria, the preference and indifference threshold to be equal. Since unanimity is required, veto thresholds play no role.

The relations between Model $\left(E^{c}\right)$ and ETRI-nB-pc are more complex. On the one hand, Model $(E)$ generalizes ETRI-nB-pc because winning coalitions are not necessarily obtained with an additive weighting scheme. On the other hand, Model ( $E^{c}$ ) does not consider a "weak preference" zone as in ETRI-nB-pc. This is obtained in ETRI-nB-pc when preference and indifference thresholds are equal.

Finally, the relations between $\operatorname{Model}(E)$ and ETRI-nB-pc are even more complex. This is because, in model $(E)$, discordance occurs in an "all or nothing" manner, following what was done in Bouyssou and Marchant (2007a,b). Even if this is clearly in the spirit of ETRI-nB-pc, the modelling of discordance is more complex with the original way of building the outranking relation.

The following lemma takes note of elementary consequences of the fact that $\left(S_{i}, U_{i}\right)$ is a homogeneous nested chain of semiorders.

## Lemma 9

Let $\langle\mathcal{A}, \mathcal{U}\rangle$ be a twofold partition of $X$. If $\langle\mathcal{A}, \mathcal{U}\rangle$ is representable in $(E)$ then, for all $a=\left(a_{i}, a_{-i}\right), b=\left(b_{i}, b_{-i}\right) \in X$, all $i \in N$ and all $c_{i} \in X_{i}$,

$$
\begin{align*}
& a S b \text { and } b_{i} W_{i} c_{i} \Rightarrow a S\left(c_{i}, b_{-i}\right),  \tag{1a}\\
& a P b \text { and } b_{i} W_{i} c_{i} \Rightarrow a P\left(c_{i}, b_{-i}\right),  \tag{1b}\\
& a S b \text { and } c_{i} W_{i} a_{i} \Rightarrow\left(c_{i}, a_{-i}\right) S b,  \tag{1c}\\
& a P b \text { and } c_{i} W_{i} a_{i} \Rightarrow\left(c_{i}, a_{-i}\right) P b, \tag{1d}
\end{align*}
$$

where $W_{i}$ denotes a weak order that is compatible with the homogeneous nested chain of semiorders $\left(S_{i}, U_{i}\right)$.

## Proof

Let $a^{\prime}=\left(c_{i}, a_{-i}\right)$ and $b^{\prime}=\left(c_{i}, b_{-i}\right)$. Let us show that (1a) holds. Suppose that $a S b$, so that $S(a, b) \in \mathcal{F}$ and $V(b, a)=\varnothing$. Because $b_{i} W_{i} c_{i}$, we know that $S\left(a, b^{\prime}\right) \supseteq S(a, b)$. Hence, we have $S\left(a, b^{\prime}\right) \in \mathcal{F}$. Similarly, we know that $V(b, a)=$ $\varnothing$, so that $\operatorname{Not}\left[b_{i} V_{i} a_{i}\right]$. It is therefore impossible that $c_{i} V_{i} a_{i}$ since $b_{i} W_{i} c_{i}$ would imply $b_{i} V_{i} a_{i}$, a contradiction. Hence, $V\left(b^{\prime}, a\right)=\varnothing$ and we have $a S b^{\prime}$.

Let us show that (1b) holds. Because a $P$ bimplies $a S b$, we know from (1a) that $a S b^{\prime}$. Suppose now that $b^{\prime} S a$ so that $S\left(b^{\prime}, a\right) \in \mathcal{F}$ and $V\left(a, b^{\prime}\right)=\varnothing$. Because $b_{i} W_{i} c_{i}, c_{i} S_{i} a_{i}$ implies $b_{i} S_{i} a_{i}$, so that $S(b, a) \supseteq S\left(b^{\prime}, a\right)$, implying $S(b, a) \in \mathcal{F}$. Similarly, we know that $V\left(a, b^{\prime}\right)=\varnothing$, so that $\operatorname{Not}\left[a_{i} V_{i} c_{i}\right]$. It is therefore impossible that $a_{i} V_{i} b_{i}$, since $b_{i} W_{i} c_{i}$ would imply $a_{i} V_{i} c_{i}$, a contradiction. Hence, we must have $V(a, b)=\varnothing$, so that we have $b S a$, a contradiction.

The proof of (1c) and (1d) is similar.

The next lemma shows that $\operatorname{Model}(E)$ implies linearity.

## Lemma 10

Let $\langle\mathcal{A}, \mathcal{U}\rangle$ be a twofold partition of $X=\prod_{i=1}^{n} X_{i}$. If $\langle\mathcal{A}, \mathcal{U}\rangle$ has a representation in Model $(E)$ then it is linear.

## Proof

Suppose that we have $\left(x_{i}, a_{-i}\right) \in \mathcal{A},\left(y_{i}, b_{-i}\right) \in \mathcal{A}$. We have either $x_{i} W_{i} y_{i}$ or $y_{i} W_{i} x_{i}$. Suppose that $x_{i} W_{i} y_{i}$. Because $\left(y_{i}, b_{-i}\right) \in \mathcal{A}$, we know that $\left(y_{i}, b_{-i}\right) S p$, for some $p \in \mathcal{P}$, and $\operatorname{Not}\left[q P\left(y_{i}, b_{-i}\right)\right]$ for all $q \in \mathcal{P}$, Lemma 9 implies that $\left(x_{i}, b_{-i}\right) S p$ and $\operatorname{Not}\left[q P\left(x_{i}, b_{-i}\right)\right]$ for all $q \in \mathcal{P}$. Hence, $\left(x_{i}, b_{-i}\right) \in \mathcal{A}$. The case $y_{i} W_{i} x_{i}$ is similar: we start with $\left(x_{i}, a_{-i}\right) \in \mathcal{A}$ to conclude that $\left(y_{i}, a_{-i}\right) \in \mathcal{A}$. Hence, linearity holds.

In view of Lemma 10, we therefore know from Lemma 2 that in Model $(E)$ there is, on each attribute $i \in N$, a weak order $\succsim_{i}$ on $X_{i}$ that is compatible with the partition $\langle\mathcal{A}, \mathcal{U}\rangle$.

## Convention

For the analysis of $\langle\mathcal{A}, \mathcal{U}\rangle$ on $X=\prod_{i=1}^{n} X_{i}$, it is not useful to keep in $X_{i}$ elements that are equivalent w.r.t. the equivalence relation $\sim_{i}$. Indeed, if $x_{i} \sim_{i} y_{i}$ then $\left(x_{i}, a_{-i}\right) \in \mathcal{A}$ iff $\left(y_{i}, a_{-i}\right) \in \mathcal{A}$ (see Lemma 1).

In order to simplify the analysis, it is not restrictive to suppose that we work with $X_{i} / \sim_{i}$ instead of $X_{i}$ and, thus, on $\prod_{i=1}^{n}\left[X_{i} / \sim_{i}\right]$ instead of $\prod_{i=1}^{n} X_{i}$. This amounts to supposing that the equivalence $\sim_{i}$ becomes the identity relation. We systematically make this hypothesis below. This is w.l.o.g. since the properties of a partition on $\prod_{i=1}^{n}\left[X_{i} / \sim_{i}\right]$ can immediately be extended to a partition on $\prod_{i=1}^{n} X_{i}$ (see Lemma 1) and is done for convenience only. In order to simplify notation, we suppose below that we are dealing with partitions on $\prod_{i=1}^{n} X_{i}$ for which all relations $\sim_{i}$ are trivial. Our convention implies that each relation $\succsim_{i}$ is antisymmetric, so that the sets $X_{i}$ are linearly ordered by $\succsim i$.

Let us define the relation $\succsim$ on $X$ letting, for all $x, y \in X$,

$$
x \succsim y \Leftrightarrow x_{i} \succsim_{i} y_{i}, \text { for all } i \in N .
$$

It is clear that the relation $\succsim$ plays the role of a dominance relation in our framework. It is a partial order on $X$, being reflexive, antisymmetric, and transitive. This partial order is obtained as a "direct product of chains" (the relations $\succsim_{i}$ on each $X_{i}$ ) as defined in Caspard, Leclerc, and Monjardet (2012, p. 119).

Before we turn to our main results, it will be useful to take note of a few elementary observations about maximal and minimal elements in partially ordered sets (posets), referring to Davey and Priestley (2002), for more details.

### 3.2 Minimal and maximal elements in posets

Let $T$ be a binary relation on a set $Z$. An element $x \in B \subseteq Z$ is maximal (resp. minimal) in $B$ for $T$ if there is no $y \in B$ such that $y T^{\alpha} x$ (resp. $x T^{\alpha} y$ ), where $T^{\alpha}$ denotes the asymmetric part of $T$. The set of all maximal (resp. minimal) elements in $B \subseteq Z$ for $T$ is denoted by $\operatorname{Max}(T, B)($ resp. $\operatorname{Min}(T, B)$ ).

For the record, the following proposition recalls some well-known facts about maximal and minimal elements of partial orders on finite sets (Davey and Priestley, 2002, p. 16). We sketch its proof in Appendix B for completeness.

## Proposition 11

Let $T$ be a partial order (i.e., a reflexive, antisymmetric and transitive relation) on a nonempty set $Z$. Let $B$ be a finite nonempty subset of $Z$. Then the set of maximal elements, $\operatorname{Max}(T, B)$, and the set of minimal elements, $\operatorname{Min}(T, B)$, in $B$ for $T$ are both nonempty. For all $x, y \in \operatorname{Max}(T, B)($ resp. $\operatorname{Min}(T, B))$ we have $\operatorname{Not}\left[x T^{\alpha} y\right]$. Moreover, for all $x \in B$, there is $y \in \operatorname{Max}(T, B)$ and $z \in \operatorname{Min}(T, B)$ such that $y T x$ and $x T z$.

We will apply the above proposition to the finite subset $\mathcal{A}$ of the set $X=$ $\prod_{i=1}^{n} X_{i}$, partially ordered by $\succsim$.

### 3.3 A characterization of Model $(E)$

We know that $\succsim$ is a partial order on $X=\prod_{i=1}^{n} X_{i}$. Because $\langle\mathcal{A}, \mathcal{U}\rangle$ is a twofold partition of $X$, we know that $\mathcal{A} \neq \varnothing$. Because we have supposed $X$ to be finite, so is $\mathcal{A}$. Hence, we can apply Proposition 11 to conclude that the set $\mathcal{A}_{*}=\operatorname{Min}(\succsim, \mathcal{A})$ is nonempty.

We are now fully equipped to present our main result.

## Theorem 12

Let $X=\prod_{i=1}^{n} X_{i}$ be a finite set and $\langle\mathcal{A}, \mathcal{U}\rangle$ be a twofold partition of $X$. The partition $\langle\mathcal{A}, \mathcal{U}\rangle$ has a representation in $\operatorname{Model}(E)$ iff it is linear. This representation can always be taken to be $\left\langle\left(\succsim_{i}, V_{i}=\varnothing\right)_{i \in N}, \mathcal{F}=\{N\}, \mathcal{P}=\mathcal{A}_{*}\right\rangle$.

Proof
We know from Lemma 10 that Model $(E)$ implies linearity. Let us prove the converse implication. Take, for each $i \in N, S_{i}=\succsim_{i}$ and $V_{i}=\varnothing$. Take $\mathcal{F}=\{N\}$. Hence, we have $S=\succsim$. Take $\mathcal{P}=\mathcal{A}_{*}$. Using Proposition 11, we know that $\mathcal{A}_{*}$ is nonempty and that, for all $p, q \in \mathcal{A}_{*}$, we have $\operatorname{Not}[p \succ q]$. Hence, taking $\mathcal{P}=\mathcal{A}_{*}$ leads to an admissible set of profiles in Model $(E)$.

If $x \in \mathcal{A}$, we use Proposition 11 to conclude that there is $y \in \mathcal{A}_{*}$ such that $x \succsim y$, so that we have $x \succsim p$, for some $p \in \mathcal{P}$. Suppose now that, for some $q \in \mathcal{P}$, we have $q \succ x$. Using the fact that $\succsim$ is a partial order, we obtain $q \succ p$,
contradicting the fact that $p, q \in \mathcal{A}_{*}$, in view of Proposition 11. Suppose now that $x \in \mathcal{U}$. Supposing that $x \succsim p$, for some $p \in \mathcal{P}=\mathcal{A}_{*}$, would lead to $x \in \mathcal{A}$, a contradiction. This completes the proof.

## Remark 13

In the representation in $\operatorname{Model}(E)$ built in Theorem 12, the relation $S$ is a partial order. When this is so, the condition stating that $\operatorname{Not}\left[\begin{array}{l}q \\ P\end{array}\right]$ for all $q \in \mathcal{P}$ is automatically verified. Indeed, suppose that, for some $q \in \mathcal{P}$ and some $x \in \mathcal{A}$, we have $q P x$. Because $x \in \mathcal{A}$, there is $p \in \mathcal{P}$ such that $x S p$. Transitivity leads to $q P p$, violating the condition on the set of profiles.

## Remark 14

Under our convention that $\succsim_{i}$ is antisymmetric, for all $i \in N$, it is clear that, if we are only interested in representations with $\mathcal{F}=\{N\}$, the set $\mathcal{P}$ must be taken equal to $\mathcal{A}_{*}$. Hence, the representation built above is unique, under our convention about antisymmetry and the constraint that $\mathcal{F}=\{N\}$. Without the constraint that $\mathcal{F}=\{N\}$, uniqueness does not obtain any more, as shown by simple examples. Since this is not important for our purposes, we do not investigate this point further in this text.

### 3.4 Example

We illustrate Theorem 12 with the example below.

## Example 15

Let $X=\prod_{i=1}^{3} X_{i}$ with $X_{1}=X_{2}=X_{3}=\{39,37,34,30,25\}$. Hence, $X$ contain $5^{3}=125$ objects.

Define the twofold partition $\langle\mathcal{A}, \mathcal{U}\rangle$ letting:

$$
\left(x_{1}, x_{2}, x_{3}\right) \in \mathcal{A} \Leftrightarrow x_{1}+x_{2}+x_{3} \geq 106 .
$$

In this twofold partition, the set $\mathcal{A}$ contains 32 objects, while $\mathcal{U}$ contains the remaining 93 objects.

It is easy to check that all attributes are influential for this partition and that On each attribute $i \in N$, it is easy to check that we have $39 \succ_{i} 37 \succ_{i} 34 \succ_{i} 30 \succ_{i}$ 25. For instance, for attribute 1, we have:

$$
\begin{array}{ll}
(39,37,30) \in \mathcal{A} & (37,37,30) \notin \mathcal{A}, \\
(37,39,30) \in \mathcal{A} & (34,39,30) \notin \mathcal{A}, \\
(34,39,34) \in \mathcal{A} & (30,39,34) \notin \mathcal{A}, \\
(30,39,37) \in \mathcal{A} & (25,39,37) \notin \mathcal{A} .
\end{array}
$$

This twofold partition has an obvious representation in Model (Add). Hence it is linear and also has a representation in $\operatorname{Model}(E)$. Considering the representation built in Theorem 12 with $S_{i}=\succsim_{i}, V_{i}=\varnothing, \mathcal{P}=\mathcal{A}_{*}$ and $\mathcal{F}=\{N\}$, we obtain ${ }^{9}$ a representation that uses the following 12 profiles:

| $(37,37,34)$ | $(39,34,34)$ | $(39,37,30)$ | $(37,30,39)$ |
| :--- | :--- | :--- | :--- |
| $(37,34,37)$ | $(34,39,34)$ | $(39,30,37)$ | $(30,39,37)$ |
| $(34,37,37)$ | $(34,34,39)$ | $(37,39,30)$ | $(30,37,39)$. |

It is clear that these twelve profiles are pairwise incomparable w.r.t. $S=\succsim$.
For instance, the object $(39,30,39)$ belongs to $\mathcal{A}$, because $39+30+39=108 \geq$ 106. This object outranks (meaning here, dominates) the two profiles $(39,30,37)$ and ( $37,30,39$ ), but no other.

## 4 Remarks and extensions

### 4.1 Positioning Model (E) w.r.t. existing models

Theorem 12 gives a simple characterization of $\operatorname{Model}(E)$. It makes no restriction on the size of the set of profiles $\mathcal{P}$, except that it is finite.

The proof of Theorem 12 builds a representation of any partition $\langle\mathcal{A}, \mathcal{U}\rangle$ satisfying linearity in a special case of $\operatorname{Model}(E), \operatorname{Model}\left(E^{u}\right)$. This shows that Models $\left(E^{u}\right)$ and $(E)$ are equivalent. Because, $\left(E^{u}\right)$ is a particular case of Model $\left(E^{c}\right)$, this also shows that Models $(E),\left(E^{u}\right)$ and $\left(E^{c}\right)$ are equivalent.

In view of Proposition 3, $\operatorname{Model}(E)$ is equivalent to $\operatorname{Model}(D 1)$ and, hence, to Model (D2).

Because Model (D2) contains Model $(A d d)$ as a particular case, the same is true for Model $(E)$.

We summarize our observations in the following.

## Proposition 16

1. Models $(E),\left(E^{c}\right)$, and $\left(E^{u}\right)$ are equivalent.
2. Models $(E),(D 1)$, and (D2) are equivalent.
3. Model (Add) is a particular case of Model (E) but not vice versa.

The above proposition allows us to position rather precisely Model $(E)$ within the family of all sorting models.

[^7]
## Remark 17

We can now sharpen the observations made above in Remark 8. We know that Model $(E)$ is equivalent to Model $\left(E^{u}\right)$. These models are characterized by Linearity. But all partitions obtained with the original method ETRI-nB-pc satisfy Linearity. This is because the way the outranking is built makes it compatible with the dominance relation generated by the family of criteria (see, e.g., Bouyssou and Marchant, 2015, p. 202).

Hence, the above result shows that a partition can be obtained with ETRI-nBpc iff it can be obtained with $\operatorname{Model}\left(E^{u}\right)($ and, hence, with $\operatorname{Model}(E))$.

### 4.2 The condition $\mathcal{F}=\{N\}$

The reader may be perplexed by the fact that the proof of Theorem 12 builds a representation in $\operatorname{Model}(E)$ in which $\mathcal{F}=\{N\}$. This is indeed a very particular form of representation. With the example below, we show that there are "reasonable" partitions for which the only representation in $\operatorname{Model}(E)$ has $\mathcal{F}=\{N\}$. Hence, the situation with $\mathcal{F}=\{N\}$ is perhaps not as bizarre as one may think.

## Example 18

The example has $n=4$ and $X_{1}=X_{2}=X_{3}=X_{4}=\{0,5,10\}$. We let $\mathcal{A}=\{x \in$ $\left.X: \sum_{i=1}^{4} x_{i} \geq 30\right\}$. There are $3^{4}=81$ objects in $X, 15$ are in $\mathcal{A}$, while 66 are in $\mathcal{U}$.

Observe first that, on all attributes, we have $10 \succ_{i} 5 \succ_{i} 0$. Indeed, with $i=1$, we have:

$$
\begin{aligned}
(10,0,10,10) & \in \mathcal{A}, \quad(5,0,10,10) \in \mathcal{U}, \\
(5,5,10,10) & \in \mathcal{A}, \quad(0,5,10,10) \in \mathcal{U} .
\end{aligned}
$$

The same relations clearly hold on all attributes since the problem is symmetric.
This partition clearly has a representation in $\operatorname{Model}(E)$ with $\mathcal{F}=\{N\}$ and a set of profiles consisting of all 10 objects in the class 30 (i.e., having a sum of components equal to 30 ). By construction, these 10 profiles are not linked by dominance (this is a representation in model ( $E^{c}$ )).

Our objective is to try obtaining a representation in $\operatorname{Model}(E)$ using a set $\mathcal{F}$ that is not reduced to $\{N\}$. Notice first that bringing the veto relations into play will not help us do so. Indeed, it is easy to check that if a representation exists in model $(E)$, a representation exists in $\operatorname{Model}\left(E^{c}\right)$ (because whatever $x_{i}$, we can find $a_{-i}$ such that $\left.\left(x_{i}, a_{-i}\right) \in \mathcal{A}\right)$. Hence, let us try to find a representation in Model ( $E^{c}$ ).

This clearly excludes to take any object in the class 30 as a profile. Indeed, a family $\mathcal{F}$ that is not reduced to $\{N\}$ would then imply that some object in a class strictly lower than 30 belongs to $\mathcal{A}$, which is false. Hence, we must take as profiles objects belonging to the class 35 or 40 .

Because profiles cannot dominate themselves, if we take the object (10, 10, 10, 10) as a profile, it must be the only one. We know that $(10,10,5,5) \in \mathcal{A}$. Hence, we must have $\{1,2\} \in \mathcal{F}$. This is contradictory. Indeed, since $\{1,2\} \in \mathcal{F}$, we should have $(10,10,0,0) \in \mathcal{A}$, a contradiction.

Hence the set of profiles must consist exclusively of objects belonging to the class 35.

Suppose that there is a unique profile, e.g., $(10,10,10,5)$. It is clear that the set $\{1,2,3\}$ must be included in all elements of $\mathcal{F}$ (otherwise we would have an object in the class 25 belonging to $\mathcal{A}$ ). Because $(10,10,10,0) \in \mathcal{A}$, it must be true that $\{1,2,3\}$ is an element of $\mathcal{F}$, which must therefore be equal to $\{\{1,2,3\},\{1,2,3,4\}\}$. This is contradictory since we know that $(0,10,10,10) \in \mathcal{A}$. It is easy to see that, the problem being symmetric, it is therefore impossible to have a representation using a single profile from the class 35 .

A similar reasoning can be made if we consider the cases of two or three profiles from the class 35 as profiles.

Suppose finally that we choose all four profiles from the class 35: $(5,10,10,10)$, $(10,5,10,10),(10,10,5,10)$, and $(10,10,10,5)$. Using the same reasoning as above, the set $\mathcal{F}$ must contain the sets $\{2,3,4\},\{1,3,4\},\{1,2,4\}$, and $\{1,2,3\}$, since $(0,10,10,10),(10,0,10,10),(10,10,0,10)$ and $(10,10,10,0)$ are all in $\mathcal{A}$. But this is contradictory since this would imply that $(0,5,10,10) \in \mathcal{A}$ (since $(10,5,10,10)$ is a profile and $\{2,3,4\} \in \mathcal{F})$.

Therefore, the only possible representation of this partition in Model $(E)$ must use as profiles all 10 elements in the class 30 together with $\mathcal{F}=\{N\}$.

Hence, representations with $\mathcal{F}=\{N\}$ are sometimes quite useful and even, may be the only possible ones. As shown below, it is quite easy to transform a representation based on concordance into a unanimous representation.

### 4.3 Obtaining $\mathcal{F}=\{N\}$

Any representation in $\operatorname{Model}(E)$ can easily be transformed into a representation with $\mathcal{F}=\{N\}$. This is a direct consequence of Theorem 12. When the representation is without discordance, we show below that the process of building $\mathcal{A}$ and then deriving $\mathcal{A}_{*}$ can be avoided.

Suppose we know a representation $\left\langle\left(S_{i}, \varnothing\right)_{i \in N}, \mathcal{F}, \mathcal{P}\right\rangle$ of the partition $\langle A, U\rangle$ in ( $E$ ) (in fact, in $\left(E^{c}\right)$ ) and that $\mathcal{F} \neq\{N\}$.

We want to find a representation such that $\mathcal{F}=\{N\}$. Theorem 12 ensures that such a representation exists. It can be built quite efficiently, independently of the construction used in Theorem 12.

Let $\mathcal{F}_{*}=\operatorname{Min}(\mathcal{F}, \supseteq)$. For each $i \in N$, let $x_{i}^{0}$ be the unique element in $X_{i}$ that
is minimal for the linear order $\succsim_{i}$. Define $x^{0}$ accordingly. Moreover, let:

$$
\mathcal{P}^{\prime}=\left\{\left(x_{-I}^{0}, p_{I}\right), \text { for all } p \in \mathcal{P} \text { and } I \in \mathcal{F}_{*}\right\} .
$$

It is clear that $\left\langle\left(S_{i}, \varnothing\right)_{i \in N},\{N\}, \mathcal{P}^{\prime}\right\rangle$ is a representation of the partition $\langle A, U\rangle$ in ( $E$ ).

### 4.4 Variable set of winning coalitions $\mathcal{F}$

A rather natural generalization of $\operatorname{Model}(E)$, called $(\widetilde{E})$, is as follows. Instead of considering a single family of winning coalitions $\mathcal{F}$ that is used to build the relation $S$ and compare each alternative in $X$ to all profiles in $\mathcal{P}$, we could use a family $\mathcal{F}^{p}$ that would be specific to each profile $p \in \mathcal{P}$, with a relation $S^{p}$ that now depends on the profile.

The analysis of Model $(\widetilde{E})$ is easy. It is simple to check that Model $(\widetilde{E})$ implies linearity. Indeed, for each relation $S^{p}$, Lemma 9 holds and, hence, linearity cannot be violated. This shows that Model $(\widetilde{E})$ is a particular case of Model $(E)$ and, hence, is equivalent to it.

### 4.5 More than two categories

Our analysis of Model $(E)$ can easily be extended to cover the case of an arbitrary number of categories. Because this would require the introduction of a rather cumbersome framework, without adding much to the analysis of two categories, we do not formalize this point. We briefly indicate how this can be done, leaving the details to the interested readers.

Linearity has been generalized to cope with more than two categories. This is done in Słowiński et al. (2002) and Bouyssou and Marchant (2007b). The intuition behind this generalization is simple. It guarantees that there is a weak order on each attribute that is compatible with the ordered partition.

When $X$ is finite, this condition is necessary and sufficient to characterize the obvious generalization of Model ( $D 1$ ) that uses more than one threshold, instead of the single threshold 0 (see, e.g., Bouyssou and Marchant, 2007b, Prop. 7, p. 250). Moreover, it is easy to check that this condition is satisfied by the natural generalization of Model $(E)$ that uses more than two categories (this involves working with of a set of profiles $\mathcal{P}$ for each of the induced twofold partitions).

Now, the technique used in the proof of Theorem 12 easily allows one to define a family of profiles for each of the induced twofold partitions. It just remains to check that these families of profiles satisfy the constraints put forward in Fernández et al. (2017, Condition 1, p. 216). This is immediate.

## 5 ETRI-nB, pseudo-disjunctive and Model $(\bar{E})$

Up to this point, we have investigated the properties of $\operatorname{Model}(E)$ which is closely linked to ETRI-nB-pc. We now turn to ETRI-nB-pd.

### 5.1 Definitions

We define Model $(\bar{E})$ that is to ETRI-nB-pd what Model $(E)$ is to ETRI-nB-pc.

## Definition 19

Model $(\bar{E})$ is defined exactly as Model $(E)$, except that now, we have:

$$
x \in \mathcal{U} \Leftrightarrow \begin{cases}p P x & \text { for some } p \in \mathcal{P}  \tag{E}\\ \operatorname{Not}[x P & \text { and } \\ \text { for all } q \in \mathcal{P}\end{cases}
$$

Models $\left(\bar{E}^{c}\right)$ and $\left(\bar{E}^{u}\right)$ are defined as above.
It is simple to check that in $\operatorname{Model}(\bar{E})$ all profiles $p \in \mathcal{P}$ must belong to $\mathcal{A}$. It is also simple to check, that Lemma 9 holds for Model $(\bar{E})$. Indeed, the outranking relation $S$ is built in Model $(\bar{E})$ as it is built is Model $(E)$. This leads to the following observation ${ }^{10}$ that is proved exactly as Lemma 10.

## Lemma 20

Let $\langle\mathcal{A}, \mathcal{U}\rangle$ be a twofold partition of $X=\prod_{i=1}^{n} X_{i}$. If $\langle\mathcal{A}, \mathcal{U}\rangle$ has a representation in Model $(\bar{E})$ then it is linear.

Hence, combining Lemma 20 with Theorem 12, we know that $\operatorname{Model}(\bar{E})$ is a particular case of Model $(E)$. This is illustrated by the following example.

## Example 21

As in Example 15 Let $X=\prod_{i=1}^{3} X_{i}$ with $X_{1}=X_{2}=X_{3}=\{39,37,34,30,25\}$.
We take the 12 profiles given in Eq. (2). We now apply model ( $\bar{E}$ ), still using a unanimous model $(\mathcal{F}=\{N\})$.

It is easy to check that in the resulting partition $\langle\mathcal{A}, \mathcal{U}\rangle$, the set $\mathcal{A}$ contains 35 objects consisting of the 32 objects in $\mathcal{A}$ in Example 15 plus the following three objects!

$$
\begin{equation*}
(39,39,25) \quad(39,25,39) \quad(25,39,30) \tag{3}
\end{equation*}
$$

[^8]These three objects were in $\mathcal{U}$ in Example (2) since

$$
39+39+25=103<106 .
$$

These three objects now belong to $\mathcal{A}$. Indeed, it is clear that there is none of the 12 profiles given in Eq. (2) strictly dominates any of the above three alternatives.

Notice finally that the partition that we have obtained using the 12 profiles given in Eq. (2) together with $\mathcal{F}=\{N\}$ and $\operatorname{Model}(\bar{E})$ also has a representation in Model $(E)$, since it is linear. It is easy to check that the representation in Model $(E)$ as built in Theorem 12 consists in taking $\mathcal{F}=\{N\}$ together with the 12 profiles in Eq. (2) to which we add the three profiles in Eq. (3).

### 5.2 Remarks

We have observed above that Models $(E)$, $\left(E^{c}\right)$, and $\left(E^{u}\right)$ are equivalent. The situation is far more complex with Model $(\bar{E})$.

The following example shows that Model $\left(\bar{E}^{u}\right)$ is not equivalent to Model $\left(\bar{E}^{c}\right)$.

## Example 22

Let $N=\{1,2,3,4\}$ and $X_{i}=\{0,1\}$ for all $i \in N$, so that $X$ has 16 elements. Consider the partition $\langle\mathcal{A}, \mathcal{U}\rangle$ such that $\mathcal{A}=\{1111,1110,1101,0111,1011,1100$, $0011\}$ and $\mathcal{U}=\{1010,0110,1001,0101,1000,0100,0010,0001,0000\}$, abusing notation in an obvious way. It is simple to check that all attributes are influential for $\langle\mathcal{A}, \mathcal{U}\rangle$ and that, for all $i \in N$, we have $1_{i} \succ_{i} 0_{i}$. Notice that we have $\mathcal{A}_{*}=$ $\operatorname{Min}(\mathcal{A}, \succsim)=\{1100,0011\}$ and $\mathcal{U}^{*}=\operatorname{Max}(\mathcal{U}, \succsim)=\{1010,0110,1001,0101\}$.

Following Theorem 12, this partition can be represented in $\left(E^{u}\right)$, taking $\mathcal{P}=$ $\mathcal{A}_{*}=\operatorname{Min}(\mathcal{A}, \succsim)=\{1100,0011\}$ and $S=\succsim$.

This partition can be represented in Model ( $\bar{E}^{c}$ ) with a set of minimal winning coalitions $\mathcal{F}_{*}=\operatorname{Min}(\mathcal{F}, \supseteq)=\{12,34\}, S_{i}=\succsim_{i}$, for all $i \in N$, and $\mathcal{P}=\{1111\}$.

Let us show that this partition does not have a representation in Model $\left(\bar{E}^{u}\right)$. First observe that because each $X_{i}$ has only two elements, we must take $S_{i}=\succsim \succsim_{i}$, for all $i \in N$. Because we are looking for a representation with $\mathcal{F}=\{N\}$, we have $S=\succsim$, so that $P=\succ$

For every element in $\mathcal{U}$, there must be a profile $p \in \mathcal{P} \subseteq \mathcal{A}$ that is strictly preferred to it (using the relation $P$ ). The candidates for being in $\mathcal{P}$ are thus $\{1110,1101,1011,0111,1111\}$, i.e., all elements in $\mathcal{A}$, except 1100 and 0011 . Indeed, e.g., it is clear that 1100 (resp. 0011) is not strictly preferred to 0110. It is therefore impossible to take $\mathcal{P}$ equal to $\{1100\},\{0011\}$ or to $\{1100,0011\}$. But it is impossible to add to any of these sets another element from $\mathcal{A}$ because this would violate the requirement that for all $p, q \in \mathcal{P}$, we have $\operatorname{Not}[p P q]$.

If $1111 \in \mathcal{P}$, then it must be the unique profile. But this does not lead to the desired partition in Model ( $\bar{E}^{u}$ ) because 1111 is strictly preferred to all other elements in $X$.

All other candidate profiles are strictly preferred to one of the elements in $\mathcal{A}_{*}$. Conversely, the elements in $\mathcal{A}_{*}$ are not strictly preferred to any of the candidates. Therefore, putting some of these candidates in $\mathcal{P}$ will not yield the right partition, using Model $\left(\bar{E}^{u}\right)$.

The situation is even more complex since the following example shows that there are linear partitions that cannot be represented in Model $\left(\bar{E}^{c}\right)$, together with the constraint that $S_{i}=\succsim_{i}$, for all $i \in N$.

## Example 23

Let $n=4$ and $X_{1}=X_{2}=X_{3}=\{2,1,0\}$ and $X_{4}=\{0,1\}$, so that $X$ has 54 elements. Consider the partition $\langle\mathcal{A}, \mathcal{U}\rangle$ such that $\mathcal{A}=\{2221,2211,2121,1221$, 2111, 1211, 1121, 1111, 2220\}. It is easy to check that all attributes are influential for $\langle\mathcal{A}, \mathcal{U}\rangle$ and that, for all $i \in\{1,2,3\}$, we have $2_{i} \succ_{i} 1_{i} \succ_{i} 0_{i}$, while $1_{4} \succ_{4} 0_{4}$. Hence, the partition is linear. It can be obtained using Model ( $E^{u}$ ) with $S_{i}=\succsim i$, for all $i \in N, \mathcal{P}=\mathcal{A}_{*}=\{1111,2220\}$ and $\mathcal{F}=\{N\}$. Let us now show that this partition cannot be obtained using $\left(\bar{E}^{c}\right)$ together with the constraint that $S_{i}=\succsim i$, for all $i \in N$.

Note that attribute 4 is only included for the sake of having $2_{i} \succ_{i} 1_{i}$, for $i \in\{1,2,3\}$. All objects that we will compare below have 1 on attribute 4 . We therefore drop this attribute in what follows. Once this is done, the problem becomes symmetric in the three remaining attributes ${ }^{11}$.

If we take $\mathcal{F}=2^{N} \backslash\{\varnothing\}$, it is impossible to recover the partition whatever the choice of the set of profiles $\mathcal{P}$, since, e.g., 220 bears $S$ to all elements in $\mathcal{A}$.

If $\{1\} \in \mathcal{F}$, it is impossible to recover the partition, whatever the choice of the set of profiles $\mathcal{P}$, since 200 bears $S$ to all elements in $\mathcal{A}$. A similar argument applies to $\{2\} \in \mathcal{F}(020$ bears $S$ to all elements in $\mathcal{A})$ and to $\{3\} \in \mathcal{F}(002$ bears $S$ to all elements in $\mathcal{A}$ ).

If $\{1,2\} \in \mathcal{F}$, it is impossible to recover the partition, whatever the choice of the set of profiles $\mathcal{P}$, since 220 bears $S$ to all elements in $\mathcal{A}$. A similar argument applies to $\{1,3\} \in \mathcal{F}(202$ bears $S$ to all elements in $\mathcal{A})$ and to $\{2,3\} \in \mathcal{F}(022$ bears $S$ to all elements in $\mathcal{A}$ ).

The only remaining choice consists in taking $\mathcal{F}=\{N\}$. If $222 \in \mathcal{P}$ then we must take $\mathcal{P}=\{222\}$ (because 222 bears $P$ to all other elements in $\mathcal{A}$ ). But this

[^9]does not give the desired result. If $111 \in \mathcal{P}$ then we must take $\mathcal{P}=\{111\}$, since all other elements in $\mathcal{A}$ bear $P$ to 111. But, again, this does not give the desired partition (e.g., 220 is incomparable to 111). But all remaining candidate profiles (i.e., 221, 212, 122, 211, 121, and 112) bear $P$ to 111 . Hence, if we include any of them in the set of profiles $\mathcal{P}$, we would obtain that $111 \in \mathcal{U}$, a contradiction.

Hence, the partition cannot be obtained in Model $\left(\bar{E}^{c}\right)$ together with the constraint that $S_{i}=\succsim_{i}$, for all $i \in N$.

## Remark 24

In the above example, the constraint that $S_{i}=\succsim_{i}$, for all $i \in N$, is important. Without it, the example would not show that there are linear partitions that cannot be represented in Model $\left(\bar{E}^{c}\right)$. We have $2_{i} \succ_{i} 1_{i} \succ_{i} 0_{i}$ and $1_{4} \succ_{4} 0_{4}$. Because $X_{4}$ has only two elements, we must take $S_{4}=\succsim_{4}$. On the other attributes, we must take the semiorder $S_{i}$ so that its induced weak order coincides with $\succsim_{i}$. Hence, on each of the attributes in $\{1,2,3\}$, we may take $S_{i}=\succsim i$, but we may also take the semiorder $S_{i}$ such that $2_{i} P_{i} 0_{i}, 2_{i} I_{i} 1_{i}$ and $1_{i} I_{i} 0_{i}$. Let us suppose that we make the latter choice for $i=1,2,3$. It is then simple to check that the partition in Example 23 can be obtained with Model $\left(\bar{E}^{c}\right)$, taking $\mathcal{F}=\{N\}$ and $\mathcal{P}=\{222\}$. According to Roy (1996) the indifference thresholds are not part of the parameters of an aggregation technique and are rather linked to the nature of the underlying information. Hence, the constraint used above seems rather innocuous.

Note finally that in the above Example, the constraint that any two profiles should not be linked by $P$ is also clearly important.

We know that Model $(\bar{E})$ is a particular case of $\operatorname{Model}(E)$. We also know that Model $\left(\bar{E}^{u}\right)$ is a particular case of Model $\left(\bar{E}^{c}\right)$, but not vice versa. In turn, Model $\left(\bar{E}^{c}\right)$ is a particular case of $\operatorname{Model}(E)$, but not vice versa. It remains to investigate whether or not $\operatorname{Model}(\bar{E})$ is equivalent to $\operatorname{Model}(E)$. We will leave this question open. Indeed, the extra complexity that comes with Model $(\bar{E})$ when compared to Model $(E)$ is a symptom of some difficulties already discussed in Bouyssou and Marchant (2015), to which we now turn.

### 5.3 Comments: transposition and duality

We will devote less effort to analyze Model $(\bar{E})$ than what we have done for Model $(E)$. The following arguments explain this choice.

First, we know that Model $(\bar{E})$ it is a particular case of $\operatorname{Model}(E)$ and we have at our disposal a simple characterization of the latter.

Second, Model $(\bar{E})$ makes central use of the relation $P$. But Bouyssou and Pirlot (2015a,b) have shown that the nature of the relation $P$ is rather different from that of the relation $S$ in the ELECTRE methods.

Third, the analysis in Bouyssou and Marchant (2015) concerning the comparison between ETRI-B-pc and ETRI-B-pd applies, mutatis mutandis, to the comparison of ETRI-nB-pc and ETRI-nB-pd. Bouyssou and Marchant (2015) show that ETRI-B-pd and ETRI-B-pc do not correspond via the transposition operation consisting in inverting the direction of preference on all criteria and permuting $\mathcal{A}$ and $\mathcal{U}$ (see Almeida-Dias et al., 2010, Bouyssou and Marchant, 2015, Roy, 2002). This is due to the fact that in both versions of ETRI-B, categories are closed below. This implies that in both versions, the unique profile belongs to $\mathcal{A}$. This is clearly incompatible with the transposition operation. The same analysis applies to ETRI-nB-pc and ETRI-nB-pd. It is easy to check that they do not correspond via the transposition operation.

Hence, following Bouyssou and Marchant (2015), we would rather like to put forward a different conception of profiles: they are at the frontier between categories and it makes sense to accept that they can belong to either of them. With this conception of profiles in mind, we can define the dual of ETRI-nB-pc, letting:

$$
x \in \mathcal{U} \Leftrightarrow \begin{cases}p S x & \text { for some } p \in \mathcal{P} \\ \operatorname{Not}[x P p] & \text { for all } q \in \mathcal{P}\end{cases}
$$

It is easy to see that ETRI-nB-pc and its dual now correspond via the transposition operation. Moreover, the dual model is also characterized by linearity ${ }^{12}$.

## 6 Discussion

Using classical tools from conjoint measurement, we have proposed a complete axiomatic characterization of ETRI-nB-pc. This characterization is simple and shows the generality of the new model. However, this simplicity is obtained when there is no restriction on the set of profiles, except that it is finite. Our results nevertheless allow us to position rather precisely ETRI-nB-pc within the larger picture of models aiming at sorting multi-attributed objects between ordered categories.

A somewhat unexpected conclusion emerges. While Bernard Roy had always championed outranking approaches as an alternative to the classical additive value function model, it turns out that the last ELECTRE method that he published before he passed away, ELECTRE TRI-nB, contains the additive value function model for sorting as a particular case. We think that this unexpected conclusion is a plea for the development of axiomatic studies in the field of decision with multiple attributes, as already advocated in Bouyssou, Perny, Pirlot, Tsoukiàs, and Vincke (1993), more than 25 years ago.

[^10]Theorem 12 is a simple result. It leaves open a number of interesting problems that we intend to deal with in later studies. Among them, let us mention the following sets of questions.

Algorithmic questions. Is it easy to test if a partition $\langle\mathcal{A}, \mathcal{U}\rangle$ satisfies linearity? Are there efficient algorithms to find a linear partition close to a partition that is not linear? Is it easy to test whether it is possible to build a linear partition on the basis of partial information about $\mathcal{A}$ and $\mathcal{U}$ ? Similar questions arise, when there is a supplementary constraint on the size of the set of profiles.

Elicitation questions. Does the structure of Model $(E)$ lead to new elicitation algorithms besides the ones envisaged for Model ( $D 1$ ) and its variants (see Greco, Matarazzo, Słowiński, and Stefanowski, 2001c, Sobrie, Mousseau, and Pirlot, 2019)?

Combinatorial questions. Given a set $X=\prod_{i=1}^{n} X_{i}$, can we devise (easy to evaluate) formulae for the maximal number of objects in $\mathcal{A}_{*}$ (this is related to the largest antichain ${ }^{13}$ in a direct product of chains, see Sander, 1993, for the case of the direct product of chains of the same length)? What is the number of twofold partitions of $X=\prod_{i=1}^{n} X_{i}$ that can be represented in $\operatorname{Model}(E)$ (this is related to the famous problem of Dedekind numbers, see Ersek Uyanı, Sobrie, Mousseau, and Pirlot, 2017, Kahn, 2002, Kisielewicz, 1988)?

Questions linked to the number of profiles. With practical applications in mind, in order to elicit $\operatorname{Model}(E)$, one can use the techniques that were designed to elicit the decision rule model (See Greco, Matarazzo, and Słowiński, 1999, 2001a, Greco et al., 2001c, Greco, Matarazzo, and Słowiński, 2016, Słowiński et al., 2002, and, for a recent application of these techniques Abastante, Bottero, Greco, and Lami, 2014). Because we are dealing here with quite flexible models, these techniques are not entirely straightforward and, e.g., may lead, in the decision rule model, to a large number of rules. Hence, it is important to investigate particular cases of Model $(E)$, in which the cardinality of the set of profiles $\mathcal{P}$ is restricted. Unfortunately, the problem seems to be difficult. This is the subject of a companion paper that deals with these more technical issues (Bouyssou, Marchant, and Pir-

[^11]lot, 2020). This companion paper only analyzes the particular case of two profiles coupled with unanimity. Even in this apparently simple case, the problem is not easy. Hence, our analysis also leaves open the study of the gain of expressiveness brought by increasing the size of the set of profiles. Going from a single profile, the case studied in Bouyssou and Marchant (2007a), to an arbitrarily large number of profiles, the case implicitly studied in Section 3, leads to a huge gain in expressiveness. Is this gain already present when going from a single profile to a small number of profiles? This question is clearly important as a guide to the elicitation of the parameters of ETRI-nB. Our analysis of the case of two profiles coupled with unanimity shows that it is unlikely that a purely axiomatic investigation will allow us to obtain clear answers to this question. Hence, this is also a plea to combine axiomatic work with other types of work, e.g., based on computer simulations.

## References

F. Abastante, M. Bottero, S. Greco, and I. Lami. Addressing the location of undesirable facilities through the dominance-based rough set approach. Journal of Multi-Criteria Decision Analysis, 21(1-2):3-23, 2014. doi: 10.1002/mcda.1510.
F. Aleskerov, D. Bouyssou, and B. Monjardet. Utility maximization, choice and preference. Springer-Verlag, Berlin, 2nd edition, 2007. ISBN 978-3-540-34182-6.
J. Almeida-Dias, J. R. Figueira, and B. Roy. ELECTRE TRI-C: A multiple criteria sorting method based on characteristic reference actions. European Journal of Operational Research, 204(3):565-580, 2010.
J. Almeida-Dias, J. R. Figueira, and B. Roy. A multiple criteria sorting method where each category is characterized by several reference actions: The ELECTRE TRI-nC method. European Journal of Operational Research, 217(3):567-579, 2012.
R. Bisdorff, L.C. Dias, P. Meyer, V. Mousseau, and M. Pirlot, editors. Evaluation and decision models with multiple criteria: Case studies. International handbooks on information sciences. Springer, 2015. doi: 10.1007/978-3-662-46816-6.
D. Bouyssou and T. Marchant. An axiomatic approach to noncompensatory sorting methods in MCDM, I: The case of two categories. European Journal of Operational Research, 178(1):217-245, 2007a.
D. Bouyssou and T. Marchant. An axiomatic approach to noncompensatory sorting methods in MCDM, II: More than two categories. European Journal of Operational Research, 178(1):246-276, 2007b.
D. Bouyssou and T. Marchant. Additive conjoint measurement with ordered categories. European Journal of Operational Research, 203(1):195-204, 2010. doi: 10.1016/j.ejor. 2009.07.032.
D. Bouyssou and T. Marchant. On the relations between ELECTRE TRI-B and ELECTRE TRI-C and on a new variant of ELECTRE TRI-B. European Journal of Operational Research, 242(1):201-211, 2015. doi: 10.1016/j.ejor.2014.09.057.
D. Bouyssou and M. Pirlot. Conjoint measurement without additivity and transitivity. In N. Meskens and M. Roubens, editors, Advances in Decision Analysis, pages 13-29. Kluwer, Dordrecht, 1999.
D. Bouyssou and M. Pirlot. Nontransitive decomposable conjoint measurement. Journal of Mathematical Psychology, 46(6):677-703, 2002.
D. Bouyssou and M. Pirlot. 'Additive difference' models without additivity and subtractivity. Journal of Mathematical Psychology, 48(4):263-291, 2004.
D. Bouyssou and M. Pirlot. A consolidated approach to the axiomatization of outranking relations: A survey and new results. Annals of Operations Research, 229(1):159-212, 2015a. doi: 10.1007/s10479-015-1803-y.
D. Bouyssou and M. Pirlot. A note on the asymmetric part of an outranking relation. International Transactions in Operational Research, 22(5):883-912, 2015b. doi: 10. 1111/itor. 12135.
D. Bouyssou, P. Perny, M. Pirlot, A. Tsoukiàs, and P. Vincke. A manifesto for the new MCDM era. Journal of Multi-Criteria Decision Analysis, 2(3):125-127, 1993.
D. Bouyssou, T. Marchant, and M. Pirlot. The size of the largest antichains in products of linear orders. arXiv e-prints, art. arXiv:1903.07569, Mar 2019.
D. Bouyssou, T. Marchant, and M. Pirlot. A note on ELECTRE TRI-nB with few profiles. Working Paper, 2020.
N. Caspard, B. Leclerc, and B. Monjardet. Finite Ordered Sets: Concepts, Results and Uses. Number 144 in Encyclopedia of Mathematics and its Applications. Cambridge University Press, 2012. ISBN 978-1-107-01369-8.
B. A. Davey and H. A. Priestley. Introduction to Lattices and Order. Cambridge University Press, Cambridge, 2nd edition, 2002. ISBN 978-0-521-78451-1.
J.-P. Doignon, B. Monjardet, M. Roubens, and P. Vincke. Biorder families, valued relations and preference modelling. Journal of Mathematical Psychology, 30(1):435480, 1988.
E. Ersek Uyanı, O. Sobrie, V. Mousseau, and M. Pirlot. Enumerating and categorizing positive Boolean functions separable by a $k$-additive capacity. Discrete Applied Mathematics, 229:17-30, 2017. doi: 10.1016/j.dam.2017.04.010.
E. Fernández, J. R. Figueira, J. Navarro, and B. Roy. ELECTRE TRI-nB: A new multiple criteria ordinal classification method. European Journal of Operational Research, 263(1):214-224, 2017. doi: 10.1016/j.ejor.2017.04.048.
E. Fernández, J. R. Figueira, and J. Navarro. An indirect elicitation method for the parameters of the ELECTRE TRI-nB model using genetic algorithms. Applied Soft Computing Journal, 77:723-733, 2019. doi: 10.1016/j.asoc.2019.01.050.
J. R. Figueira, S. Greco, B. Roy, and R. Słowiński. An overview of ELECTRE methods and their recent extensions. Journal of Multi-Criteria Decision Analysis, 20(1-2):61-85, 2013.
J. R. Figueira, V. Mousseau, and B. Roy. ELECTRE methods. In J. R. Figueira, S. Greco, and M. Ehrgott, editors, Multiple Criteria Decision Analysis: State of the Art Surveys, number 233 in International Series in Operations Research \& Management Science, pages 155-185. Springer, New York, NY, 2016. ISBN 978-1-4939-3094-4. doi:
10.1007/978-1-4939-3094-4_5. First Edition: 2005.
I. Gilboa, A. Postlewaite, L. Samuelson, and D. Schmeidler. What are axiomatizations good for? Theory and Decision, 86(3):339-359, 2019. doi: 10.1007/s11238-018-09685-. W. M. Goldstein. Decomposable threshold models. Journal of Mathematical Psychology, 35(1):64-79, 1991.
S. Greco, B. Matarazzo, and R. Słowiński. Rough approximation of a preference relation by dominance relations. European Journal of Operational Research, 117(1):63-83, 1999.
S. Greco, B. Matarazzo, and R. Slowiński. Rough sets theory for multicriteria decision analysis. European Journal of Operational Research, 129(1):1-47, 2001a.
S. Greco, B. Matarazzo, and R. Słowiński. Conjoint measurement and rough set approach for multicriteria sorting problems in presence of ordinal criteria. In A. Colorni, M. Paruccini, and B. Roy, editors, $A-M C D-A$, Aide Mulcritère à la Décision / Multiple Criteria Decision Aid, pages 117-144. European Commission, Joint Research Centre, Luxembourg, 2001b.
S. Greco, B. Matarazzo, R. Słowiński, and J. Stefanowski. An algorithm for induction of decision rules consistent with the dominance principle. In Rough Sets and Current Trends in Computing, pages 304-313. Springer Berlin Heidelberg, 2001c. doi: 10.1007/ 3-540-45554-x_37.
S. Greco, B. Matarazzo, and R. Słowiński. Axiomatic characterization of a general utility function and its particular cases in terms of conjoint measurement and rough-set decision rules. European Journal of Operational Research, 158(2):271-292, 2004.
S. Greco, V. Mousseau, and R. Słowiński. Multiple criteria sorting with a set of additive value functions. European Journal of Operational Research, 207(3):1455-1470, 2010.
S. Greco, B. Matarazzo, and R. Słowiński. Decision rule approach. In J. Figueira, S. Greco, and M. Ehrgott, editors, Multiple Criteria Decision Analysis: State of the Art Surveys, number 233 in International Series in Operations Research \& Management Science, pages 497-552. Springer New York, 2016. ISBN 978-1-4939-3094-4. doi: 10. 1007/978-1-4939-3094-4_13. First Edition: 2005.
É. Jacquet-Lagrèze. An application of the UTA discriminant model for the evaluation of R\&D projects. In P. Pardalos, Y. Siskos, and C. Zopounidis, editors, Advances in Multicriteria Analysis, pages 203-211. Kluwer, Dordrecht, 1995.
J. Kahn. Entropy, independent sets and antichains: A new approach to Dedekind's problem. Proceedings of the American Mathematical Society, 130:371-378, 2002. doi: 10.2307/2699631.
A. Kisielewicz. A solution of Dedekind's problem on the number of isotone boolean functions. Journal für die reine und angewandte Mathematik, 386:138-144, 1988.
V. Mousseau, R. Słowiński, and P. Zielniewicz. A user-oriented implementation of the ELECTRE TRI method integrating preference elicitation support. Computers \& Operations Research, 27(7-8):757-777, 2000.
M. Pirlot and P. Vincke. Lexicographic aggregation of semiorders. Journal of Multicriteria Decision Analysis, 1(1):47-58, 1992.
M. Roubens and P. Vincke. Preference modelling. Springer-Verlag, Berlin, 1985.
B. Roy. Multicriteria methodology for decision aiding. Kluwer, Dordrecht, 1996. Original
version in French: "Méthodologie multicritère d'aide à la décision", Economica, Paris, 1985.
B. Roy. Présentation et interprétation de la méthode ELECTRE TRI pour affecter des zones dans des catégories de risque. Document du LAMSADE 124, LAMSADE, Université Paris Dauphine, Paris, France, March 2002. 25 pages.
B. Roy and D. Bouyssou. Aide multicritère à la décision : méthodes et cas. Economica, Paris, 1993. ISBN 2-7178-2473-1.
J. W. Sander. On maximal antihierarchic sets of integers. Discrete Mathematics, 113 (1):179-189, 1993. doi: $10.1016 / 0012-365 \mathrm{X}(93) 90515-\mathrm{U}$.
R. Słowiński, S. Greco, and B. Matarazzo. Axiomatization of utility, outranking and decision-rule preference models for multiple-criteria classification problems under partial inconsistency with the dominance principle. Control and Cybernetics, 31(4):1005-1035, 2002.
O. Sobrie, V. Mousseau, and M. Pirlot. Learning monotone preferences using a majority rule sorting model. International Transactions in Operational Research, 26(5):17861809, 2019. doi: 10.1111/itor. 12512.
W . Yu. Aide multicritère à la décision dans le cadre de la problématique du tri : concepts, méthodes et applications. Thèse de doctorat, Université Paris Dauphine, Paris, France, 1992. (in French).
C. Zopounidis and M. Doumpos. Building additive utilities for multi-group hierarchical discrimination: The MHDIS method. Optimization Methods \& Software, 14(3):219-240, 2000a.
C. Zopounidis and M. Doumpos. PREFDIS: A multicriteria decision support system for sorting decision problems. Computers \& Operations Research, 27(7-8):779-797, 2000b.

## Appendix: To appear as supplementary material

## A Binary relations

We use a standard vocabulary for binary relations. For the convenience of the reader and in order to avoid any misunderstanding, we detail our vocabulary here. A binary relation $T$ on a set $Z$ is a subset of $Z \times Z$. For $x, y \in Z$, as is usual, we will often write $x T y$ instead of $(x, y) \in T$.

Let $T$ be a binary relation on $Z$. We define:

- the asymmetric part $T^{\alpha}$ of $T$ as $x T^{\alpha} y \Leftrightarrow[x T y$ and $\operatorname{Not}[y T x]]$,
- the symmetric part $T^{\iota}$ of $T$ as $x T^{\iota} y \Leftrightarrow[x T y$ and $y T x]$,
- the symmetric complement $T^{\sigma}$ of $T$ as $x T^{\sigma} y \Leftrightarrow[\operatorname{Not}[x T y]$ and $\operatorname{Not}[y T x]]$, for all $x, y \in Z$.

A binary relation $T$ on $Z$ is said to be:
(i) reflexive if $x T x$,
(ii) irreflexive if $\operatorname{Not}[x T x]$,
(iii) complete if $x T y$ or $y T x$,
(iv) symmetric if $x T y$ implies $y T x$,
(v) asymmetric if $x T y$ implies $\operatorname{Not}[y T x]$,
(vi) antisymmetric if $[x T y$ and $y T x] \Rightarrow x=y$,
(vii) transitive if $[x T y$ and $y T z] \Rightarrow x T z$,
(viii) Ferrers if $[x T y$ and $z T w] \Rightarrow[x T w$ or $z T y]$,
(ix) semitransitive if $[x T y$ and $y T z] \Rightarrow[x T w$ or $w T z]$,
for all $x, y, z, w \in Z$.
We list below a number of remarkable structures. A binary relation $T$ on $Z$ is said to be:
(i) a weak order (or complete preorder) if it is complete and transitive,
(ii) a linear order if it is an antisymmetric weak order,
(iii) a semiorder if it is reflexive, Ferrers and semitransitive,
(iv) a strict semiorder if it is irreflexive, Ferrers and semitransitive,
(v) an equivalence if it is reflexive, symmetric, and transitive,
(vi) a partial order if it is reflexive, antisymmetric and transitive.

Notice that a reflexive and Ferrers relation must be complete. Similarly an irreflexive and Ferrers relation must be asymmetric.

When $T$ is an equivalence relation on $Z, Z / T$ will denote the set of equivalence classes of $T$ on $Z$. A partition of $Z$ is a collection of nonempty subsets of $Z$ that are pairwise disjoint and such that the union of the elements in this collection is $Z$. It is clear that, when $T$ is an equivalence relation on $Z, Z / T$ is a partition of $Z$.

When $T$ on $Z$ is a semiorder, its asymmetric part $T^{\alpha}$ is irreflexive, Ferrers and semitransitive, i.e., a strict semiorder.

Any Ferrers and semitransitive $T$ on $Z$ (which includes semiorders and strict semiorders) induces a weak order $T^{w o}$ on $Z$ that is defined as follows:

$$
\begin{equation*}
a T^{w o} b \text { if } \forall c \in Z,[b T c \Rightarrow a T c] \text { and }[c T a \Rightarrow c T b] . \tag{4}
\end{equation*}
$$

If $T$ is a semiorder and $V$ is its asymmetric part, it follows that $T^{w o}=V^{w o}$. The weak order induced by a semiorder is identical to the one induced by its asymmetric part.

Let $T$ and $V$ be two semiorders on $Z$ such that $T \subseteq V$. We say that $(T, V)$ is a nested chain of semiorders. Let $T^{w o}$ (resp. $V^{w o}$ ) be the weak order on $Z$ induced by $T$ (resp. $V$ ). If a nested chain of semiorders $T \subseteq V$ is such that the relation $T^{w o} \cap V^{w o}$ is complete (and therefore is a weak order), we say that the nested chain of semiorders ( $T, V$ ) is homogeneous (Doignon et al., 1988).

Finally, let us note that $T$ is a semiorder on a finite set $Z$ iff there are a realvalued function $f$ on $Z$ and a positive number $s>0$ such that, for all $a, b \in Z$, $a T b \Leftrightarrow f(a) \geq f(b)-s$

## B Sketch of the proof of Proposition 11

Suppose that $\operatorname{Max}(T, B)$ is empty. Let $x \in B$. By hypothesis, $x$ does not belong to $\operatorname{Max}(T, B)$. This implies that there is $w_{1} \in B$ such that $w_{1} T^{\alpha} x$. Clearly, this implies that $w_{1}$ is distinct from $x$, because $T^{\alpha}$ is irreflexive. But $w_{1}$ does not belong to $\operatorname{Max}(T, B)$. This implies that there is $w_{2} \in B$ such that $w_{2} T^{\alpha} w_{1}$. Clearly,
this implies that $w_{2}$ is distinct from both $w_{1}$ and $x$. Continuing the reasoning leads to postulating the existence of a chain of elements $w_{i}, i \in \mathbb{N}^{+}$, that are all distinct (otherwise, the transitivity of $T^{\alpha}$ will lead to violate irreflexivity). This violates the finiteness of $B$. Hence, $\operatorname{Max}(T, B)$ must be nonempty. The proof that $\operatorname{Min}(T, B)$ must be nonempty is similar. The fact that, for all $x, y \in \operatorname{Max}(T, B)$, we have $\operatorname{Not}\left[x T^{\alpha} y\right]$ is clear from the definition of $\operatorname{Max}(T, B)$. The same is clearly true with $\operatorname{Min}(T, B)$.

Suppose now that $x \in B$ and there is no $y \in \operatorname{Max}(T, B)$ such that $y T x$. If $x \in \operatorname{Max}(T, B)$, the contradiction is established, because $T$ is reflexive. Suppose, hence, that $x \notin \operatorname{Max}(T, B)$. There is $w_{1} \in B$ such that $w_{1} T^{\alpha} x$. But it is impossible that $w_{1}$ belongs to $\operatorname{Max}(T, B)$. This implies that there is $w_{2} \in B$ such that $w_{2} T^{\alpha} w_{1}$. Because, $T^{\alpha}$ is transitive, it is impossible that $w_{2} \in \operatorname{Max}(T, B)$. Because $T^{\alpha}$ is asymmetric are transitive, it is impossible that $w_{2}$ is identical to $w_{1}$ or to $x$. Continuing the same reasoning, leads to postulating the existence of a chain of elements $w_{i}, i \in \mathbb{N}^{+}$, that are all distinct. This violates the finiteness of $B$. Hence, there exists $y \in \operatorname{Max}(T, B)$ such that $y T x$. The proof that if $x \in B$, there is $z \in \operatorname{Min}(T, B)$ such that $x T z$ is similar.
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[^5]:    ${ }^{7}$ Note that this does not mean that the pseudo-disjunctive variant enters into the framework of noncompensatory sorting models, as defined in Bouyssou and Marchant (2007a)

[^6]:    ${ }^{8}$ We suppose here that the profile is an element of $X$. Bouyssou and Marchant (2007a, Remarks 31 and 37 ) have shown that this is w.l.o.g..

[^7]:    ${ }^{9}$ We omit details and the reader is invited to check this example using, e.g., his/her favorite spreadsheet software.

[^8]:    ${ }^{10}$ It might also be interesting to observe that, when the relation $S$ is complete, Models $(E)$ and $(\bar{E})$ are equivalent. Also note that (the variant of) Model ( $A d d$ ) for which we have $x \in$ $\mathcal{A} \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right) \geq 0$, can be obtained in Model $(E)$ using the complete relation $S$ such that $x S y \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right) \geq \sum_{i=1}^{n} u_{i}\left(y_{i}\right)$ and a unique profile $p$ such that $\sum_{i=1}^{n} u_{i}\left(p_{i}\right)=0$. This shows that Model $(\bar{E})$ contains (the variant of) Model (Add) as a particular case.

[^9]:    ${ }^{11}$ This is legitimate. Indeed, let $X^{\prime}=X_{1} \times X_{2} \times X_{3} \times\{1\}, \mathcal{A}^{\prime}=\mathcal{A} \cap X^{\prime}, \mathcal{U}^{\prime}=\mathcal{U} \cap X^{\prime}$. Note that $\mathcal{A}=\mathcal{A}^{\prime} \cup\{2220\}$. Suppose that a representation of $\left\langle\mathcal{A}^{\prime}, \mathcal{U}^{\prime}\right\rangle$ exists in model $\left(\bar{E}^{c}\right)$ that uses a set $\mathcal{P}^{\prime}$ and a family $\mathcal{F}^{\prime}$. It is not restrictive to suppose that, for all $I \in \mathcal{F}^{\prime}$, we have $4 \in I$ since elements not containing attribute 4 would be useless. To obtain a representation of $\langle\mathcal{A}, \mathcal{U}\rangle$, it suffices to add the element 2220 to $\mathcal{P}^{\prime}$ and to add the set $\{1,2,3\}$ to $\mathcal{F}^{\prime}$. Conversely, if a representation of $\langle\mathcal{A}, \mathcal{U}\rangle$ exists, it is easy to check there is a representation in which, $2220 \in \mathcal{P}$, $\{1,2,3\} \in \mathcal{F}$ and all other elements of $\mathcal{F}$ include attribute 4. Hence, there is a representation of $\left\langle\mathcal{A}^{\prime}, \mathcal{U}^{\prime}\right\rangle$ iff there is a representation of $\langle\mathcal{A}, \mathcal{U}\rangle$.

[^10]:    ${ }^{12}$ If we accept the arguments in Bouyssou and Marchant (2015), it should also be noted that ETRI-nB-pc and its dual should be used conjointly. This would call for a conjoint characterization. We do not develop this point here.

[^11]:    ${ }^{13}$ In Bouyssou, Marchant, and Pirlot (2019), we give the proof of a result that has already appeared in the grey literature but for which no proof was available. It states that if the chain on $X_{i}$ has $m_{i}$ elements, the maximal size of an antichain in $X=\prod_{i=1}^{n} X_{i}$ partially ordered by $\succsim$ is

    $$
    \sum_{I \subseteq N: m_{I}<h-n}\binom{h-m_{I}-1}{n-1}(-1)^{|I|}
    $$

    where $m_{I}=\sum_{i \in I} m_{i}$ and

    $$
    h=\left\lfloor\frac{n+\sum_{i \in N} m_{i}}{2}\right\rfloor .
    $$

    The reader will check that this number grows fast with the vector $\left(m_{i}\right)_{i \in N}$.

