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Particle transport in fluids at micro- and nano-scales is important in many domains. As compared
to the quiescent case, the time evolution of particle dispersion is enhanced by coupling: i) advection
along the flow; and ii) diffusion along the associated velocity gradients. While there is a well-known,
long-time limit for this advection-diffusion enhancement, understanding the short-time limit and
corresponding crossover between these two asymptotic limits is less mature. We use evanescent-wave
video microscopy for its spatio-temporal resolution. Specifically, we observe a near-surface zone of
where the velocity gradients, and thus dispersion, are the largest within a simple microfluidic channel.
Supported by a theoretical model and simulations based on overdamped Langevin dynamics, our
experiments reveal the crossover of this so-called Taylor dispersion from short to long time scales.
Studying a range of particle size, viscosity and applied pressure, we show that the initial spatial
distribution of particles can strongly modify observed master curves for short-time dispersion and
its crossover into the long-time regime.

PACS numbers:

Hydrodynamic flows typically exhibit a spatially vary-
ing velocity, often as a result of a nearby solid, immobile
boundary. When microscopic particles are transported
by such a near-surface flow, the coupling between diffu-
sion along the flow gradients and streamwise advection
leads to an enhanced dispersion as compared to the no-
flow case. This enhancement was first quantitatively de-
scribed by G.I. Taylor [1] for laminar flows in a cylindrical
tube. These predictions were particularly applicable to
times long compared to the one over which a particle dif-
fuses across the width of the tube, here called the Taylor
time. From this foundational work, and in a strict anal-
ogy to simple Fickian diffusion, a dispersion coefficient
could be identified as half the variance of the solute dis-
placement divided by the time; the latter being quadratic
in the typical flow speed. Taylor’s description was for-
malised in this laminar tube-flow context by Aris [2], gen-
eralised by Brenner and others [3–6], and eventually used
to measure diffusion coefficients [7] and influences lab-on-
chip design [8].

Such a mature theoretical description of the disper-
sion complemented with experiments is not available for
times short compared to the Taylor time. Neverthe-
less, several theoretical works [9–13], and some more
recent experiments [14–16] were devoted to this short-
time limit. These results demonstrate that the dis-
persion coefficient quadratically increases with time for
single-particle observations. However, it is often the case
that an ensemble of particles is released from a partic-
ular region and their spatio-temporal evolution should
be known in detail. Drug delivery from a suddenly rup-

tured nanoparticle [17, 18] provides just one microscopic
example. More generally, the efficacy of nanoconfined
chemical reactions [19, 20] should critically depend on
the time-dependent spatial distribution of reactants. Be-
sides, Taylor dispersion also plays an important role in
pulmonary air exchanges [21, 22], the mixing of cere-
brospinal fluids [23], DNA molecular mobility [24] and
other contexts at the micro- and nano-scales [25–28].

Among the experiments capable of quantitatively ac-
cessing short- and long-time dispersion at the nanoscale
is total internal reflection fluorescence microscopy
(TIRFM). Initially developed for near-surface cell biol-
ogy [29, 30], TIRFM illuminates a sample with an evanes-
cent wave decaying exponentially from the surface as
shown schematically in Fig. 1(a). TIRFM was partic-
ularly used to study near-surface colloid/surface interac-
tions in equilibrium [31], following which nanovelocime-
try was implemented [32–36], allowing for the quantita-
tive characterization of slip boundary conditions at the
nanoscale [32, 37–39], and to study hindered diffusion
near a solid/liquid interface [40].

Here we use TIRFM to examine the dispersion of
nanoparticle ensembles for a broad range of timescales in
a linear shear flow, as shown schematically in Figs. 1(a)
and (b). We first demonstrate the quadratic shear-rate
dependence of the dispersion coefficient for a linear flow
profile. We then study the time dependence, where
for short-times the dispersion coefficient increases with
time before reaching a long-time plateau predicted using
the Taylor method. We find that the transient regime
is strongly affected by the grouping of particles: i) in
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the most general case a mixed-power time dependence
is observed for the dispersion coefficient; ii) a corre-
sponding linear time dependence can be observed for
all-channel, simple-shear protocols; and iii) the pure,
quadratic time dependence of the dispersion coefficient
can be approached by selecting particles in the finest
range of altitudes available to the experiment. Analytical
modelling allows us to capture the asymptotic behaviours
—including an early-time linear-to-quadratic crossover—
while Langevin simulations are used to quantitatively re-
cover the full experimental dynamics.

In our experiments —the details of which are found
in the Materials and Methods, with the Supporting
Information (SI) containing all notations— fluorescent
nanoparticles with radius a = 55 or 100 nm were ad-
vected along the x-direction (cf. Fig. 1(b) and SI Video 1)
of a pressure-driven flow. Pressure drops 5 ≤ ∆P ≤ 400
mbar were applied across rectangular microchannels with
height, h = 18 µm, width w = 180 µm, and length,
` = 8.8 cm. The fluid viscosities were 1 ≤ η ≤ 7.6 mPa s,
varied by controlling the concentration of glycerol/water
mixtures. Given the exponentially decaying evanescent
field, we call the apparent altitude z = Π ln(I0/I) where
Π is the exponential decay length, I is the measured par-
ticle intensity, as shown in Fig. 1(b), and I0 is the fluo-
rescence intensity at the wall. Optical aberrations lead
to small deviations from an exact exponential decay for
the fluorescence intensity, and such details are discussed
in the SI. Comparing subsequent images, sample trajec-
tories as in Fig. 1(b) and SI Video 2 were constructed
using home-built Matlab routines.

The experimental setup allows the observation of par-
ticles in a range of altitudes a . z . 1 µm from the
solid/liquid interface, the solid being a glass coverslip.
Here z = 0 is set at the solid/liquid boundary and the
camera sensitivity determines the upper z-limit. In prac-
tice, we do not observe particles for z . 200 nm as a
result of electrostatic and steric interactions [31, 41, 42]
(see SI for details). The near-surface flow has the ad-
vantage of simultaneously exhibiting the lowest velocities
(0− 600 µm s−1) and largest shear rates (100− 600 s−1)
as compared to the rest of the channel, offering pertinent
conditions for studying the advection-diffusion coupling.

In order to obtain mean velocity profiles along the
flow direction over a given lag time, τ , displacements,
∆x(z, τ) = x (z, t+ τ)− x (z, t), were measured for each
pair of frames for which an identical particle was de-
tected, and taking t as the initial observation time (see
Fig. 1(b)). Since the particle intensity encodes the al-
titude, we first sort the particles into a series of inten-
sity bins, each bin corresponding to a range of approxi-
mately 15 nm. Then, the lag-time-independent (verified)
streamwise mean velocity vx(z̄) = 〈∆x(z̄, τ)〉 /τ is deter-
mined. Here, 〈·〉 denotes ensemble averaging over ca. 105

particle observations for each experimental condition ac-
cessed for all t. The notation ·̄ denotes averaging over

Figure 1: (a) Schematic of two Brownian colloids transported
by a near surface shear flow in a microchannel illuminated by
an evanescent wave. (b) Superposition of TIRFM images with
lag time τ = 12.5 ms, showing successive positions of a fluo-
rescent 55 nm-radius nanoparticle. Two intensity profiles are
shown (arbitrary units) with the red and blue dots fitted by
Gaussian profiles. The dashed grey line is a guide to the eye.
(c) Velocity profiles vx = 〈∆x〉 /τ for 55 nm-radius particles
as observed in SI Videos 1 and 2 with a lag time τ = 2.5 ms
at several pressure drops. The plain lines indicate linear re-
gressions, providing the shear rate value γ̇. Inset: Shear rate
as a function of pressure drop across the microfluidic channel.
The dashed black line is a linear regression.

all frames during the lag time.

Figure 1(c) shows the streamwise velocity profiles for
55 nm-radius particles in water and several pressure
drops. The solid lines show that the profiles are well ap-
proximated by linear functions (see SI and [35, 43] for a
discussion of the small non-linearities). The spread of vx-
intercept values arises from the spread of values for I0 at
each pressure, z = 0 being taken as the mean of Π log I0
over the different ∆P ; z = 0 is thus resolved to within
20 nm of the solid/liquid interface assuming no slip [35]
as justified in the SI. The low Reynolds numbers (Re =
ρhU/η ≈ 10−2 with ρ the fluid density and U the aver-
age velocity in the whole channel) indicate a viscosity-
dominated flow for which vx (z̄) = ∆P

(
z̄2 − hz̄

)
/2ηL,

i.e. a Poiseuille flow. In the region z . 1 µm, and
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Figure 2: Probability density functions (PDFs) for all trans-
verse (a) and streamwise (b) displacements measured for sev-
eral pressure drops; the colour code corresponds to the one in
Fig. 1(c). The black line in (a) indicates a Gaussian model

P (∆y) = exp
(
−∆y2/2σ2

∆y

)
/
√

2πσ2
∆y. In (c) the ∆y-PDF

for the largest pressure drop is decomposed into PDFs for sev-
eral z. Each green-black PDF corresponds to a z-range of ca.
30 nm (some curves omitted for clarity), and the mean value
of z is indicated by the colour scale of (d). The decomposed
∆x-PDFs for the smallest pressure drop (thinnest green-black
lines) and the largest pressure drop (thickest green-black
lines) are shown in (d). All the displacements are measured
for a time lag τ = 2.5 ms and concern 100 nm-radius particles
in water.

given the channel height h = 18 µm, the deviation of the
Poiseuille profile from linearity is expected to be less than
5 %. Therefore, at first order in z̄/h, we have vx (z̄) ' γ̇z̄,
with the shear rate γ̇ = ∂z̄vx|0 = h|∆P |/2ηL and ∂z̄
denoting partial differentiation with respect to z̄. The
inset in Fig. 1(c) shows the shear rate values extracted
from the velocity profiles for several pressure drops. As
highlighted by the dashed black line, the shear rate in-
creases linearly with the pressure drop. The slope, given
by h/2ηL, provides a water viscosity η = 0.9± 0.1 mPa s
at 24 C in agreement with the expected value [44]. In
the SI, we show that ∂|∆P |γ̇ is in quantitative agreement
with bulk rheological measurements of the viscosity for
all of the liquids investigated here.

Having discussed the mean velocity of the particles,
we turn our attention to the displacement distributions.
Figures 2(a) and (b) show the probability density func-
tions (PDFs, here called P) of the transverse (∆y) and
streamwise (∆x) displacements for 100 nm-radius par-
ticles in water over a duration τ = 2.5 ms and several
pressure drops. For Fig. 2 and in the following, we sys-
tematically take z = z(t), the altitude at the initial ob-
servation time. This z(t) should be distinguished from
the average z̄ over the lag time τ . In Fig. 2(a) it is shown
that the transverse displacement PDFs do not depend on
the pressure drop and are well described by a Gaussian
over two decades. The global standard deviation pro-
vides an approximation for the unidimensional Brownian

diffusion coefficient σ2
∆y/2τ ≈ 2.0 ± 0.3 µm2 s−1. De-

spite the lubrication effect discussed below, this estimate
is close to the value predicted by the Stokes-Einstein re-
lation D0 = kBT/6πηa ≈ 2.2 ± 0.2 µm2 s−1 [45] for
particles with a = 100 nm advected in water, where kB

is Boltzmann’s constant and T is the temperature and
η was taken from bulk rheology. Contrasting with the
transverse displacement PDFs, those for the streamwise
direction in Fig. 2(b) are not Gaussian, become broad-
ened with the pressure drop, and exhibit asymmetry as
seen in Ref. [33].

The TIRFM setup provides the particle distance from
the glass/liquid interface through the detected intensity,
allowing to distinguish the contributions of particles at
different altitudes to the global PDFs. In the transverse
direction, the local PDFs are shown for the largest pres-
sure drop in Fig. 2(c) and they are all Gaussian regardless
of z. In Fig. 2(d) are shown similar decompositions for
the smallest and largest pressure drops for streamwise
displacements. These decompositions demonstrate that
the asymmetry of the global distributions is mainly due
to the superposition of different mean displacements at
different altitudes. For the smallest pressure drop (yel-
low) the local PFDs are only slightly shifted with in-
creasing z due to the relatively low mean velocities, cf.
Fig. 1(c). For the largest pressure drop (red), the mean
values are shifted more strongly with increasing z as a
result of the higher shear rate. More importantly, the lo-
cal PDFs thus provide access to the transverse diffusion
along y and streamwise dispersion along x for different
altitudes.

A detailed study of the local Taylor dispersion as func-
tion of time and the various physical parameters at stake
is now described. In Figs. 3(a) and (b) are shown the lo-
cal transverse diffusion coefficient, Dy(z, τ) = σ2

∆y(z)/2τ ,

and the streamwise dispersion coefficient, Dx(z, τ) =
σ2

∆x(z)/2τ . The latter comprises pure diffusive and ad-

vection effects, and is remarkably larger (up to an order of
magnitude) than the former. These data were obtained
from altitude decompositions as in Fig. 2 for several τ
(red to blue). Figures 3(a) and (b) show that there is
a general increase with z of Dy and Dx until reaching a
plateau at large z; in the SI, we show that these plateau
values are in quantitative agreement with the Stokes-
Einstein relation for all liquids investigated after com-
paring to independently measured bulk viscosities. The
variation with z in both directions is due to hydrody-
namic interactions between particles and the solid/liquid
interface, leading to a hindered diffusion as discussed in
detail elsewhere [40, 46–48]. The z-dependence of Dy is
in agreement with the prediction resulting from the ef-
fective viscosity near a flat, rigid wall [46] (see the plain
black line in Fig. 3(a)). As expected, the transverse dif-
fusion is not dependent on the lag time τ ; in contrast,
the dispersion coefficients increase significantly with τ as
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Figure 3: (a) Transverse diffusion coefficients, Dy, and
(b) streamwise dispersion coefficient, Dx, as a func-
tion the apparent altitude and lag time, τ , for 100
nm-radius particles with a pressure drop of 50 mbar
across the microfluidic device. In (a), the plain black
line corresponds to the the theoretical prediction Dy =
D0

(
1− (9/16)Z−1 + (3/8)Z−3 − (45/256)Z−4 − (1/16)Z−5

)
with Z = z/a [46]. In (b) the dashed lines indicate the stream-
wise dispersion coefficient, D〈1/2〉 shown in (c) as a function
of lag time. From yellow to dark green, the bulk diffusion
coefficient increases. In particular —from bottom to top—
the shear rates, particle radii and viscosities are {γ̇, a, η} =
{110, 100, 7.6}, {91, 100, 2.1}, {90, 100, 1}, {165, 55, 1} in
units {s−1, nm, mPa s}; giving D0 = {0.28, 0.89, 2.1
3.9}µm2 s−1 determined from the Stokes-Einstein relation.
(d) Reduced late-time dispersion coefficient versus the
squared shear rate; the solid lines have log-log slope 2.

shown in Fig. 3(b).

In Fig. 3(c) we show the lag-time dependence of the
streamwise dispersion coefficient. To do so, we define
D〈1/2〉(τ) as the averaged Dx(z(t), τ) for all z(t) > H/2,
where the length scale, H, is the size of the observation
zone. That is, particles beginning their trajectory in the
top half of the observation zone, thus limiting the afore-
mentioned lubrication effects. In this figure, the bulk
diffusion coefficient D0 was varied by changing the par-
ticle size and the liquid viscosity. For the lowest val-
ues of D0, D〈1/2〉 continuously increases with time and
the temporal slope increases; by contrast, D〈1/2〉 sat-
urates to a plateau for the largest D0. As explained

by Taylor [1], the time needed to reach the dispersion
plateau corresponds roughly to the time needed to dif-
fuse across the channel height. Here the Taylor time is
taken as τz = H2/D0. In a rectangular channel, the exact
calculation (see SI) gives a characteristic diffusion time
τz/π

2. For the 55 nm-radius particles in water, assuming
a length scale H ≈ 700 nm, τz/π

2 ≈ 13 ms, in reasonable
agreement with the corresponding data of Fig. 3(c), with
D0 = 3.9 ± 0.4 µm2 s−1. For smaller values of D0, the
dispersion remains mainly in the short-time, increasing-
slope regime. Nevertheless, taking the longest-time data
available (the data of Fig. 3(c) at τ = 50 ms, denoted
Dτmax) for each D0 value, we next examine the shear-
rate dependence of the dispersion.

In Fig. 3(d) is shown the dependence of the reduced
late-time dispersion coefficient, Dτmax

/D0 − 1, for four
D0 as a function of the shear rate. The solid lines (with
slope 2 in log-log representation) show that the reduced
Dτmax increases quadratically with the shear rate γ̇ for
all D0 studied. To understand this result, we applied the
classical Taylor analysis (i.e. long-time limit, see SI) to
a linear shear flow in a rectangular channel, giving

Dx = D0

(
1 +

1

120

γ̇2H4

D2
0

)
τ � τz , (1)

for the infinite-time dispersion coefficient. Identifying
γ̇H/2 as the mean flow velocity in the observation zone
with 0 ≤ z ≤ H, Eq. 1 is equivalent to the usual result
of Taylor, i.e. Dx = D0(1 + αPe2) [1]. In this latter ex-
pression, the Péclet number is Pe = U(H/2)/D0, α is a
geometry-dependent prefactor and H/2 replaces the tube
radius of a cylindrical geometry. Equation 1 highlights
the key role of velocity gradients in enhanced dispersion,
and justifies the linearity of the data in Fig. 3(d) for
the 55 nm-radius particles in water. Applying Eq. 1 to
this latter data, we extract a length scale H ≈ 500 nm,
consistent with the range of z observed in Fig. 1(c). Be-
cause the larger-D0 data does not reach the infinite-time
plateau, the prefactor for the linear regressions does not
reveal the corresponding size of the flow region H. How-
ever, as we show in the following, the quadratic shear rate
dependence is preserved for all time regimes, explaining
the scaling of the data in Fig. 3(d).

We now examine the detailed time dependence of dis-
persion coefficient for all of the experimentally accessed
times. Partly inspired by the shear-rate dependence of
Fig. 3(d), we show in Fig. 4(a) the reduced D〈1/2〉 nor-
malised by (τz γ̇)2 as a function of the dimensionless lag
time, τ/τz. Remarkably, the data in Fig. 3(c), along
with that for experiments implementing four other shear
rates per D0, collapse onto a single master curve. Such
a collapse suggests the existence of a universal function
describing the reduced dispersion coefficient. While in
Figs. 3(c),(d) and Fig. 4(a), we consider particles begin-
ning their trajectories in the top half of the channel, this
fraction can be generalised, with n representing the frac-
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Figure 4: Reduced dispersion coefficient as a function of di-
mensionless time for all shear rates and D0 studied for frac-
tions (a) n = 1/2, (b) n = 1, and (c) n → 0 of the ob-
servation zone. The bulk diffusion coefficients, D0, for the
data from dark green to yellow points are identical to those
in Figs. 3(c) and (d). The black dashed and solid lines re-
spectively correspond to the asymptotic behaviours for the
long- and short-time regimes predicted by Eqs. 1 and 3. The
gray lines decorated with circles and triangles correspond to
the results from Langevin simulations for the n = 1/2, n = 1
and n = 0 conditions. For each panel, the corresponding
simulation results are highlighted in lighter gray. The insets
schematically show three instants of particle trajectories ad-
vected from the associated observation zone in a linear shear
flow and with diffusion in z. The slope triangles in (a) denote
power-law exponents 1 and 2.

tion of the observation zone from which particles leave,
with 0 ≤ n ≤ 1. The reduced dispersion is thus expected
to follow a relation of the form(D〈n〉

D0
− 1

)
(γ̇τz)

−2
= F〈n〉

(
τ

τz

)
. (2)

Examining Fig. 4(a), we note that the reduced D〈1/2〉
increases with time and then reaches a plateau. Accord-
ing to Eq. 1, in the τ/τz → ∞ limit, F〈n〉 is expected
to reach 1/120. This value is shown with the horizontal
black dashed line and is in quantitative agreement with
the data which crosses over when τ/τz ≈ 1.

Concerning the data at the shortest dimensionless lag
times in Fig. 4(a), we find that they do not follow the typ-
ically predicted [9–13] and measured [14–16] early-time
τ2 dependence. A key foundation of this τ2 dependence
is the assumption that each particle begins its trajectory
at the same initial altitude. In general, however, parti-
cles may leave from a non-peaked distribution of initial
altitudes. This distribution is particularly relevant for
Fig. 4(a), since the plotted quantity is related to an aver-

age of all the particles in the top half of the observation
zone (indicated by the dashed lines in Fig. 3(b)).

To investigate the effect of such a distribution of initial
particle altitudes, we proceed by assuming that particles
are ‘released’ at time t and position z0 from a general
distribution P0(z0) in an infinitely extended shear flow.
This description should thus be valid for early times only.
Given such a distribution of initial altitudes, the linear
shear flow, and diffusion along the z-direction, we ana-
lytically demonstrate that Eq. 2 is the appropriate form
for the lag-time-dependent, reduced short-time disper-
sion coefficient (see SI). In the simple case for which par-
ticles are uniformly released over a fraction n of the chan-
nel height, the function F〈n〉 becomes:

F〈n〉
(
τ

τz

)
=
n2

24

(
τ

τz

)
+

1

3

(
τ

τz

)2

, τ � τz . (3)

The more general case of a non-uniform initial distribu-
tion of altitudes is also captured by our model. In that
case, the prefactor of the linear term in τ/τz on the right-
hand-side of Eq. 3 is replaced with the initial variance of
the distribution normalized by the mean-square displace-
ment in the vertical direction over the Taylor time:

n2

24
→ 〈z

2
0〉 − 〈z0〉2

2D0τz
. (4)

We now examine the limits of Eqs. 3 and 4. A null
variance of the initial distribution arises if all particles
start at the same altitude (here called the “dot” condi-
tion). For this dot condition, the classical τ2 dependence
for the reduced short-time dispersion coefficient is recov-
ered, reflecting a steadily increasing diversity of newly
sampled velocities (see SI Videos 3 and 4). The dot con-
dition corresponds to single-particle tracking in a linear
shear flow, as considered before [9–16]. For non-vanishing
initial variance, the reduced dispersion coefficient has
a linear temporal evolution at times shorter than the
crossover time τC = 3(〈z2

0〉−〈z0〉2)/2D0 obtained by set-
ting the linear and quadratic terms of Eq. 3 to be equal.
This linear behaviour for extended distributions results
from particles at different altitudes transported different
distances by the linear shear flow (SI Videos 3 and 4).
When the initial variance is small with respect to H2,
a crossover into the quadratic lag-time dependence oc-
curs, before the Taylor plateau for the observation zone
is reached.

In Fig. 4(a), we consider particles leaving from the up-
per half of the observation zone, as schematically shown
in the inset. The corresponding analytical prediction of
Eqs. 2 and 3 with n = 1/2 is also shown in Fig. 4(a)
as a black solid line. At early times, the prediction of
the analytical model is in good agreement with the ex-
perimental data choosing the observation zone to be that
which comprises 90 % of our particle observations.
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To understand the complete time dependence includ-
ing the long-time Taylor saturation, we performed nu-
merical integrations of the overdamped Langevin equa-
tions used in [35, 49]. Here we assumed an effective chan-
nel with reflecting boundary conditions at both walls and
a linear shear flow between them. For the case n = 1/2
(called the “half-line” condition), the reduced dispersion
coefficients from these simulations are shown in Fig. 4(a)
in light gray. The predictions from the Langevin equa-
tions show a complete, quantitative agreement with the
experimental data with no fitting parameter. For com-
parison, we have also simulated cases with n = 0 (dot)
and n = 1 (called the “line” condition), which at early
times are well outside the experimental data limits. Fur-
thermore, we observe that the half-line simulation is par-
allel to the line-condition simulation at the earliest times,
and joins the simulation results for the dot and line con-
ditions at later times. These observations are consistent
with the main features of the analytical model described
above (i.e. the linear-to-quadratic crossover). While the
analytical model and the simulation ignore electrostatic
and hydrodynamic interactions with the wall, in the SI
we show that these phenomena respectively reduce the
size of the effective channel but do not affect the main
features of time-dependent advection-diffusion coupling
discussed here.

In order to test our analytical model, we again lever-
age the depth resolution of the TIRFM method to select
different initial distributions. First, we choose the line
condition illustrated in the inset of Fig. 4(b). We thus
study the dispersion coefficients for all observed parti-
cles, meaning that we consider the global distributions of
Fig. 2(b). The reduced dispersions measured for this con-
dition are shown in Fig. 4(b). The results are once again
in quantitative agreement with the early-time, analytical
prediction and the full-time Langevin simulations. Simi-
larly, we consider particles leaving from a narrow altitude
range, approaching the dot condition (inset of Fig. 4(c)).
In Fig. 4(c) is shown the corresponding temporal evolu-
tion of the reduced dispersion coefficient for z0 = 600±15
nm. While the data does not reach exactly (especially at
early times) the theoretical prediction for the dot con-
dition due to the polydispersity of the particles (and
thus non-unique altitudes for a given intensity [43]), it is
systematically below the one for the half-line condition
and approaches the τ2 asymptotic behaviour predicted
by Eq. 3 for n = 0. The experimental data also agrees
well with the corresponding Langevin simulation results.
The data analysis and numerical simulations carried out
for three different initial particle distributions using the
same measurement data clearly demonstrate the crucial
role of such a distribution for the short-time dispersion.
Furthermore, these results validate our novel analytical
model, that can be used to quantitatively rationalise gen-
eral short-time dispersion observations.

To conclude, we report on an experimental, theoreti-

cal, and numerical study of advection-enhanced disper-
sion from short to long times compared to the classical
Taylor time. We provide a quantative description of the
short- and long-time dispersion behaviours. First, we
show that the two regimes share the same shear-rate de-
pendence, the shear rate being particularly large for near-
surface transport where the advection-diffusion coupling
should be the largest. Furthermore, we reveal and char-
acterize how the initial particle distribution affects the
short-time dispersion. Specifically, we observe a short-
time, mixed-power-law behaviour for the general case,
before a crossover to the well-known long-time satura-
tion regime for linear shear flows. In the extremal cases
of i) full-channel observations, a linear approach of the
dispersion coefficient to the long-time value is observed,
while ii) for fine depth resolutions a quadratic tendency
is approached. Altogether, the experimental data are in
quantitative agreement with the analytical predictions
and results from Langevin numerical simulations. In the
rich context of particle transport, such concepts should
prove pertinent in quantitative prediction and observa-
tion of time-dependent, near-surface nanoparticle and so-
lute dispersion, with applications related to microscopic
biology and nanoscale technologies.

METHODS

All the experiments performed here employed pressure-
driven flows (Fluigent MFCS-4C pressure controller) in
microchannels with a rectangular section (height h = 18
µm, width w = 180 µm, length ` = 8.8 cm). Mi-
crofluidic chips were fabricated by soft lithography of
poly(dimethyl siloxane) (Dow Chemical, Sylgard 184)
on a plasma-cleaned glass coverslip with 145 µm thick-
ness constituting the bottom surface. The liquids used
were ultra-pure water (18.2 MΩ cm, MilliQ) and water-
glycerol mixtures that gave Newtonian fluids with New-
tonian viscosities of η = 1, 2.1 and 7.6 mPa s, measured
with a Couette-cell rheometer (Anton Paar MCR 302) up
to γ̇ = 1000 s−1. The fluorescent nanoparticles used were
55 nm-radius (Invitrogen F8803, Thermofisher) and 100
nm-radius (Invitrogen F8888 Thermofisher) latex micro-
spheres used without further modification besides dilu-
tion by a factor of 103 using utra-pure water.

TIRFM measurements were realised by illuminating
the near-surface shear flow with a laser source (Coherent
Sapphire, wavelength λ = 488 nm, power 150 mW) fo-
cused off the central axis of, and on the back focal plane
of a 100× microscope objective with a large numerical
aperture (NA = 1.46, Leica HCX PL APO). Large NA is
required to reach incident angles θ larger than the critical
angle, θc = arcsin(nl/ng), enabling total reflection at the
glass/liquid interface. Here, ng = 1.518 is the refractive
index of the glass coverslip, nf is the refractive index of
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the liquid and θ the angle of incidence of the laser; the re-
fractive indices of the three liquids were measured using
a refractometer (Atago PAL-RI).

The complete setup and alignment procedure are de-
scribed in [50]. In the TIRFM configuration, the evanes-
cent wave has an intensity decaying exponentially as
I (z) = I0 exp (−z/Π) with the penetration depth Π =

(λ/4π)
(
n2

g sin2 θ − n2
f

)−1/2
. Typical values of the pen-

etration depth were thus Π ≈ 100 nm, allowing for an
observation of particles roughly within the first microm-
eter from the glass/liquid interface whereas the channel
height is h = 18 µm. The images of 528×512 pixels (px),
with 22.9 px/µm, are recorded in 16-bit format (Andor
Neo sCMOS) with a frame rate of 400 Hz for a duration
of 5 s. For each set of parameters (particle radius, viscos-
ity and pressure drop), five videos of 2000 frames were
recorded. Fig. 1(b) shows a superposition of 18 frames
showing a single 55 nm-radius particle’s near-surface tra-
jectory in a water flow with an imposed pressure drop of
30 mbar across the microfluidic device. After a centroid
detection, the intensity profile was fitted by a radially-
symmetric Gaussian model for each frame. Thus the x
and y coordinates give the particle position in the plane
parallel to the glass/water interface whereas the particle
height, z, is encoded in the intensity thanks to the ex-
ponential decay of the evanescent wave. The apparent
altitude is z = Π log (I0/I) [35, 43]. A discussion linked
to the limitations of using this apparent altitude appears
in the SI.
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