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Abstract

Attention-based sequence-to-sequence
neural machine translation systems have
been shown to jointly align and translate
source sentences into target sentences. In
this project we use unsegmented symbol
sequences (characters and phonemes)
as source, aiming to explore the soft-
alignment probability matrices generated
during training and to evaluate if these
soft-alignments allow us to discover latent
lexicon representations.

If successful, such approach could be use-
ful for documenting unwritten and/or en-
dangered languages. However, for this to
be feasible, attention models should be ro-
bust to low-resource scenarios, of several
thousand of sentences only. We use a par-
allel corpus between the endangered lan-
guage Mboshi and French, as well as a
larger and more controlled English-French
parallel corpus. Our goal is to explore dif-
ferent representation levels and study their
impact, together with the impact of differ-
ent data set sizes, in the quality of the gen-
erated soft-alignment probability matrices.

1 Introduction

The general consensus between specialists is that
there are around 7000 languages currently spoken
in the world, and between 50 and 90% of them will
become extinct by the year 2100 (Austin and Sal-
labank, 2011). Even with a joint effort from the
linguistics community, manually documenting all
these languages before their extinction is not feasi-
ble. Recently, initiatives for helping with this issue
include organizing tasks (Versteegh et al., 2016;
Jansen et al., 2013) and offering tools and method-
ologies to help to automate (part of) this documen-
tation process (Besacier et al., 2006; Bartels et al.,

2016; Bansal et al., 2016; Lignos and Yang, 2010;
Anastasopoulos and Chiang, 2017).

Endangered languages are characterized by the
small number of speakers and often by the lack
of a well-defined written form, which makes their
documentation an even more challenging task. To
deal with the absence of standard written form,
collected speech can be aligned to its translation in
a well-documented language. The resulting paral-
lel corpora, though, usually lack size.

Nonparametric bayesian models (Goldwater
et al., 2009; Lee et al., 2015; Elsner et al.,
2013; Adams et al., 2015, 2016) and Neural Net-
work systems (Duong et al., 2016; Bérard et al.,
2016; Franke et al., 2016) emerged as popular ap-
proaches for phonetic unit discovery, unsupervised
segmentation and lexicon discovery, common sub-
tasks to the documentation process. Our ongoing
project covers unsupervised segmentation and lex-
icon discovery, and we are interested in examining
the performance impact of executing these tasks
from different representation levels. We approach
grapheme and phonetic representation, and later
we wish to extend our methodology to raw speech.

In this work, we present preliminary results
using the attention models soft-alignment prob-
ability matrices from a global attention-based
sequence-to-sequence Neural Machine Transla-
tion (NMT) system as the starting point in our
unsupervised segmentation process. We investi-
gate if this approach is realistic using a small cor-
pus from an endangered language, and we com-
pare our results against a nonparametric bayesian
model (Goldwater et al., 2009).

We define our architecture in a way that allows
us to easily extend it for working directly from raw
signal (Bérard et al., 2016; Weiss et al., 2017) in
the future, which would be ideal for endangered
languages that lack written form. We are also in-
terested in discovering how much data is necessary
to achieve good segmentation and lexicon discov-



ery results, and consequently, how applicable this
approach is to the endangered languages case.

2 Related Work

Encoder-decoder NMT architectures using atten-
tion were first presented in Bahdanau et al. (2014),
and we use the implementation of Bérard et al.
(2016), an end-to-end translation architecture that
can work directly from raw speech. Attention-
based NMT systems are known for producing not
only good translations, but also attentional infor-
mation in the form of soft-alignment probability
matrices. They demonstrate how these architec-
tures jointly learn to align and translate. We be-
lieve this information can be useful for both seg-
mentation and lexicon discovery.

The work by Duong et al. (2016) is the most
similar to ours. They also used attention models
for their unsupervised segmentation task, achiev-
ing very good results compared to three baselines.
The Spanish-English parallel corpus used in their
work was approximately 18,300 sentences long.

In comparison to that, in this project we use a
small parallel corpus from a real unwritten lan-
guage, for which we study the applicability of
the proposed approach for language documenta-
tion considering the limitations in data size.

3 Methodology and Preliminary Results

We use a 5,157 sentences parallel corpus in an un-
written1 African language called Mboshi (Bantu
C 25), aligned to French translations on sentence
level. Mboshi is a language spoken in the north
of the Republic of the Congo, and it counts with
32 different phonemes (25 consonants and 7 vow-
els) and two tones (high and low). The corpus was
recorded using the LIG-AIKUMA tool (Blachon
et al., 2016) in the scope of the BULB project
(Adda et al., 2016), and preliminary experiments
were reported by Godard et al. (2016).

Our approach consists of using the entire cor-
pus for training2 a global attention sequence-to-
sequence NMT system, leaving nothing for test-
ing, since we are not interested in the translations.
Then we extract the soft-alignments probability
matrices for all the sentences used for training,
and we use these matrices to transform the soft-

1Even if it is unwritten, we have a non-standard grapheme
form, considered to be close to the language phonology.

210% for development set, which corresponds to 514 sen-
tences, and the remaining 4,643 sentences for training.

Recall Precision F-Score
base model 6.53 3.17 4.27
base s 8.39 5.38 6.56
reverse 20.04 10.02 13.36
reverse s 22.29 17.15 19.39
dpseg* 19.73 36.20 25.54

Table 1: Results for the unsupervised segmenta-
tion task of tokens using 4,643 parallel sentences.
The “s” identifies the models’ smoothed versions.

alignment information in hard alignment. We do
so by selecting the target word that maximizes the
probability of the input symbol given all the target
possibilities.

In order to validate our architecture we exe-
cuted a version using the gold standard segmenta-
tion for Mboshi as source. That allowed us to dis-
cover if our data set was enough to generate good
soft-alignments in the ideal scenario where we al-
ready have the segmentation. For this analysis, the
evaluation was qualitative, and we observed very
good alignments between known Mboshi words
and their translations3.

For a more realistic setup we replaced the
source by its unsegmented version. The results
had noisy and unhelpful soft-alignment probabil-
ity matrices, what can be verified by precision and
recall being both low. We also trained a model us-
ing the alignment smoothing described in Duong
et al. (2016), what helped the model’s perfor-
mance. The results are respectively base model
and base s at Table 1.

In more details, this alignment smoothing is ap-
plied by training the model with a temperature fac-
tor in the softmax function. The resulting proba-
bility matrices are further smoothed by replacing
each probability αij by 1

3(αi,j−1 + αi,j + αi,j+1),
i and j being respectively the target words and
source symbols indexes.

Evaluating the matrices generated by this first
model, we observed that the system was consis-
tently ignoring part of the source symbols when
generating the translation. In NMT systems, the
soft-alignments are created forcing the probabili-
ties for each target word j to sum to one, what en-
sures all the target words are used. However, there
is no similar constraint for the source symbols, as
discussed in Duong et al. (2016).

3We had access to a small Mboshi-French dictionary
(Beapami et al., 2000).



Considering that we are interested in segmenta-
tion, our system must use all these source units
from the unsegmented input when processing a
sentence. To solve this, we reversed the sys-
tem input, creating a French-Mboshi words-to-
characters system. As we can see in Table 1, this
constraint impacted greatly in the segmentation
performance. The addition of alignment smooth-
ing further improved the system performance.

Finally, for comparison, we executed the non-
parametric bayesian model implemented in dpseg4

(Goldwater et al., 2009), using it as an out-of-the-
box tool. We used default configurations for the
bigram model and 20,000 iterations. We consid-
ered the achieved result to be a lower bound result
for this technique in this scenario.

The out-of-the-box trained nonparametric
bayesian model presented better overall results
than our reverse neural model. This is consistent
and expected, since bayesian models are known
for being able to achieve good segmentation with
small amounts of data. In the other hand, neural
approaches are known for needing large data sets
to train their parameters.

Moreover, even if we still can apply some op-
timizations to our model, we do believe there is a
limit of how much is achievable with this amount
of data. Unpublished results to which we had ac-
cess in our laboratory investigated the dependency
between data set size and the soft-alignment prob-
ability matrices quality.

It seems that, even when the model performs
well in translation, sometimes that amount of data
is not enough to create consistent soft-alignment
matrices, and the network learns a global sentence
representation which is not meaningful for us. In
that case, adding more data to the model seems
to make the soft-alignment matrices “converge” to
the desirable representation.

4 Conclusion and Future Experiments

In this work we presented our preliminary results
approaching the task of unsupervised segmenta-
tion. We used a neural machine translation system
to retrieve soft-alignment information using a data
set from a real endangered language.

By reversing source and target languages, we
were able to achieve interesting results consider-
ing the amount of data available. However, these

4Available at http://homepages.inf.ed.ac.uk/sgwater/.

results are still inferior to what we can achieve
with bayesian systems such as dpseg.

We are following our experiments by using a
large English-French corpus to study the impact
that more data can have in the soft-alignment ma-
trices quality. Doing so, we want to narrow down
the amount of data needed in order to retrieve
enough information from these alignments. This
will answer how applicable this approach is for
language documentation scenarios.

We are also investigating a semi-supervised ap-
proach. We believe that by offering some al-
ready segmented units (such as function words),
we could improve the system’s performance seg-
menting the rest of the vocabulary.

Finally, we want to investigate how differ-
ent representation levels for the source impact
the amount of data needed, and if it is possi-
ble to achieve good results working directly from
speech. In this scenario, we would like to explore
how reducing information in the target side, by re-
placing the translations by their lemmas or part of
speech, could help to decrease the amount of data
needed for this task.
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