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Abstract

This paper considers an event-triggered approach for the distributed formation control problem of an Euler-Lagrange multi-
Agent system with state perturbations, when transmissions are prone to losses. To evaluate its control input, each Agent
maintains estimators of its own state and of the states of its neighbors accounting for multiple packet-loss hypotheses. Each
Agent is then able to compute the expected estimation error of its own state as evaluated by its neighbors. The communication
triggering condition (CTC) exploiting this expected error is then proposed. An analysis of the behavior of the system with
such CTC is performed using stochastic Lyapunov functions. Simulations confirm the effectiveness of the proposed approach.
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1 Introduction

Distributed control with event-triggered communication is an efficient method to coordinate Multi-Agent Systems (MAS)
with a reduced amount of communications between agents. The Communication Triggering Condition (CTC) is instrumental
in these approaches to limit communications, while allowing enough information to be exchanged between agents to complete
the task assigned to the MAS, [15,18,26,22,14]. Designing a suitable CTC when communications are prone to packet losses is
challenging. With event-triggered control, a message is transmitted only when required. A loss of information may thus have
a critical impact on the performance and even stability of the MAS.

Packet losses may result from collisions between packets simultaneously transmitted from different agents, from obstacles, or
from interference with other communications systems. Considering two packet-loss models, [6] has shown that event-triggered
control schemes are more vulnerable to packet losses than time-triggered control strategies. Acknowledgment mechanisms are
helpful to detect lost messages, which may then be retransmitted. Nevertheless, acknowledgments or re-transmitted messages
may also be lost, which increases communication delays, risk of packet collision, and may lead to desynchronization between
agents. In [2,5,6,25,23] packet losses are addressed by combining an Hs control and event-triggered communications. For
agents with linear dynamics, sufficient conditions are established to ensure the global exponential stability of the system. In
[5], communication delays and packet losses are considered simultaneously. In [2], the focus is on a MAS where agents follow
several leaders. Each Agent maintains observers of the state of other agents. These observers account for the last received
message from the other agents, their dynamics, and perturbations are considered in all these works.

Nonlinear dynamics are studied in [3,4]. In [3], packet losses are taken into account in the estimator models but not in the
CTC: New distributed estimators are designed to guarantee the exponential stability of the estimation errors. To update
the estimate of the state of other agents, each agent uses its own innovation and the innovation of its neighbors obtained
from received packets. This improves the accuracy of the estimates at the cost of an increased sensitivity to losses. The
control of a single Agent in presence of measurements losses is considered in [4]. An event-triggered strategy is proposed along
with two communication protocols, with and without acknowledgments. With acknowledgments, the most recently received
measurement can be identified. Without acknowledgment, this information is no longer available and a set of estimators is
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used to estimate the measurement lost during transmission, each one using a different hypothesis of the last packet received.
As previously stated, the case of a MAS is not considered.

This paper addresses the distributed formation control of a MAS with nonlinear Euler-Lagrange dynamics, state perturbations,
and communication with losses. An event-triggered control strategy is proposed to extend the one presented in [19] and address
the presence of packet losses. Each Agent maintains several estimators of its own state to mimic the estimates of its state
maintained by its neighbors, considering different hypotheses of packet reception by these neighbors. This extends the idea of
[4], where only two estimators are maintained. In opposite with most of packet losses studies, no explicit feedback mechanisms
is considered. Nevertheless, packets received from neighbors provide some implicit feedback which is exploited to reduce the
number of considered loss hypotheses, without requiring additional communications. This reduces the amount of estimators
of its own state maintained by each Agent. The CTC proposed in [19] is then updated to explicitly account for the potential
loss of transmitted packets. The asymptotic convergence of the MAS to the target formation, as well as the absence of Zeno
behavior have been proved.

Assumptions and the formation parameterization are introduced in Section 2 and 3. The distributed control law is described
in Section 3. State estimators to replace missing information in control law and evaluate the CTC are proposed in Section 4.1.
Influence of packet losses on estimator is presented in Section 4.2, to evaluate an expected value of the estimation error.
Knowledge of this error is improved using a feedback information from other agents, as described in Section 4.4. The distributed
CTC is presented in Section 5. A simulation example is presented in Section 6 to illustrate the reduction of the number of
communications obtained by the proposed approach. Finally, Section 7 presents conclusions and perspectives for future work.

2 Notations and hypotheses

Consider a vector z = (z1,. .., mn)T € R™. The notation z > 0 indicates that each component z; of x is non-negative, i.c.,
x; >0, Vi € {1,...,n}. The absolute value of the i-th component of z is |z;| and |z| = (|z1],. .., |z.])".

2.1 Multi-Agent system

Consider a MAS consisting of N communicating agents with indexes in the set A" = {1,...,N}. In a global fixed reference

frame R, let ¢; € R™ be the vector of coordinates of Agent ¢ and q = [qf, ey q?\}} " € RV" be the configuration of the MAS.
The relative coordinate vector between two Agents ¢ and j is ri; = ¢; — gj-

The evolution of the state z; = [qiT7 qiT]T of Agent ¢ is assumed to be described by the Euler-Lagrange model
M; (q:) §i + Ci (g3, 4i) 4 + G = i + di, (1)
where u; € R™ is some control input, M; (¢;) € R™*"™ is the inertia matrix of Agent i, C; (qi,¢;) € R™*™ is the matrix of the

Coriolis and centripetal terms for Agent ¢, G accounts for gravitational acceleration supposed to be known and constant, and
d; is a time-varying state perturbation satisfying ||d; (t)|| < Dmax-

One assume that the MAS is such that for each Agent 4,

A1) M;(¢;) is symmetric positive and there exists kas > 0 satisfying Vo, 27 Mz < kya” .

A2) M; (¢;) — 2C5 (gs, ¢i) is skew symmetric or negative definite and there exists kc > 0 satisfying Vz, 2T C; (¢i,gi)x <
ko ||gil| 2" .

A3) the left side of (1) can be linearly parametrized as
M (qi) &+ Ci(qi, ¢i) &2 = Yi (a5 Gis &1, §2) 0: (2)

for all vectors &1, &2 € R™, where Y; (qi, ¢i, &1, £2) is a regressor matrix with known structure identical for all agents, and
0; € R? is a vector of constant parameters known by Agent 4.

A4) z; can be measured without error.

A5) an estimate & (0) of the state x; (0) is known by all its neighbors j € N; and the square norm of the errors ||g; (0) —

(jf (0)|1* and ||g; (0) — di (0) ||* are bounded with bounds provided in Proposition 7, see Section 5.



N number of agents

qi coordinates of Agent %
q configuration vector, ¢ = [q1, g2, ..., gn]
q; target reference velocity of Agent ¢
Tij relative coordinate vector between Agents ¢ and j, with r;; = ¢; — ¢
i target relative coordinate vector between Agents ¢ and j
r* target relative configuration vector with r* = [ri1, 772, ..., 71 n]
T; state of Agent ¢ with 27 = [qiT, qZT]
@ estimate of x; by Agent j with (J%Z)T = ((j{)T, ((jf)T
(j:’e estimate of ¢; performed by Agent ¢ using the information in its ¢-th transmitted

message and not in the following one

el error between ¢; and ¢’
él error between ¢; and ¢’
Tij estimated relative coordinate vector between Agents i and j as evaluated by Agent 4
with 755 = ¢ — (j;
ki index of k;-th message sent by Agent ¢
tik, transmission time of the k;-th message sent by Agent ¢
m packet losses probability
K maximum number of consecutive packet losses
6f ks variable indicating whether the k;-th message sent by Agent ¢ has been received by
Agent j (67, =1) or lost (57, =0)
k:f index of the last message received by Agent j among those sent by Agent &
kf " index known by Agent ¢ of the last message received by Agent j among those sent by
Agent 1
pii,ﬂkj‘i,pj probability that the £-th message sent by Agent 7 (With k" < £ < k;) has been receiyed
L by Agent j and that all following messages, including the k;-th have been lost, knowing
that the last packet sent by Agent j has been received by Agent i in [ti,p{ , ti,p{ [
™My potential energy coefficient between Agent i and j
o sum of coefficients m;; for j € N;
Table 1

Main notations

A6) its velocity is bounded,
||Q1 (t)H S (jmax (3)

and Lipschitz, i.e, there exist K4 > 0 such that V¢, At

llgi (t + At) = ¢i ()| < Kal At] (4)

Assumptions Al, A2, and A3 have been previously considered, e.g., in [10-12,17]. In what follows, the notations M; and C;
are used in place of M; (¢;) and C; (¢;, Gs)-

2.2  Communication model

The communication topology of the MAS is described by a fixed undirected graph G = (N, £), where &€ C N x A is the set of
edges of the graph. Agent ¢ can communicate with its N; one-hop neighbors with indexes in NV; = {j € M| (i,5) € £,7 # j}. One
neglects communication delays between agents. The communication link between Agents i and j is unreliable and messages
may be lost. Usually, packet losses are due i) to collisions (packets are transmitted at the same time instants by different
agents), i) to occlusions by obstacles (two agents are not in line of sight), #iz) to a signal-to-noise ratio below a certain



threshold (agents are too far away). When Agent i broadcasts its k;-th message at time t; x,, Agent j € N; either receives this
message without error at time ¢; x, or does not receive it. To limit the amount of communications, there is no acknowledgment

mechanism and thus no possible retransmission in case of losses. Let {63 ki}ki>1 be a sequence of binary variables such that
61],% =1 if the k;-th message sent by Agent i has been received by Agent 7 and 5zjk1 =0 else.

Inspired by [7], here, the 53 kS are modeled as realizations of time-invariant Markov processes with characteristics identical
for all agents, as described in Assumption A7.

A7) There exists k > 0 such that for all pairs of neighbouring Agents (i,j) where j € N;, one has

Pr <5f,h = 1| Z(Sg’ki,g > O) =1-x (5)

=1
Pr (65,161 = O| Z(SZ’;W,Z > O) =T (6)
(=1
and
Pr (55",%_ =1> 6, , = 0) -1 @)
=1
Pr (55’7% =0 Z 8 o= 0)
=1

0 (8)

with 0 < < 1.

Assumption A7 implies that at least one of the last k messages broadcast by Agent i has been received by each of its neighour
Agent j.

The packet loss model (5)-(7) is clearly a coarse approximation of reality. This model captures relatively accurately situation
1). Packet loss events due to collisions are most often independent from one communication trial to the next one, provided that
there is no synchronization between agents (see ALOHA protocol [1]). The considered packet loss model can also represent
situation i) provided that obstacles are small or agents move fast enough to experience only very short occlusions. Situation
111) is more difficult to represent even with the Bernoulli model considered, e.g. in [2,5,6,25,23]. Adjusting the transmission
power periodically, so as to reach farther agents (even less frequently), may partly address the problem. Nevertheless, this would
lead to a time-varying probability 7 of packet loss. For situations i) and %), one may alternatively consider a modification
of the agent communication topology, which is out of the scope of this paper. Some of these works use feedback to partially
solve the problem, but this method requires extra communications and so increases the risk of collision between packets, as
described in situation ). This is why, here, the only feedback information considered is that received from packets sent by
other agents considering they have to transmit information.

The hypothesis (7) may be difficult to satisfy in some situations. Nevertheless, for all 0 < & < 1, provided that « is chosen
large enough, the difference in the probability of occurrence of any sequence 6371, .0 %, Without and with considering (7)

can be upper-bounded by ¢ as stated by Proposition

Proposition 1 Consider 7, € € |0, 1], and x such that

In (&)
> —1
"= (m) 9)
Then for all sequences 5{}1, ey (5ka of length k; > k, one has
P (670080, ) =B (60000, )| < (10)

where p (65’1, ce 551@1) and p (52{1, - ,617’,%_) are the probabilities of occurrence of the sequence 627’1, ce 63,% without and with

considering (7), respectively.
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Fig. 1. Communication instants between Agents ¢ and j and evolution of the indexes kf and kf " of last message received;
from the packet received at time ¢;,1, Agent ¢ can deduce that Agent j has received the packet sent at time ¢; 3

Proof of proposition 1 is provided in Appendix A.1. For example, consider a loss probability as large as 7 = 0.5 and € = 0.01,
one can choose k = 6, and for ¢ = 0.001, one can choose kK = 9.

Let kf < k; be the index of the last message Agent j has received from its neighbor i. When a communication is triggered at
time ¢;x,, Agent i broadcasts a message containing ki, tik;, qi (tix; ), G¢i (tik,), 0i, and {k}}, j € N;. By sending kj < k; for
all j € N;, Agent i indicates the index of the last message received from each of its neighbors.

When Agent j receives a message from Agent i, it updates kf to k;. Moreover, ¢; (tik;), ¢i (ti,k;), and ; are used to update
its estimator of the state of Agent i, as detailed in Section 4.1. Finally, Agent j keeps track in the variables k;] of the value
of kj which represents the index of the last message sent by Agent j and which has been actually received by Agent i. The
indice k;g is used by Agent j to evaluate the knowledge Agent ¢ has about z; (see Figure 1).

2.3 Target formation

A potentially time-varying target formation is defined by the set R = {r}; (), (i,j) € N'x N'}, where rJ; (t) is the target
relative coordinate vector between Agents ¢ and j. Without loss of generality, the first agent is considered as the reference
agent. Any target relative coordinate vector r;; can be expressed as rj; (t) = i1 (t) — 1 (t). The target relative configuration
vector is 7* (t) = [T (¢) ... 71§ (¢)]". Each Agent i is assumed to only know the relative coordinate vector with its own

neighbors r7; (t), j € N;. Additionally, a constant target reference velocity ¢i known by all agents is imposed to the MAS.
The reference velocities ¢; are expressed as ¢; = ¢i + 7;; and are assumed to satisfy the following assumption.

A8) For all Agents i, the target velocity ¢; is bounded such that
45 (O] < Gmax
and Lipschitz with constant K] < Kq, i.e. Vt At,

g7 (t+ At) — a7 (1) < Kal|At. (11)

Our aim is to evaluate, in a distributed way, the control input for each Agent so that the MAS converges to R, while limiting
the number of communications between agents and accounting for losses. For that purpose, the control input of each Agent
will have to provide an asymptotic convergence of the MAS to the target configuration vector with a bounded mean-square
error. Due to the packet losses, this convergence will only be achievable in the mean-square sense (MSE).

Definition 2 The MAS asymptotically mean-square converges to the target formation with a bounded MSE (bounded average
asymptotic convergence) iff there exists some €1 > 0 such that

Y (i, 5) € N2, tlggoE(Hrij (t) =15 (t)HZ) e, (12)

where the expectation is evaluated considering the packet loss events.



2.4 Overview of the proposed approach

A distributed control law is introduced in Section 3 to drive the MAS to its target formation and reference speed. This requires
the knowledge by each Agent of the state vector of its neighbors. Since the state vector of a neighbor j is only available at
Agent ¢ when Agent j broadcasts its state, Agent ¢ has to maintain an estimator of the state of each of its neighbors. This
estimator is described in Section 4.

Moreover, to determine the quality of the estimate of x; evaluated by its neighbors, Agent i has also to estimate its own state
x; with the information it has transmitted to these neighbors. As soon as a function of the error between this estimate and
x; reaches some threshold, Agent i triggers a communication to allow its neighbors to refresh their estimate of x;. The main
difficulty, compared to [17,19], lies in the fact that estimators have to account for packet losses. In the solution proposed here,
each Agent maintains several estimates of its own state accounting for different packet loss hypotheses, and an estimate of
the state of its neighbors with the last information received. As will be seen in Section 4.4, the number of hypotheses can be
limited to a manageable amount determined by the last received packet from Agent 3.

The CTC relies on the error between the values of the states of agents and of the estimates made by neighboring agents,
see Section 5. Since this error cannot be exactly evaluated due to packet losses, only its expected value is used in the CTC.
This paper proposes different methods to evaluate or upper-bound this expected error, which is then used to analyze the
convergence and the stability of the MAS.

3 Distributed control inputs

Section 3.1 introduces the potential energy P (g, t) of the MAS to quantify the discrepancy between the current and target
formations. A control input accounting for Agent state estimators is defined in Section 3.2.

3.1 Potential energy of the formation

In [13,24], the potential energy of the formation

B 1 N N 2
P(gt) =35 D> mig ||y — i (13)
i=1 j=1

is introduced, where m;; = m;j; are some positive or null coefficients. P (q,t) quantifies the discrepancy between the actual
and target relative coordinate vectors. We take mg; = 0, m;; = 0 if (¢,5) ¢ £, and m;; > 0 if (4,5) € €. Since G is connected,
the minimum number of non-zero coefficients m;; to properly define a target formation is N — 1.

Proposition 3 The MAS asymptotically converges to the target formation with a bounded MSE iff there exists some €2 > 0
such that
lim E (P (q, t)) < &2, (14)

t—o0

where the expectation is evaluated considering the packet loss events.
The proof of Proposition 3 is provided in Appendix A.2.
3.2 Control input with Agent state estimators

In what follows, a distributed control law is designed so that the MAS asymptotically converges with a bounded MSE. The
control law has to make P (g, t) decrease. One introduces, as in [24],

0P (q,t .
gi = 78(? ) - > mij (rig =) (15)
i JEN;
gi=y_ mij (Fi5 = 75) (16)
JEN;
si=qi — ;i +kpgi, (17)

where ¢ = ¢i — 7}; is the reference velocity of Agent i. The vectors g; and g; characterize the evolution with ¢; and ¢; of the
discrepancy between the actual and target relative coordinate vectors. In (17), k, > 0 is a scalar design parameter.



According to (15), to make P (g, t) decrease, the control input of Agent i requires 7;;, and thus g;, j € N;. Nevertheless, g,
is only available to Agent ¢ when it receives a packet from Agent j containing g;, see Section 2.2. Between the reception of
two packets from Agent j, an estimates §; of g;,j € N needs to be evaluated. This estimate has to account for potentially

lost packets, see Section 4.1. Thus, using estimates (j]i- and (j; of g; and ¢; for all j € N, Agent 7 is able to evaluate the
discrepancies 7i; = ¢; — 4}, Ti; = ¢i — 45, as well as

gi= > mi; (P — 1) (18)
JEN;
5i=dqi — ¢; + kpgi- (19)
Then, the following control input can be evaluated in a distributed way by Agent 7 and used in (1)
i = —ksSi — kggi + G — Yi (i, Gis Di, Di) 0i, (20)
where p; = kg — ¢ and p; = kpgi — G; with the additional design parameters k, > 0 and ks > 1+ k;, (ko + 1).

The convergence properties of the MAS when each Agent i applies the control input (20) is analyzed and ensured in Section 5.

4 State estimators and packet losses

This section describes the estimators involved in the control input (20) of each Agent. These estimators are introduced in
Section 4.1. Section 4.2 describes the way Agent i estimates its own state x;, with the information transmitted to its neighbors,
to determine the quality of their estimates of x;. In Section 4.3, the expected value of the estimation error between the current
and the estimated state 7,7 € N; is evaluated. This estimator accounts for packet losses. In Section 4.4, an implicit feedback,
based on packets received from other agents, is described and exploited to improve the evaluation of the state estimation
€error.

4.1 Estimation of the state of other agents

To evaluate (20), Agent i has to maintain an estimate &} of the state z; of all its neighbors j € N;. Assume that Agent j
broadcasts its k-th message at time t;,x. Then, since communication delays are neglected, depending on whether this message
has been received by Agent 4, & is updated as follows, see [3]

& (t52) = 8w (1) + (1= 85) 25 (1), (21)

where x;(¢;,%) is obtained from the received packet. For all ¢ > t; , and up to the time instant of reception of the next packet
sent by Agent j, the components (jjv and d; of :i"; evolve as

M; (6) & +C5 (8, &) & + 6 = a. (22)

where M; and C; are evaluated using (2) with Y; and é; = 0;, where the structure of Y; and 6; are initially known by Agent ¢
or have been transmitted by Agent j at time ¢ = 0. The estimator (22) maintained by Agent 4 requires itself an estimate ﬁ;
of the control input u; evaluated by Agent j. This estimate ﬁ;, used by Agent i, is

with é; = (j; — g5. The control input (23) thus only depends on information available to Agent i.

We consider the following assumption on the components of 573

and ¢} is Lipschitz on all intervals [t; s, tj,k+1], i-€ V¢ € [tk tjps1[ and (¢t + At) € [tj 5, t;,5+1[ such that

A9) The velocity cj; is bounded such

‘LZ < Gmax- (24)

& (t+ a0 — 4 (0] < Kalaw (25)
with Kq > 0.

This assumtion is consistent with that consider for ¢;, i.e A6, since between two communication time instants, (22) is similar
to (1).



4.2 Multi hypothesis state estimates

The estimate df of the state of Agent i, evaluated by Agent j, only depends on the information provided by Agent i. The
estimate ¢/ is reset to ¢; as soon as a message sent by Agent 7 is received by Agent j, see (21). Consequently, when Agent 4

has sent k; messages, and wants to evaluate an image of its own state as computed by one of its neighbors, x + 1 different
hypotheses have to be considered, each of which is associated to a different estimator of g; at time t € [t; k;, ti 5, +1]

e A first estimator considers the k;-th packet as received,

e A second estimator considers the k;-th packet as lost, but the k; — 1-th packet as received,

e ...

e If k; > Kk, the last estimator assumes that all packets have been lost, except the k; — k + 1-th if k; > K,

e If k; < k, the last estimator assumes that no packet has been received, but considers the initial state 27 (0).

At time t € [t k;, ti,k;+1[, the state estimates corresponding to these hypotheses are denoted as

P4 ~t, L pEW

SOROR Ol (26)
with £ = max{k; — k + 1,0}, ..., k; and izkl = #¢, introduced in Section 4.1.
Since there are at most xk — 1 consecutive losses, Agent i has only to maintain s estimates of x;, denoted i’gl) ), ..., :EEK) (t). For
all t € [tig;,tik; 1], one has &7 (£) = 297 (¢),..., 2% (£) = 227 ~"*! (t). These estimates evolve according to the dynamic

(22)-(23) introduced in Section 4.1. When a new packet is sent at time ¢; x;+1 by Agent ¢, the estimates are updated as

B (ik41) = 21 (k1) - (27)

~ (e ~ (2 -
mg +1) (ti,kiJﬁl) = {EE ) (ti’kiJrl) 5 f = 1, ceey R — 1. (28)

4.8 Expected value of the estimation error of x; (t)

At time t € [tik;, ti,k,+1[, Agent ¢ has sent k; packets. Let
Do =Pr (8, = 1,670, =0,...,8], =0) (29)

with max{k; — k + 1,0} < £ < k;, be the probability that the ¢-th packet has been received by a given neighbor j and that
all packets from the £ + 1-th to the k;-th have been lost. By convention,

Pl o =Pr (61{1 = 07"'755,1% :O)

and
Phow, = Pr (s, =1). (30)

Note that pii’g only depends on the packet loss model (5), and does not depend on the neighbor index j, which is omitted in
what follows.

Proposition 4 For all k; > 0 and ¢ < k; one has
pli=1-7 (31)
p{,o =T, (32)
and
pii,e = Wpiiﬂ,e ifki—l< kK
=0 else. (33)

pi k=1 Z pii,w (34)

¢=max{k;—k,0}



ki
1 2 3 4 5
0 7r w2 0 0 0
1 1—m 1—m)m (1 —m) w2 0 0
. 2 * 1—m (1—m)m (1 —m)n? 0
3 * * 1—71'—0—7r3 71'—‘rr2-',-7r4 7r2—71'3+7'r5
4 * * * 177'r+7r377'r4 7r77r2+7r477r5
5 * * * ® l—7r+7r3—71'4

Table 2
Probabilities pfci,l that the /-th message sent by Agent i has been received by Agent j and all following messages including
the k;-th one have been lost, here k = 2; * represents probabilities not defined.

The proof of Proposition 4 is in Appendix A.3.

At time t € [tik,, ti g, +1], from & (t) the estimation error of the coordinates of Agent i, as evaluated by Agent j, is

el (t)=ql (t) —ai (t) (35)

and its mean-square value is
ki

E(ldOI) = > w0 -a @l (36)

¢=max{k; —x+1,0}

E (||eZ (t)|*) can be determined by Agent i using G- (t) and py, ¢, £ = max{k; — k + 1,0},..., k. Consequently, from (36),
Agent i is able to determine the quality of the estimate of ¢; evaluated by its neighbors. Agent ¢ has thus to maintain
0

estimates ¢, (t) of g; (¢). Note that E (Hef (t)||?) can be obtained in the same way.

4.4 Estimates accounting for received packets

Consider Agent 4, the time interval [t; k,, ti,k;+1[, and assume that [t. it [ is time interval during which the last packet

4,000 Vi,pl 41
has been received from Agent j. This message contains the index kf of the last message received by Agent j and sent by
Agent 7, see Figure 1. This index is kept by Agent 4 in k", see Section 2.2. This implicit feedback information can significantly

improve the evaluation of the mean-square values of e/ () and ¢/ (t). From this message, Agent i knows that all packets sent

in the time interval [t t [ have not been received by Agent j. For example, in Figure 1, the packet received in

i,k 410 Vil 41
[tik; s bisk;+1[ With kf = k; — 2 indicates that packet k; — 2 has been received, but neither packet k; — 1 nor k;. Using this

knowledge, Agent i can evaluate the probability

J

k; P
J — J J J — J
P, i gl = Pr|éf,=1, E 6lm =0[07 ; =1, E 0] =0 (37)
) ° K m=£+1 K m:k'?’i+1
i

that the ¢-th message sent by Agent ¢ (with kf < £ < k;) has been received by Agent j and that all following messages,
including the k;-th have been lost. By convention,

ri
) =Pr|ol, =1 ,., =1, > &,=0
pki,ki\kf’lxpf ik | ikl ? — Lm
m=k3’1+1

Proposition 5 As long as Agent i has not received any message from Agent j, then p{ci-&-n,Z\0,0 is evaluated for all £ as
p{,l\0,0 =l- (38)
pi,o\o,o =, (39)
and
pii,zxo,o = Wpii—l,l ifki— <k

=0 else (40)

Plogoo=1— D Phe (41)
{=max{k;—~,0}



Assume that Agent i receives a message from Agent j at t;r; € [tik;, ik, +1] containing kl. Then k" = kI, pl=k;, and

J —
pkz,kZ’IkZ’,kl =1 (42)

J _ Jst 7yt .
Pl i =0 vm{o,.,.,ki 1,k +1k} (43)

Consider t € [tik;+n,tik;+nt+1] with n > 0 and assume that the last message received by Agent i from Agent j has been at

time tjx; € [tik;,tik;+1[- Consequently, kf’ < ki, and one has still pz: k;. Assume, moreover, that pi ek is known
itn—1,0lky " Ry
forall=0,...,ki+n—1. Then pi R can be evaluated recursively for all £ =0, ..., k; +n as follows
itk kg
J o = if ks — k<
Ptnbd ks~ Prppnoa g, SREn TR <k (44)
=0 else,
J _ J i L. _ ) )
pki+n,4|k{*",ki = ﬂ-pki-&-n—l,l\k{’i,ki ifki+n—f0<kandk, <l<ki+n (45)
=0 ifl <k withl#k orl<ki+n—r,
ki4+n—1
J =1— J J— o
pki+n,ki+n|k{’i,ki =1 Z pki+n,e|kg”,ki pki+n,k;z"\k-17’l,ki. (46)
l=k;+1
When ki +n — k7" > K, (46) becomes
ki+n—1
J —1— J y
pk¢+n,ki+n|kf’i,ki =1 Z pki+n,e|kg”‘,ki' (47)
L=ki+1
Finally, when n > Kk, (46) becomes
k;+n—1
J —1— J iy
pm+nxu+nm$€ki_'1 > Pin ot ey (48)

{=max{0,k;+n—~r}

The proof of Proposition 5 is in Appendix A.2. A consequence of Proposition 5 is that at most s terms pi IR
i Tn—LAEIRY Ry

¢ =max{0,k; +n—k},..., ki +n — 1 are required to evaluatep; alll=0,...,ki +n.

+n,4|kZ’i,kz‘

Table 3 illustrates the evolution of Prytnelkd ik, when kK = 3, k; = 5, and kf =3.

Then Proposition 5 can be used with Assumption A7 to evaluate E (| le? (t) ||?), taking into account the feedback information
provided by neighbors as follows.

Consider some Agent ¢ and k; > 0. Assume that Agent i knows the index ki of the last message sent by Agent i and received
by some neighbor Agent j. At time ¢ € [ti k,4+n, Li,k;+n+1[, the mean-square value of the estimation error (35) is

k;
. 2 . i .
E ( eg (t)H |kz’ ) - Z p?cﬂrn,élk?’i,ki

¢=max{k; —x+1,0}
In what follows, the notation E(||eZ (t)||?) is used in place of E(||el(t)||?|k?*). Contrary to (36), (49) depends now on the index
of the neighbor Agent j via k7*, and so is updated each time Agent ¢ receives a message from its neighbor, in addition to the
update made each time Agent ¢ broadcast a message as in (36).

2

G (8) = ai (¢) (49)

5 Event-triggered communications accounting for packet losses
This section presents a CTC which may involve one of the state estimators introduced in Section 4.

Let mmin = miHi,j:l,“.,N {mij 7’é 0}, Mmax = MaX; j=1,...,N {mij} s Nin = mini:l...N{Ni}, oy = Z;\rzl mij, and am =
max;=1,.,n &;. The distributed CTC (50) presented in Theorem 6 is designed to ensure an asymptotic convergence of the

MAS to the target formation with a bounded MSE.
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ki +n
5 6 7 8 9 10
1|0 0 0 0 0 0
2 | o 0 0 0 0 0
3 |1 = 0 0 0 0
4 | o 0 0 0 0 0
5 | o 0 0 0 0 0
¢ 6 * 1—m7 (1—m)m (1777)#2 (177r)7r3 0
1 ™ w2 w3
7 * *
- (1—-mr —(1—n)n? —(1—m)n3 —(1—-n)nt
8 * * * 1—m 1—m)n (1—7)x2
9 * * * * 1—7 l1-—m)m
10 * * * * * Lo
+(1 -7t
Table 3
Probabilities Pritmtkd that the /-th message sent by Agent 7 has been received by Agent j and all following messages
including the k;-th one have been lost knowing the kJ*-th message has been received, for n € [0,...,5], k; = 5, and k" =

kf = 3; * represents probabilities not defined.

Theorem 6 Consider a MAS with Agent dynamics given by (1), the communication protocol defined in Section 2.2, and the
control law (20). Assuming absence of communication delays, and a packet losses model satisfying Assumption A7. If the
communications are triggered by each Agent i of the MAS with Agent dynamics (1) when the following condition is satisfied

N 2 2
anm {Z mij <ke]E (‘ ) + kykuE (’ )) Tk
=1

. 9
€ e;

J
K

N 112 112 114 114
xS mi (21&(‘@5 ) é +}E<‘eg )—i—E(’éZ ))]
j=1
+kgbi [lgi — 7 |1° > k5! 5i + kpkog! Gi +n (50)

where ke = kskf, + kgkp + }Z—?, n and b; are design parameters such that

(1-7n)(1+a)

kbi'rznax 51
l-7(1+a)? "’ 1 (51)

n>4

forsom60<a<\/;—1, and0<bi<kslc’;7j_kg, then

(a) The MAS asymptotically converges to the target formation with a bounded error such that lims— oo E (%P (g, t)) <&, where
€= 12 D 1,

min {k1, kp } min (1, w)

Mmax

max {1, kn}

C3 = (52)

and k1 = ks — (1 + kp (knr + 1)).
(b) One has ti k;+1 — ti,k; > Tmin fOr SOme Tmin > 0.

The proof of (a) in Theorem 6 is given in Appendix A. The absence of Zeno behavior is shown by the existence of a minimum
inter-event time Tmin (Theorem 6(b)) as shown in Appendix B . Each Agent i has to evaluate the expected values of || () ||
and ||é] (¢)]|? for all j € NV;. This can be done using the expectation (36) or (49), as detailed in Section 4.3 and 4.4.

The CTC (50) is satisfied for Agent i mainly when E(||e/ (t)]|?) and E(||é¢] () ||*) become large. Thus, it is preferable to use
the knowledge of k7" provided by the proposed implicit feedback mechanism to calculate (49) rather than using (36). In the
same way, a large packet loss probability 7 results in a large value of E(||e (¢) ||?) and E(||é] (¢) ||?), and therefore leads to an
increase in the number of communications to compensate for the losses.

11



The right hand side of the CTC (50) is proportional to g;(t) and 5;(t), i.e., to the potential energy of the formation P(q,t),
which is large when agents are far from the target formation. Thus, the CTC is less frequently satisfied when agents are far
from the target formation and satisfied more often when agents approach their objective. This behavior is consistent since
agents require only a coarse knowledge of their relative positions when they are distant and try to group together. A more
accurate knowledge of their position is needed when they are close to the target formation. A larger estimation error is thus
tolerated at the beginning of the mission, allowing a reduced number of communication.

An analysis of the impact of the values of the parameters on the reduction of communications has been presented in [19] in
absence of packet losses. These results can be extended to the case with packet losses. The choice of the parameters awm, kg,

kp and b; also determines the number of broadcast messages. Choosing the coefficients m;; such that a; = Z;\le my; is small,

leads to a reduction in the number of communications triggered resulting from the satisfaction of (50), at the cost of a less
precise formation.

The following proposition introduces a condition on the initial estimation of agent states to guarantee that (50) in Theorem 6
is not satisfied at t = 0.

Proposition 7 Condition (50) in Theorem 6 is not satisfied at t = 0, when a common initial value & (0) is known by all the
netghbors j of each Agent i such that

el (O)H2 < H,|[el (o)H2 < H, (53)

i | =o.|

where the bound H; > 0 is defined for each Agent i as

v/ (ke hphar)? + kph2 & — (ke + kphar)
2k,
kp (ks + kg) _1_
& = Mgfgi (0) +

M ama;

The proof of Proposition 7 is given in Appendix A.6. H; = 0 corresponds to the case where the initial state z;(0) is known by
all neighbors of Agent i, i.e. £7(0) = z;(0) Vj € N;. The value of the bound H; is proportional to g; (0), i.e. the initial value
of the potential energy of the formation. Thus, the most distant from the target formation agents are, the largest the initial
error of the estimation Z7 (0) can be tolerated.

We have assumed in Propriety 7 that all neighbors of Agent i share the same estimate #7(0) of x;(0). This allows Agent 4
initializing the estimator of its own state by 27 (0) and avoids using a different estimator for each of its neighbors. When this
hypothesis is not satisfied initially, in practice, after several communications, the local estimators of x; and those performed
by neighbors are likely to converge.

6 Example

Consider the dynamical model of N identical surface ships with coordinate vectors ¢; = [z; vy; }T €ER® i=1...N,in

a local Earth-fixed frame. For Agent ¢, (x;,y;) represents its position and v; its heading angle. The Agent dynamics are
expressed in the body frame as

My, + Co,i (Vi) Vi + Dy ivi = Tb,i + db i, (56)

where v; is the velocity vector in the body frame. The values of My, ;, Dy, and Cy; (v;) are found in [9].

One takes N = 6. The model (56) may be expressed as (1) with G = 0 using an appropriate change of variables detailed in
[9]. The parameters of (20) are kar = ||M;|| = 33.8, ke = ||Ci (1n)]| = 43.96, kp =6, kg =20, ks = 1+ kp (ks + 1), b = é

6.1 Parameters
The initial value of the configuration vector is ¢ (0) = [z (0)" ,y (0)" , % (0)"]%, ¢ (0) = O3nx1, with = (0) = [~0.35,4.59,4.72, 0.64,

3.53,-1.26] , y(0) = [-1.11,—4.59,2.42,1.36,1.56,3.36] and ¢ (0) = On. An hexagonal target formation is considered
with r” (0) = [TEKI) (O)T T?2) (O)T T?3) (O)T]T where rzkl) (0) = [05273a270771]7 TZ2) (0) = I:O?Ov \/33 2\/372\/§7\/§:|) and
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7(3) (0) = On. Moreover, the target MAS velocity is 47 = 1, 1, O]T. Each Agent communicates with N/2 = 3 other agents.

From [24], one obtains the coefficients matrix S = [m;;] v such

ij=1..

0 1.8 0 0926 0 185 |
1.8 0 18 0 0926 0
0 18 0 18 0 0.926
0926 0 18 0 18 0
0 0926 0 18 0 1.85
L 1.8 0 0926 0 18 0

One has a; = Zf:l m;; = 0.463, for all i =1,..., N and am = 0.463.
The simulation duration is T" = 4s, taken sufficiently large to reach a steady-state behavior, with an integration step size
At = 0.01 s. Since time has been discretized, the minimum delay between the transmission of two messages by the same
Agent is set to At. The perturbation d; (t) is assumed constant over each interval [kAt, (k4 1) A¢[. The components of
d; (t) are independent realizations of zero-mean uniformly distributed noise U (—Dmax / V3, Dmax / \/g) and are thus such that
lld; (t)]] < Dmax. Let Ny be the total number of messages transmitted during a simulation. The performance of the proposed

approach is evaluated with -
Reom = Nm/Nm (57)

where Ny = NT /At > Nm. Recom is the ratio between the number of communications required using the proposed approach
and the number of communications that would be obtained if a communication triggered at each sampling time instant. One
takes Kk = 6.

6.2 Simulations results

Figure 2 shows the performance of the proposed approach with the CTC (50) for different values of the packet loss probability
7 and disturbance bound Dmax. Results are averaged over 50 independent realizations of the noise and of the packet losses.
As expected, the number of communications required for the MAS to converge increases with m and Dmax-

The influence of 7 on the number of communication is detailed in [20]. Increasing 7 leads to a reduction of Rcom but increases
the potential energy P (¢, T), and thus the discrepancy with respect to the target formation.

Figure 3 compares results of the proposed approach obtained without (a) and with (b) the exploitation of the index k7" of
the last message sent by Agent i and received by some neighbor Agent j. Using the implicit feedback from neighbors, and

thus E (Hef (t) H2 \k;) instead of E (Hef (t)HQ) in the CTC, convergence is obtained with 75% less messages.

7 Conclusion

This paper addresses the problem of communication reduction in distributed formation control of a MAS with Euler-Lagrange
dynamics in presence of packet losses and state perturbations. To evaluate its control input, each Agent maintains estimators
of the states of the other agents as well as multiple estimators of its own state accounting for potentially lost packets in the
communications with its neighbors. Using these estimators, each Agent is then able to compute an expected value of the
estimation error of its own state as evaluated by its neighbors. An implicit feedback from other agents may be used to get
a reduced estimation error. A distributed CTC is then proposed, involving these estimation errors, to reduce the number
of communications. The behavior of the MAS is analyzed using stochastic Lyapunov functions in [21]. Convergence to the
target formation and the absence of Zeno behavior have been proven. Simulations illustrate the effectiveness of the proposed
approach. In future work, communication delays will also be considered along with packet losses.
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A Appendix

A.1  Proof Proposition 1

Assume first that 5{ 1r--- ,55 k; does not contain any subsequence of more than £ consecutive zeros. Then p (62771, e ,53 kl) =

;5(55 1reos 07 k) Consider now a sequence 5l 1r---,07, with K" > K consecutive zeros, and assume without loss of generality
, ki ki

that these zeros are at the end of the sequence. Assuming further that k; > x’. Without considering (7), one gets

P (8o s8l ) = Pr (000 8 8y =0, 8y = 0,6], =0)
= Pr ((W = 0,80, =060, =0l6,,....5 5 =0, 0, :0)

iki—k Y Viki—kr") Yi ki — K41

X Pr (5;1, S =0 = o)
<t (A1)
Now considering (7), one gets
;’5(55',1, o 55’,%) =0 (A.2)
Consequently,
o (670080, ) =B (8000l )| < (A:3)
If k is such that
p> ) (A.4)
In ()
then 7**1 < & and one has
’p (53‘,1, . 5fk) —5(51{1, . 5Jk)‘ <e. (A.5)
A.2  Proof of Proposition 8
Assume that there exists 5 > 0 such that
tli}’goE (P (q> t)) < ez, (AG)
then
1N
tl;nolo 3 Z Z mg; E (HT,J =75 ()| ) (A7)
i=1 j=1
Since

myE (|l (0) = ) < ﬁ:ﬁ:muﬂi (lIris @) =75 @) - (A8)

i=1j=1
and m;; > 0 for all (¢, 7) such that m;; > 0, this implies
Jim E ([lr; () =75 0fF) < =2 (A.9)

Consider now a pair (4, j) such that m;; = 0. The communication graph has been assumed connected. Consequently, there

exists a sequence (i1,...,in,;;) of Nij < N nodes with i1 =i and in,; = j and such that m,,,, >0forallk =1,...,N;;—1.
Then
Nij—1 ,
Jim E (H’“w — 5 ()| ) < lim > E (‘ Piinss (8) = Thin o, (t)H )
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Using (A.9), one gets

Jim E ([l ()~ 5 0]7) < D 22 (A.10)

i1 Miking1

Then introduce

Ni;—1

€11 = max A, (A.11)
(4,§)ENZ,m;;=0 o1 Migigga
€12 = max 25 (A.12)
(4,§)ENZ,m; ;>0 M5
and
€1 :maX{Eu,&‘m}. (A13)
Combining (A.9) and (A.10), one has for all (i,5) € N2,
tlim E (Hr” =75 @) ) €1, (A.14)
The converse is immediate: if there exists e1 > 0 such that (A.14) is satisfied for all (4,5) € N2, then
L X
Jim B (P, 0) = fim 5323 S (|l () = )
i=1 j=
< e,
with g5 = % vazl Z;\’:l mM;jE1.
A.83 Proof of Proposition 4
Let define first pg, ¢:
Ploe=Pr (00, = 1,80, =0,....8,, =0)
= Pr (6], = 0067, = 1,80, =0,...,6],,_, =0)
x Pr (551 = 1,60, =0,...,60, = o) (A.15)
so, using Assumption A7, one gets
pii!z = ﬂpiﬁu iftki —0< kK
= 0 else. (A.16)
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Let study now piﬁ_n’kﬁn

p‘lii+n,ki+n =1-Pr (5fk+n = 0)
= 1= Pr (80 = 0,0 4y = 1)
~Pr (8040 = 0,604 10y = 0)
= 1= Pr (0 = 010y = 1)
X Pr (6] nr = 1)
~Pr (8040 = 0,604 1y = 0)
=1- ﬂ—piptnfl,kﬁrnfl
—Pr (5{,,%_% — 0,6 = 0,67, L, = 1)
(

J _ J — J —
5i,ki+n - 0’5i,ki+n—l - O’ ’ (si,ki+n—2 - 0)

K
— E m,_j
=1- ™ pki+n7'm,ki+n7'm

m=1

~Pr (8 =0y = 0)

=1- Z p£i+n7ki+n7m' (A.17)
m=1

Remark péﬁ_n’kﬁn is independent of j because there is no feedback for this proposition.

A.4  Proof of proposition 5
Before any reception from a packet for Agent j, (41) is evaluated as in proposition 4.

Consider t € [ti,kﬁn,ti,kﬁnﬂ[ with 7 > 0 and assume that the last message received by Age_n_t 1 from Agent j was at time
tik; € [tikss tik;+1[ - Thus k)" = k] < ki and Agent 4 knows that Agent j has received the k]*-th message sent by Agent i,
and has not received the following ones with index between k] and k;. Agent ¢ has no information about the reception by

Agent j of the k; +1,...,k; + n-th messages, except if kfl = k; — k. Then, by definition of pi_ ol O has

ki
oo =ZPr|é . =116 . =1 E § =0l =1
pki,kg=’\kg>*,ki ik | ikt ’ - um
m:k{"“rl
and for all ¢ < k; with ¢ # k"
k; k;
J _ J J J _ J _
P, ondviog, = Pr E 0 =0,0],= 1|6i,k7’i =1, E %, =0]=0.
‘ m=~0+1 ¢ m:k{,i_H
Consider now, with n > 0, the evaluation of
n ki
J _ J _ J _ J _ J
pki+n,k{’i|k{’i,k7‘, =Pr E 5i,ki+m =0, 6@}%@‘1‘ = 1|5i,kz,i =1, § ‘ 6i,m =0
m=1 m:k{’l+l
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One has

ki
J _ J _ J _ J
pkﬁ—nki‘\kf‘kl =Pr| 0k 4n = Olézk;’ =1 Z O m =0
m=kl""+1
n—1 ki
Pr(> 6, m= 0,65,%-,1. = 1|5g’kz,l. =1, Z 8, =0 (A.18)
m=1 m=k] 41
ki+n—1
_ J _ J _ J J
=Pr|dl, .. = o|5i7kg,,. =1, Z o =0 | DLyt s (A.19)
m:kf’1+1
Using Assumption A7, if k; +n — kfl > K,
ki4+n—1
PI' 67,"7,k:i+n = 0|6:Z k],z = 17 Z 637,”7‘ - 0 = 0
‘ m:k{’i+1
and ifk,-Jrnka]."i <k
ki+n—1
Pr| &)y =08 ;0 =1, o o8, =0]=m
‘ m:kf’i+1
Combining both equations with (A.19), one obtains (44).
Consider now the evaluation of p’ 5. . with n > 0. One has
ki+n, Lk} kg
ki+n ki
pi'+n ORIy Pr Z (slj',m = 0’53,4 = 1|5Z i 1, Z 53‘,m =0
i ) PRI m—tt1 L m:k;‘?"iJrl
If ¢ < k; with £ # k{l, one has clearly p2+ preREy = 0. In what follows, we consider thus k; < £ < k; +n and
ki+n—1 k;
J _ J — J J J — J
Py pmepitipy =07 | i = 0l > 6, =0,= L6] =1, > 6, =0
m=£+1 m=kJ" 41
ki+n—1 ki
Pr| > 4&,=00,= 1|55’k1,i =1, > &,.=0
m=t+1 ’ m=kJ" 41
ki+n—1
— J _ J J J
=Pr (@ykm =06/, =1, > &, = 0> AN (A.20)
m=~0+1
Using again Assumption A7, if k; +n — £ > k,
ki+n—1
Pr ((g{km =06, =1, > o, = o) =0
m=~+1
andif k;+n -2 <k
ki+n—1
Pr <5Z{,ﬂ+n =06, =1, Y &, = 0) =
m=~£+1

Combining both equations with (A.20), one obtains (45).
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Consider now the evaluation of p’ i with n > 0.
ki+n,k; +n|k:J i

ki
J =Pr|¢ =16 ;. =1, >  &,=0
L = Pr ! = L= / =
pki+n,ki+n\kz’l,ki i,ki+n ‘ i,k{’q' ’ ~ i,m
m:ki’ljtl
k;
_ J _ J _ § /‘ J
=1-Pr 6i,ki+n - 0|61 PR 17 6i,m =0
e T
m=kl""+1
ki
1 _ J _ J J _ J
=1-Pr 5i,ki+n = 075i,ki+n 1= 1|5 KT L, E 0, =0
mzkg’i+1
k;
J _ J _ J _ i
= Pr 0y =000k 01 = 0|‘5i pii = 1 E , O m =0
g T
m:kf’1+1
= 1 — J
pkﬁ—n ki+n— 1|kJ it
ki
j Y PN a5 i _
—Pr 5i,ki+n =0, 6i,ki+n71 =0, 6'L,ki+n72 = 0|5i K 1, E 5; m = 0
"V .
m:k‘g’l+l
_ J _ J 1187 _ 2 : J
z ki+n — 76i,ki+n—l - 0’5i,ki+n—2 - 1|51 kIt T 17 6i,m =0
LA P
m=k}""+1
k Hrokitn—1lk] ki Ckitnkibn—2(k]" kg
_ J _ J — 0|87 _ 2 : J
z ki+n — 76i,ki+n—l - 0’5i,ki+n—2 - 0|51 kIt T 17 6i,m =0
"V P
m=k}"+1
Proceeding similarly, one gets
ki+n—1
ki+n,ki+n|k]" k; k +n,elkd "k
L=k;+1
ki+n k;
J _ J
E ] = 0|5i i = 1, E 61.7[ =0
"V .
=ki+ m:kZ”«kl
ki4+n—1
Z pk +n, é|k1
=k;+1
k:1 n ki
J J _ J _ J
5”” = 0,6i i 1|5 i 1, E (Sl =
e .
m= l+1 m:kf"‘l—l
ki+n—1
E p pj o
kit k]t kg kitn,k] k] ks
L=k;+1

Finally, (47) and (48) are obtained combining (44) and (45) with (46).
A.5  Proof of convergence with packet losses

To prove Theorem 6 a) one shows first that the MAS is converging with a bounded mean-square error. For that purpose, one
will introduce a candidate Lyapunov function and show that it satisfies the conditions introduced in the Definition 2.
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Consider some Dmax > 0, 7 > 0, and realizations d; (t), ¢ = 1,..., N of the state perturbations.

Inspired by the proof developed in [16,3], consider the continuous positive-definite candidate Lyapunov function

V() =E (; S (510 (6,8)" Miss (0 (1,8)) + 2P (q.1,0) ,t>> (A21)

i=1

where the expectation is evaluated considering the random losses described by §.

A.5.1 Continuity of the Lyapunov function

Assume that the first message is transmitted at time t¢1, without loss of generality, by Agent 1 to N; neighbors. Consider
some t € [t1, t2[, where ¢ is the time at which the second message is transmitted, whatever the Agent. There are 2N possible
reception scenario, from no reception by all agents to a reception by all agents. Let o represent the index of the o-th scenario,
0 < o < 2™ and p,,1 be the associated probability for the first communication. One may write

2

i=1

N
1 k
V(t)=E ( > (sz- (q(t,8))" Misi (q(t, 6))) + P (a(t9) ,t)>
120 a k
=3 Pon ( s (a(£,62))" Misi (a (£,6,)) + "2 P (a (t,65) ,t>> (A.22)
o=1 i=1

where 2(2;1:1 Do = 1.
For a given reception scenario o of the first message, the time instant ¢, 2 of transmission of the second message and the index
io,2 of the transmitting Agent both depend on o. More generally, at time ¢, S; different transmission and reception scenarios
have to be considered. For a given scenario o, let n, be the number of communications that have occurred. The associated

loss vector is 05 = (00,1, - - -, 00,0, ), Where o 1 is the loss vector for the k-th communication. The probability associated to 04
is po. The next communication time instant is ¢4, +1 > t and the communicating Agent is i¢,pn,+1. Let

o=arg min _tsn,+1
o=1,...,5¢

and i denote the index of the associated communicating Agent.

For all ¢ € [¢,1[, one has

St N
OBE D (Z 51.a(1,60)" Misi (4 (1,60)) + 2P (g (¢,62) ,t>> .

In the scenario @, at time #, Agent i is communicating. Consequently

V({) = % Z Do (Zsz (q (5750))T M;s; (Q(£750))+ 4P(q(t760’)7ﬂ)

o':l,.“,SL,a;é?

1 27 N - - k -
+ 52 Pew <Z si (0 (£0.0))" Misi (4 (£.8@.0)) + 2P (2 (£, 0@ w) f)) (A.23)
p=1

=1

where p(z,,,) denotes the probability of the u-th loss scenario associated to the nz + 1 communication performed by Agent i
at time ¢, when the previous loss scenario is . One has

27
ZP(EM) = p;. (A24)
p=1
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Upon reception at time it ofa message sent at time ¢, only the estimators are updated according to (21). The state of agents
receiving a message at time " from a neighbor is continuous, i.e., ¢; (fﬂ&au)) = q; (57757)7 where t is a time instant
immediately before transmission. This is also true for agents which do not receive the message sent at time ¢. Thus, one
gets gi (17, 0,)) = 9i (t7,65), i (¢ ((7,6z,0))) =si (¢ (t7,65)) for i =1,..., N, and consequently, P (q (t7,8x,,)) ., t") =
P (q(t,67),t7) for all 4. Thus, at time 7", (A.23) becomes

vE)=5 Y <Z (a (",62)) Masi (a (F,65)) + “2.P (q (¢ 52) f))

o=1,...,5¢,0#0 =1

N-
1 i N . T . k _ .
+ 52 Pew (Z si (a0 (F 0 m)) Misi (0 (7, 0@0)) + P (¢ (T, 0@m) :t+))
p=1 1

=

S ] A TSR U ARS)
o=1,...,5:,0£7 i=1
S (S 00 i ) + B 5.

Consequently, V (¢) is continuous at ¢.

A.5.2 Differential inequality satisfied by the Lyapunov function

Using (A.23) from the previous section, the time derivative of V exists and can be evaluated for each t € [t, {[ as follows

o=1 i=1
ko d
+I£P(q (t,6) 7t)) . (A.25)

which may be written more concisely as

N
. 1 . k
V=E (Z |:§SZTM181 + S?Mzsl + f*P(q, t)) s (A26)
i=1
where the expectation is to be taken over all possible transmission loss events.

Our aim, in what follows is to obtain a differential inequality satisfied by V. One starts considering the two terms in the right
hand side of (A.26).
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In (A.25), one has

1d
1d N N )
=gz 2= 2 i llria =i
i=1 j=1
N 1 N
:Z |:2 Zmij (TU T”) (7”” 7‘”)
i=1 =1
N 1 N
=35> my [ =) (= r5) = (6= 45)" (s —73)]
i=1 " j=1

Since r;; = —rij, one gets
1 N N
. kT *
Zdtp(q’ t):Z(qi—Q¢) Zmij (Tij _Tij)
i=1 j=1
N
=> (6 —d)" g

Combining (A.25) and (A.28), one obtains

V=E <Z {%SZTMZSZ + 57 Misi + kg (¢: — q;)T 91])

=1

One focuses now on the term M;$;. Using (17), one may write

M;3; + Cisi = M (Gi — G + kpgi) + Ci (i — @5 + kpgi)

and using (1), one gets

Mzsz—f—ClsZ:ul-l-dl—G-I-Ml(kpgl—q,*)-ﬁ-Cz(kpgz—qz*)

Now, introducing (20), one gets

M;si 4 Cisi = —ks5i — ki — Yi (is Gis kpGi — G5, kpgi — 7)) 0

+M; (kpgi — ;) + Ci (kpgi — ;) + di

In what follows, one uses Y; to represent Y; (qi7 Gi, kpgi —

—si Yil = —s{ (Mi (kpgi — ) + Ci (kpgi — @7)) -

Considering (2) and (A.31) in (A.29), one gets

N
. 1 . * .k
V=E <§ : {isfMisi — kesi 8i — kgs; gi — s; Cisi + s; (M (kpgi — @) + Ci (kpgi — 7))

=1

—si (Mi (kpgi — i) + Ci (kpgi — d7)) + kg (6 — d7)" gi + Sdez'D :

Gi , kpgi — qf) Assumption A3 leads to
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(A.28)

(A.29)

(A.30)
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Now, introduce (15) in (17) to get

N
$i=Gi— i +hp Yy _mas (6 — g5 — i) (A.34)
=1
Since e;'- = cjj- — gj, one gets
N . .
&I%—Q+M§)mﬂ%—%+é—%)
=1
N N ]
=Gi—di k> may (Fig —ri) +kp Y mie;
i=1 J -1
J#Fi
=5+ kai (A.35)
with
E' =) mye;, (A.36)
=1

since m;; = 0. Using similar derivations, one may show that

gi = gi + E". (A.37)

Replacing (A.35) and (A.37) in (A.33), one gets

N
V=E (Z [sF |30 = o] s s = b G = )"
=1

ThpsT (ME n CE) kg (G —d5)" gi + s?di]) . (A.38)

Let Vq = Efvzl 2kpsiT (MZEZ + C’ZEZ> Using Assumption A2, %Mi—C’i is skew symmetric or definite negative thus siT [%MZ — C’i] s <

0. For all b > 0 and all vectors z and y of similar size, one has
T 1 T 1 7
T y§§ bx ac-i-gy yl. (A.39)

Using (A.39) with b = 1, and the fact that d d; < D2 .., one deduces that d7 s; < % (Dfﬂ.dx + s;-‘psi) and that

N

. 1 1

V<E ( E |:_ksszT'§i - kgkpgiTgi + 53?51' + §Dr2nax
=1

+hg (¢ — )" (gi — gi)] + %Vl) : (A.40)

One notices that ri; = ¢ —q; = ¢ — (jj =+ ejv = Tij + e;v, thus

llsi — 5ill> = si s — 25 5 + 5, 5
2

kai = SZTSZ — 28;-1151‘ —+ EZTEZ‘
1 21 1
sTg = -5 ‘ k,E'| + isiTsi + 55?51- (A.41)
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Using similar derivations, from (A.41), one shows that gF g = —% ||EZ”2 + %giTgi + %gfgi. Injecting the latter expression in
(A.40), one gets

K2 || E

P

2
—si 8 — §f§i) + kpky= (HE'

1 1
g;rgl - g'LTgl + 783—'81' + 7D12nax
2 2
. kT — 1.
+kg (¢ — i) (gi —gi)] +50

N 2
Z — ksky + kgk
S E ( |:_ (kg 1) 8?81 - ESZTQ + L + Al 1D12nax

2 1 o
- §kpkg (9;[91' +9iTgi) + 5

2 2 2

. Lk _ 1.
+hg (¢ — )" (95 — gi)] + §V1> : (A.42)
Using (A.39) with b = b; > 0, one shows that 247 (g; — g;) < (bi llgil|® + = HE’H2) Using this result in (A.42), one gets

1Y kg 2 2
52[ (he = DE (sIs:) — kB (sT'5:) + (k:lc +kk:p+b)]E( i )—&—bikgIE(Hq'i—qu)

E (Vl) (A.43)

N | =

_kkaE (gz i + gz gl> + Dmax:| +

Consider now V;. Using (A.39) with b = 1 and Assumption A1, one obtains

M=

Z% 52 (ME%LCE)S

i=1

kp (S?Misi + s?si + [EZTMZEZ + EiTC’,TCiEiD

.
Il
—

kp ((kM + 1) SiTsi + [k‘MEiTEi + EiTCiTCiEi}) (A.44)

.
Il
=

Focus now on the terms E'TCIC;E*. Using Assumption A2, one has

N T N
ZEiTCiTCiEi Z <Z muej> cle; <Z mmefz)

=1 = =1

an \

N N
3233 mum G el (A.45)
Jj=14=1

Using again (A.39) with b = 1, one gets

N

N N N
. 1
ZEZTC,-TC’Z-EZ < 3 Z Z memij CilI? (e;Te; + e}TeZ)
i=1 i=1 j=1 =1
N N N -
<DODD maemi |G (€§Te§)
i=1 j=1 £=1

N
Z mi; [|Cil|* (eﬁTeﬁ-) : (A.46)

HE/%Z

Since m;; = mj; and m;; = 0 if (4,) ¢ Nj, one may write

J
€

i=1 j=1

(A.47)

N N 9 N N
d.om =D i€l
i=1 j=1 i=1 j=1
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and using Assumption A2, one gets

Il D

=1 i=1 j=1
N N 2
SZ(aMZ[fmw ¢! kéllqjl2D~ (A.48)
i=1 j=1
Observing that
.. 112
lg;11* = ||d5 + €5

.12
i+ e +2ime

I

(A.47) can be rewritten as

2 /114112 12
ZEZTCTCEZQQM%ZZ% ¢! <q§ T e )
i=1
2] )12 202
szaMkézzmm(\ez "+ el e ])-
i=1 j=1
Using (A.39) with b = 1 and ms; = m;;, one gets
Ay ; NN 22 1 a4 1
S ETCTCE < ikt 33, (\ez i+ 2] + 2]
i=1 im1 j—1
< 201k ZZ Al 3 e+ 5 e (A.49)
anke mi; | ||el]] 1|q; 5 ||¢ 5 ||€ . .

Similarly, one shows that >N | BT E' < SN ay E;\Ll mMij ”eg H2 and "N ETE' <N au Zjvzl mij Hef“2
Injecting (A.44) and (A.49) in (A.43), one gets

_1 N

<3 Z [ (ks — 1 —ky (kns + 1)) E (sfsi) — kE (g?gi) D2,

57
€;

—kpkgE (giTgi) — kpkgE (giTgi) + kgbiE (”qz - QTIIQ) + kpkum iaMmijE ( 2)

j=1
2
(kk2+kk+ )Zammw ( )
N 2
+2onikpke » | mi (IE ( ) ‘4 IE (
j=1

g P33
€; 4q;

Jete ()]

The CTC (50) leads to

<
AN

N =
-MZ

E [ (ks = 1 = ky (kar + 1)) 7 50 = kohig! g0 + Dinax + 11
1

<
Il

E [—klsiTsi - k:gkpgiTgi + D2, + n} (A.51)

<
N
N =
AMZ

1

<
Il
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with k1 = ks — 1 — kp (kamr + 1).

Introducing km = min {k1, kp}, from (A.51), one gets

N
. 1
Vg Z]E [—km (siTsi + kggiTgi) + Diax + 77} :

=1

(A.52)

A lower bound of Zf\;l 97 gi has now to be introduced using the following lemma, which proof is given in Appendix A.6.1.

Lemma 8 For all t, one has

N
Nminmmin
1=1

TMmax

where Mmin = min; j=1.. 8 (Ms; # 0), Mmax = Max _

L,e=1

Nin™mi .
SminTmin - one may write

Using Lemma 8 and introducing ks = —ula

N
. km T kskg
< _m 'y g ,
V E( 5 |:;1$ZS+ 1 P(q,t)

+ % (Do + n))

1 T kSkg
< — — - S; ,
_]E( oy [2‘ (kMsls)Jr 7 P (q,t)

i=1

ks |1 T kg
< — — S 5. —
<E ( [2 ‘ (kMsl 51) + 1 P (q,t)

Z

+ % (Do + 17))

z

i=1

+ g (Diax + n))

with k3, = 1if ky < 1 and k3 = kar else, and ks = kyy min (1, k3). Introducing c3 = 15747 one gets
M

1 k N

3 T 2

1% S E (-Cg |:2 ; (57; Mz51) + fP(LL t) + ? [Dmax + 77])
V< eV 4y [Dhctr].

A.5.83 Upper bound of the Lyapunov function
Consider ¢ € [t, [ and the function W satisfying
W= —esW + 5 [Dh 1]
The solution of (A.56) with initial condition W (¢) = V () is
W (1) = exp (—ea (£~ 1) V (1) + (1 = exp (—ea (t = 1)) 5 [Dhae +7]
Then, using [8, Lemma 3.4] (Comparison lemma), one has V (t) < W (t) Vt € [t, ][, so

N

Vi(t) s exp(—es (t =) V(1) + (1 —exp(—es (£ 1)) 5

[DZax + 1]
N

<exp(—aa(t=1) [V () = 5o

N
[Drznax + 77] + g [Drznax + 77]

Then, since V (t) > % [Diax +n], V (t) is decreasing over the interval [t,Z].
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(A.53)

(A.54)

(A.55)

(A.56)

(A.57)
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(A.59)



Using (A.58), one may write V¢t > 0

N
V (1) < exp (—est) V (0) + (1 — exp (—est)) 5~ [Dhax + 1] (A.60)
3
and from (A.60), one has
. N 12
< —
B V0 < ge; (D 1)
N
. 1 T kg N 2
- E Ny 9 <
tli)rglo]E <2 2 (81 MZSz) + 4 P(CL t)) = 23 [Dmax +77]
lim E P(q ) <N D2 ). (A.61)
500 9 —_— k:gCS max

Asymptotically, the formation error is bounded and according to Definition 2, the system is asymptotically converging to the
target formation with a bounded mean-square error.

A.6 Additional proof elements

A.6.1 Upper-bound on Zfil g

From (15), one may write

N N N
= Z Z Z miemij (rig — i) " (rie — ) (A.62)

Using the fact that

(a—b)7" (a—b) =a"a+b"b—2a"b, (A.63)

one gets

N N 1 N N
S g =3 [2 S s [ -
i=1 =1

(=1 j=1

2l — i) - |rig =75 — (rie — rfe)Hﬂ} . (A.64)
One has

(rig = rij) = (rie = rie) = (rij — rie) — (riy — rie)

_ *
=Tej =Ty

Injecting this result in (A.64) leads to

SV SIED ) DU [F

%t llrie — riell® = |Jres — ijHﬂ (A.65)
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with Mmax = max

(mij)

i,j=1...N
N N Ty NN ) )
Mmax nggi > Z B) szilmijméj [”Tij - Tfj” + ||7”ie - 7“:1z||2 - ||7“lj - T;j“ }:|
i=1 i=1 =1 j=1
ZN 21 N N Jfl 1NN
Mmax Zg;rgi > 5 Z sziémijm[j ”h‘j -y ? + 5 Zzzmilmijmlj ||7”ie - 7’1'*z||2
=1 1=1 £=1 j=1 =1 £=1 j=1
1NN )
=5 20D D maemigmuy ||re; = riy|
i=1 ¢=1 j=1
N L NN 1NN )
Mimax ngpgi >3 Z > Zmiémijmlj |[ri5 — i1 + 32D D miemigmu ||ri; — 77
i=1 i=1 £=1 j=1 i=1 £=1 j=1
NN )
_ 5 Z Z Z Mg M5 Mg HTZ']' - Tfj H
i=1 ¢=1 j=1
N 1NN )
Mmax Zgz‘Tgi > 3 Z Z Z MMM ”Tij - (A.66)
i=1 i=1 ¢=1 j=1
According m, = 0 if £ ¢ N, one gets
N N N N N
ZZZ MMM H'f'ij - Z Z Mig Zmijm@j H’"ij - T:jHQ
i=1 ¢=1 j=1 i=1 LEN; j=1
Let mmin = min; j=1..n (ms; # 0) and Nmin = min;=1...n (&V;). One may write
N N N
Zzzmiémijméj HTij 77“@] Z Z mmlnzm” HTZ] T“H
i=1 ¢=1 j=1 i=1 LN
N N N
Z Z Z miemigme; ||ri; — 1 H2 > NminMmin Z Z mij ||ri; — i H2
i=1 ¢=1 j=1 i=1 j=1
and so
N N N
Mmax Z nggz Z Nminmmin Z Z mij H’rlj - T'zkj H2
i=1 i=1 j=1
Z g gl NminMmin HNminMmin 5 (q7 t) (A67)
max
A.6.2  FEvaluation of cs
c3 = ks
3 = ki
_ kmmin (1, k3)
o max {1, ]ﬂ]y[}
min {k1, kp } min (1, 71\7“,’7‘1‘;7::““)
- max {1, knr} ' (A.68)
where k1 = ks — 1 — kp (ka + 1).
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g (4 2
1)

2
) are evaluated assuming that the implicit feedback is not employed. A simi-

, 2
A.6.3  FEvaluation of E (‘ el (tZkﬁl) H ) and E (‘

EQ¢@;ﬁ32)deQ¢@;ﬁg

lar evaluation may be performed considering this information. Using results of (36), one may write immediately after the
transmission of the k; + 1 message by Agent ¢

2]

) 2 kitl 0 2
Qe[ )= X prerne @ ) - 0 ()
b=k; —Kk+2

ki ) 2
= Z ke |45 (tszﬁl) — & (tikm) H
l=k; —r+1
. 2
+ Prs 411 ||@0F (tiki+l) — 4 (t;rk+1)H

2
E

where pi, +1,0 = 7pk,,¢ has been shown in (44). Since (jf’e (tj:k,--;-l) = q;ﬁ" (t;kﬁl) forall{ = k;—k+1,...,k; and ¢; (tj:ki-&-l) —

z |

— Ptk —n |3 (G ) — @ ()

qi (t;kiﬂ), one deduces

el (tlki+1)‘)2>

et @) =2 ]

~iykg 2
e |6 () — @ () |
. 2
— Pki+1,ki—r qA;Ykiierl (tki+1) — Qi (tk11+1) ‘

According to Proposition 5, pg;+1,x;—« = 0. Moreover, at t = tZ'H, (jﬁ’kﬁl (t;‘,—ki+1) =q; (t;’:kﬁl). Consequently,

() -s(416.00).

el (t 1) el (tin+1)

Similarly, one has

)=l )

since éf’[ (t;fkiﬂ) = éf’é (t;kiﬂ) forall{=k; —x+1,...,k; and ¢; (t’ikﬂrl) =q; (t;ki+1)'

ez (t;kﬁ—l)

E(’ 2

& (6 ks1)

A.7  Proof of upper-bounded H;

The CTC (50) is not triggering at ¢t = 0 if

N 112 112
ksglrgi (0) + k‘pkgg;rgi (O) +n > am |:Z mij (ke eg + k)pkju ’ 6{ )
j=1
N 22 1 a4 1 a4
#2hH S (el Bl 5 2]+ 3 )

+ kobi llgi — a5 117
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Remind 57 5; = kpg! g: + 14 — d; 1%, so

. %12 _T_ - il|? s
ks llgi — ailI” (0) + kp (ks + kg) gi 5 (0) + 1> am Zmij ke |lej|| + kpka ||€;
j=1
N TR S IR TR TC S TR
2 P .
+2kpkc;mij ( e] g + B efl| + 3 él )
+ kgbi |4 — 671 - (A.69)
. ks
Since b; < Foky TRy 0 OD€ has
k kskp + kg — k
ke — k s — kel T Rg = Py
g(mkp+kg> ksky + kg
koky
J— s 0
Kky + g
so (A.69) is satisfied if
. N 12 2
kp (ks + kg) gi gi (0) +n > am Zmij (ke el + kpkn ||€] )
j=1
) o il L0 Las|*
+2kpkc ;mzj < a| @) +3 €l 34 ) . (A.70)

(j; ? =0, Hef”2 < H; and HeZH2 < H; where H; > 0 is a constant. Remind «a; = Z;\;l m;;. Thus,

(A.70) may be rewritten as

We choose the condition

N
kp (ks + kg)giTgi (0)+7n>aum l:z mij (ke + kpkar) Hi

Jj=1

N
+2@k%§:nuj(;Hf)]
j=1

ky (ks + kg) G §i (0) +n > ana [(ke + kpkar) Hi + kpke H; | (A.71)

and so

(Mﬁgi(ow U )—(ke—kpkM)Hi—(kpk%)H3>o. (A.72)

QMO aMQ;

By solving (A.72), we find

v/ (ke bphar)? + kph2& — (ke + kphar)
k2,

H; <

kp(kst+kg) 1
where §; = %g?gi (0) +

an o’
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B Proof of absence of Zeno behavior

To prove the abscence of Zeno behavior, we have to define a minimum inter-event time Tmin such ¢; x,+1 — ti,k; > Tmin. TO
obtain it, we study the evolution of the right-hand side Cr (¢) and the left-hand side Cf, (t) of the CTC exposed in Theorem 6
to find a condition such Cr (¢, + At) < Cr (tik, + At) for At < Tmin. Lipschitzien hypotheses described in Assumptions
A6, A8 and A9 will be used to obtain an estimation of Cr (¢;k, + At) and Cp (t;,x, + At) before be used to estimate Tmin.

B.1  Proof that t; j, < ti p+1

In a first time, let show the CTC is not satisfied immediately after a communication, i.e. t; x < t; k41, and find conditions on
design parameters to guarantee it. Consider

CL (t) = ko5 ()5 (t) + kpkogi (t)Gi (£) +1

a20]))

2 1
—E
+38(

and

Cr (1) = am [ﬁ; mi; (keIE (‘
+21€pkéimij (E ( el (t)HQ)

+ kgbi lldi (8) — i (O],

el (t)H2> + kpkmE <

el (1)

g; (1)

Vo de(l

with ke = (kskf, +kgky + ’;i)

According to (50), no communication is triggered as long as Cr, (t) > Cr (t). A communication is triggered at ¢ = t; , when
CL (tir) = Cr (tik) - (B.1)

The message sent at time ¢ = ¢; , by Agent ¢ implies an update of the estimates qAZ, j € N; of that state ¢; run by the neighbors

of Agent 7. Introduce ik, as the instant ¢; x, before the update and t;rkl be the instant ¢;x, after the update. Consequently,
the expected state estimation error will be such that

2

) =7k <’

E ( 2) , (B.2)

see in Appendix A.6.3. Nevertheless, k.57 5; + kpkoGi §i + 1 and ||¢i — ¢7||*>, which are not updated by the communication,
stay unchanged. Consequently

eg (t:kz )

Cy (tj:k,) =CL (t;kl) . (B.3)
To prove that ¢; < ti k+1, one has to show that Cf, (tjkl) > Cr (tjkl)

Using Appendix A.6.3 and the continuity of ¢; (t) and ¢;, one may write
) N
’ —+ mam [Zm” (keE (‘
j=1
) 2
i)

21
,]E‘
+38(

Cr (tik,) = kobi [lds (tix,) — 67 (ti,)

)

. 2
¢ (t;kl)H ) + kykuE (‘

)35 (]

)

N
j=1

Using (B.1) and (B.3), one gets

Cr (tj:kz) = kgbi qu (t;kq) - ql* (t;k7) ’2 +m [ksglrgi (t;k7) + kpk‘ggiTgi (t;kz) +n— kgbi ”ql (t;k7) - qj (t;kz) |2]

s (tie) = 65 (b)) 1+ 7 [keTS0 (t50) + boko 3 (t10,) + ) (B.4)

= (1 —ﬂ)kgb»L'
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The CTC is not satisfied if
CL (ttkl) > Cr (t:tkl)
ksgiTgi (t:kz) + k’lpk"gnggz (t;kz) +n> (1 - ﬂ—) kgbl qu (t;kz) - q: (t;kl)
+7 [ksglrgi (t;kt) + kpkg.‘jiTgi (t;k7) + 77]
(1 - ﬂ-) (kSnggi (t;kl) + kpkgg;rgi (t;kl) + 77) > (1 - ﬂ-) kgbi ||q’ (t;kl) - q: (t;/ﬁ) ’2

ksgiTgi (tz—,kl) + kpkggiTgi (tz_,k,) +n > kgbi qu (tz_,k,) - q; (t;kz) |2

’ 2

and let show now that (B.6) is always satisfied.
Using the property zTy > —% (binga: + iny) for some b;2 > 0, one deduces that

55 = k2gl gi + llas — a1+ 2kpat (G — G7)

T_ k . %
> (K2 — kybiz) 975 + (1 _ b—) i — a1

Using (B.7), a sufficient condition for (B.6) to be satisfied is
— — k . .k — — . .k
%@?%M@ﬁ@+%(Pqi)mf%W+M%ﬁ¢+n>%Mmf%W
k . .k _ _ . .k
ks (1 - i) I6: = 6 1I* + [knkg + ks (kp — kpbiz)] 30 g +1 > kobi [ld: — 7 )”
kgl g +n > ke llg — di |

Fp

(B.7)

(B.8)

where k1 = [kpkg + ks (kp — kpbi2)] and ko = [kgbi — ks ( ~ b )] To ensure that the inequality (B.8) is satisfied indepen-

dently of the values of g; and ¢;, it is sufficient to find b; and b{g such that k1 > 0 and k2 < 0. Consider first k1.

kpkg + ks (K — kpbi2) > 0

k
kTQ > (—kp + bzz)
kokp + kg
—= > bio.
R
Focus now on ko
@mfm<yfﬁf<o
bia
kgb: k,
1— 22
ke 0 b
Since b;2 > 0, one has k,‘;f’ < 1 and so b; < Z—Z Then
koky
—— < bjo.
T — hgbi 02

Finally, one has to find a condition on b; such that (B.9) and (B.10) can be satisfied simultaneously

hokp + kg Kk,
W T
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One may find b2 if

k2k,
ks — kgbi > Py
1 k2k,
7 s £ bz
kg ( ksk‘? + k‘g) ”
ks
i<y kp + k

(B.13)

which also ensures that b; < ']z—; Thus, once b; < ksklz)is‘i’kg’ there exists some b;2 such that (B.12) is satisfied. As a consequence,

(50) stops to be satisfied when ¢t = t;rk

B.2  Study of upper-bound

From the Lipschitzien hypotheses of Assumptions A6, A8 and A9, we can deduce there exist K, K and K* such

las (t + At) — g; (1)) < KA
@+ a0 - (1) < Ra
llgi (t+At) — g7 (B < K™At

These conditions are now used to find an upper bound for all the terms inside the CTC.

: 2 . 2
B.2.1 Upper-bound onIE( el (t—|—At)H ) andE( el (t—|—At)H )

Define I = [t, t + At] such that Agent 7 broadcasts no communication inside 1.

Let’s study first an estimate ¢-* for £ € {1...x}. Using (B.14) and (B.15)
‘ ”é(t—l—At)—qi(t—i—At)‘
Q0 (A =G (O + @ () i (t+ A —a (1) + a (8)
G0t (t+ At) — g)f (t)H

et (t + At)H =

s \

et (1) H+qu (t+ At) —qi ()] + |4
0]+ ()

Consequently

et (t+At)H2 < ‘ et (t)H2 +((k +K) At) +2

Using the Young relation zy < i:f + %yz with @ > 0, one gets

atof s (1) () )"

e ( H( +K) At

el (t+ At)H <(1+a)

Using (B.19), one may write

(

el (t+ At)

5 ki ) 2
) > Pry i Gt (4 AL) — g (t+At)H
£=max{k;—+x+1,0}
ki
Z P, e|kd
{=max{k; —k+1,0}
Fi

Z pki,l’.\kg’i |:(1+a)

¢=max{k; —k+1,0}

o

¢ 2
eb (t—i—At)H

o + (H g) (& +x) At)j

o)+ (e o) ((Rem)a)” 50 p

¢=max{k; —x+1,0}

IA

34

(B.14)
(B.15)
(B.16)

(B.17)

(B.18)

(B.19)

(B.20)



and since Zif;max{kifn+l,0} P, it = 1, one can obtain
B¢+ ao ) <arae(fao|)+ (1+ 1) (5 +x)ar)’ (B.21)

In the same way, using (4) and (25), one has

tof (1 g) (o a) a0) B.2)

¢l (t+ At) H
and

el (t)

2> " (1 I é) ((Kd + Kd) At)Q. (B.23)

&l (t+At)H2> < (1+a)IE(

“(

The value of a will be defined later.

B.2.2 Upper-bound on E (

et ¢+ 0] Janas (et ¢+ 20 )

Using (B.19), one may write

et s ] < ([l @ (R + ) a0) 2 ] (& + 1) )
<l @]+ (5 -+ x) a) s afler ] (5 + ) a0)’
+2H (t)HZ((K-‘rK) At)2+4Heﬁ’é (t)H?’(KJrK) At
wafert @ (5 +x) ar)°
<fler @]+ (54 ) a) e @ (5 + ) a)
+4H (t)H (K+K) At(H H ((K+K) ) ) (B.24)

Using Young’s relation with ¢ > 0 and d > 0, one gets

((&+x) At)4>
w2 (afei !\ «K+K>NQ)O! \! «K+K) )’)
“(rad) (5 )

(i) ae) s (a+ )H of (k+x)a)’). @)

e

, 4
e (1) K—|—K +3(c

< (1+3c) H

2 aer tw i(

Using Young relation zy < %xz + %yQ with f > 0, one gets

Hei’e(t—i—At)H4< 1+ 3¢+ 2d) H H <1+3 2= )((K+K)At)4
# (e ) (£ W\+;«K+K)NY>
7<1+3c+2d+< 1>f> ‘ +<1+3%+2$+(d+$) %) ((R+K)At)4 (B.26)
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We would like to impose (1 +3c+2d + (d + é) f) =1+ a. A possible solution, detailed below in Section B.4, is

F=1+ 7””2“2_2 (B.27)
_ f

d=\/+13 (B.28)

c= %“4_2% (B.29)

where Section B.4 shows that ¢ > 0. So (B.26) can be rewritten such

et (t+ At)H4 <(1+a)|ert (t)H4 +F ((K + K) At)4 (B-30)

with F' = (1 + 3% + 2% + (d + %) %) Finally, using a method similar to that of Section B.2.1, one obtains

E (Heﬂ (t+ At)H4) <(1+a)E (He] (t)H4) + 7 ((k+K) At)4 (B.31)

Similarly, one has

s

&l (t+At)H4> < (1+a)E<

& (t)H4> + P (Rt ) At)4 . (B.32)

B.2.3  Upper-bound on ‘

. (t+At)H

Using (25) and (11), one may write

@ (¢ + a0)|| =

@ (¢4 A8 = (1) + 5 (1)

< |é || + Kare. (B.33)

Using Young’s relation with a > 0, one gets

&+ At)H2 < g (t)H2 i (KdAt)Q 42

d; (t)H2 + <1 + é) (f(dAt)2 (B.34)

(j; (t)H f(dAt

<(1+a)

B.2.4  Upper-bound on ||g; (t)||and ||5; (t)]|

Consider now ||g; (¢)]|

36



()35 ) - qlu)q;-(t)))H

= (
i (( ) — G5 (t) ) (@ () — a5 (t)))

i

f: i (0 ¢+ A0 = g ¢+ AD) = (a7 (t+ A1) — g} £+ AD))

ﬁ; i (0 @+ 20— (t+an) - (;‘(t+At)—q;f(t+At)))H

i ) — i (t+At) — (g (t) —ai (t+ At)))

=3 (80— 0+ A0) — (65 0) 55 ¢+ A1)
e AD) (B.35)

In (B.35), using (B.14) and Assumption A8, one may write

N
lg: N < g (t+ At)]| + Zm” (g (¢t + At) — g ()] + llgi (¢ + At) —gi ()]

+|as ¢+ a0 g @] + llg; ¢+ a0 - @)

N
< lgi (t+ ADI+ ALY mi; (K + K +2K7)

Jj=1

< @i (¢ + AD)|| + asAt (K+k+2K*). (B.36)
Using the same steps of (B.36), it can be shown than
1G: (£ + AD)| < 117: (O[] + a: At (K e 2K*) . (B.37)
Thus, one can deduce from (B.36) and (B.37) that
lgi ()] = llgs (¢ + A0 < asst (K + K +2K7). (B.38)
From (B.38), one may write
lgi ()] = llg: (¢ + A0 | < aust (K + K +2K°)
~ . 2
(llg: @1l = lgi (¢t + A0 < (st (K + K +2K7))
— 2 — — — 2 > * 2
Ig: (¢ -+ A7 = 21g: (&)1 13 (¢ + A8) ]| + llgs DI < (st (K + K +2K"))
(B.39)

N 2
— (cutst (K + K +2K7))" +llg: OIF < = llgi (¢ + ADIP +23: Ol 3 (¢ + A0)|
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Young relation xy < i:ﬁ + %y2 with d > 1, one gets

( 5 A\2 - 2 _ 2, 1 2 _ 2
— (st (K + K +2K7)) +1lg: O < =113 (¢ + DI + 5 13 OIF + &g (¢ + AD)|

5 A\ 2 1) 2 _ 2
7(0&1’At(K+K+2K )) + (1= 5 ) 1 @1 < (d—1)llgi (¢ + Av)]
i > (1-1)
At (K + K +2K* 4 15: (O < |lgs 2, B.40
@ (o (K + K +2K7) ) aih g O < llas ¢+ 20)] (B.40)
_1
Bytakingdzl—ibwith1>b>0,0negets%:1—bandﬁ:%:
1 > * 2 — _
(1 - 5) (st (K + K +2K7)) + (1 =) g (0] < llgi (¢ + A (B.41)

Using the same steps that for ||g; (¢)||, one gets for ||5; (¢)|| the following expression:

5 (1 = lld: (t) = g5 () + kpgs ()]

l[s: (DI =

k> miy (@ (0) = s (¢4 A0) = (@ (1) = g (t+A0))

—k, Zmij ((d§ (t) — g} (t + At)) — (g} (t) —q (t+ At)))
+4i (t) — ¢i (t + At) — ¢F (t) + 47 (t + At) + 5 (t + Ab)]|
N
I5: @) < lI5: (¢ + At)[| + Zmu (llgi (t + At) —ai ()| + llai (¢ + AL) — g7 (1)]|
+|as ¢+ a0 g @) + llg; ¢+ a0 - g @)
+ [ldi (8) = ¢s (t + At)|| + 117 () — i (t + At)]]
5 @) < I5: (¢ + At)[| + At [ai (K + K+ 2K*) + 2K:;] (B.42)

In a similar way, it can be shown that

15: (£ + A < ||5: (1)]| + At [ai (K +K+ 2K*) + zK;] (B.43)

Using (B.42) and (B.43), one can deduce

[I5: (¢ + A = I5: ()] < At [as (K + K +2K") + 2K

Following the same steps from (B.39) to (B.41), one gets
1 2 > * * 2 =. 2 — 2
1-2) A [ai (K + K +2K ) + de] +(1=b) |5 O < |15 ¢t + Ab)| (B.44)

with 1 > b > 0.
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N 2 , 2
B.2.5 Upper-bound on H(j; (t+ At)H E (Hef (t+ At)H )

Using (B.21) and (B.34), one gets

s sl (0 alio] + (1+2) (s
((1+a)]E( e (t)H2> + (1+ 1) (% +x) At)z)
i () E(d )
(1+a) ( ){E( e (t ) ) +qu H (& +K) }(At)2
( ) ((K+K) Kd) (B.45)

B0 ) =ava (14 2) [z (e ] ) (5 +

§i (t+At)H2IE<

1+a

Introducing f (z,y) such that

1(e(Jol).

and B.45 can be rewritten as

+ g (t)H2 (K+ K)Q} (B.46)

issof's (e sof) sererfsol = (| o)
w1 (& (2 0f) & of) @
+<1+ ) ((KJFK)[AQ)Q(M)AIA (B.47)

. . 2
Let’s show now f (IE (Hez (t)”Q) G5 qd; (t)H < 2.« . From the CTC, one has

2
(t)H ) is bounded. From (24), one has

amkE ( eg

(t)H2) < ks [I5s (D1 + Kok 13 (0% + 7. (B.48)

Following steps described in Section B.5, one may show E (Hef (t)HZ) < Emax. Thus, E (Hef (t)HQ) is bounded and so
, . 2

/ (E(Ilez ®[°). & @] ) < Juax:

B.3  Minimum inter-event time

Let’s consider ¢t = tj’ki, where tiki correspond to the instant ¢; x, after the update of the estimate values. The left side of the
CTC ' '
2 2
Cu (8, + ) =[50 (5, + A1) + Kok 13 (8, + A0+ (B.19)

becomes using results of Section B.2 and 1 = (1 — b + b)n,
Cu (t, + A1) > (1= ) [k [[5: (65, ” + Kok llg: (¢ 17 + ] + b1
+ (1 - 7) (At)? {k [ ; (K+K+2K*) +2K§]2
+hpkg (aiAt (K + K+ 2K*))1

>(1-b)Cu(t,) + (1 - %) (A1)’ K1 + by (B.50)
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ith
" Ky = ks [ai (K+ K+ 2K*) n 21(;;]2 + kyky (aiAt (K iy g 2K*))2

In the same way, the right side of the CTC
al . 2 . 2
S i (kEIE (Heg (e, + At)H ) + kphkaE (HeJ (50, + At)H ))
j=1
N
+ 2kpke Y mi (IE (
j=1

1 . 4\ 1
+5E ( el (th, + A1) ) +5E (

becomes using results of Section B.2

Cr (tikl + At) = amMm

.. 2
G (tls, + A1)

el (thy, + At) HQ)

&l (th, + At)‘r)ﬂ

a +a>§mu (ke ([} ()] 7) + ko
i 3o (005 (e 500 [1) i )]
SR (TR (CE)]

+au [(1+ L) e (ke (B K)o b (R ) ) 20
+ 2k zm (r (= (Jezl) i o] ) canr

F((K+K)2+ (Kd+Kd)4> + <1+i)2 (& +K) Ka) ](At) )]

and since (14 a) > 1, one can upper-bound (B.53) such that

Cr (tjf,% + At) < am

))

+

Cr (tfy, + At) < (1+a)’ Cr (t)

+aM[< ) (k K+K —|—kl€M Kd+Kd)>(At)2

st S 1 ¢ )
F((K+K) +(f(d+Kd))+(1+i>2((K+K) )](At) )]

< (1+a)Cr () + R(tf,,) (AL)? + T (At)*

(t)

) a2

—+

with
R (tjkl) =anm (1 + é) o <ke (K —+ K)2 + kpkm (Kd + Kd>2>
+ 2omkpke: imi;‘f (E ( el (tj_k)H2) |45 (tfk)H2)
j=1
Q=F ((k+K)2 + (K +Kd)4) n (1+ i)Q ((k+xK) f{d)Q

where R (tjkl) is bounded such R (tjkl) < Rmax with

Runax = ant <1 n 1) (k (K n K) + ek (f(d n Kd)Q) + 20nikpk zN:mijfmax.

Jj=1
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At t = t:ki + At, the CTC is not triggering if
Cr (4, + At) < Cu (), + At) (B.58)
where (B.58) is satisfied if

(14 a)? Cr (tf},) + Rmax (A1)* + Q (A1)* < (1 —b) CL (t},,) + (1 - %) (At)? K1 + by

<yt (R = (1= 3 ) 50 (A0° 4 QA0 < (18 Cu (¢5) ~ (14 @ Ci (11,

—bn+ (Rmax - <1 - %) Kl) (A1) +Q (AN < (1+a)? <%CL (th,) — Cr (t;ki)> (B.59)

2
From (B.4), one has Cr (tj'kf) =nCy, (tj'kl) + (1 —7) kgb; ||gs (tj—m) —q; (tj'kl) H . We choose a and b such -4=% — »

(1+a)?
(1-b) _
(1+a)?
1-b)=xn(1+a)’
b=1-7(1+a) (B.60)

and

1-7(14+a)®>>0
\/l>l+a
™
1
\/j—1>a (B.61)
T

| 2

and since m < 1, @ > 0. So (B.59) becomes

—bn + (Rmax - (1 - %) K1> (At +Q (AN < — (L +a)® (1 — ) kabi || ¢ (t5,) — a7 (t14,) (B.62)

and so

(1) (1= m) kb [l (t5,) = a (¢,

[~ bn) + (3 - <1 - %) Kl) A +QA <0 (B.63)

By solving (B.63) for A as unknown, one gets

At < Tmin (B64)
with
U+ /W2 4+ 4QI11
Tmin = +—w (B65)
2T
v — (1 - %) K1 — Runa (B.66)

1= by — (14 @) (1 — ) kgbi ||ds (¢5,) — i (65,

where IT > 0 since (51) and a chosen such \/; — 1> a > 0. Remark II is also bounded as

T<by—4(1+a)®(1—7)kebiGrax- (B.67)

Moreover, since @ > 0, ¥ + /W2 4 411Q > 0 for all values of ¥, s0 Tmin exists and is positive.

From (B.64), we deduce than for ¢ > ¢; i, ,the CTC is not triggering since ¢ < t; x, + At. Thus, we can conclude that

Lisky+1 — tik; 2 Tmin (B.68)
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B.4  Calculation of coefficient ¢, d, f

We want to determine potential values of ¢, d and f satisfying 1 4+ 3¢ + 2d + (d + é) f=(1+a). Thus

1+3c+2d+ (d-i—l)f:(l-&-a)

d
3ed +2d° + (d* + 1) f = da
& (f+2)+d@Bc—a)+f=0 (B.69)

We solve(B.69) using d as the unknown by calculating the discriminant
Ag=Bc—a)’ —4Af (f+2) (B.70)
and choose the value to have Ay =0

(B3c—a)’ —4f(f+2)=0
(Bc—a)’ =4f (£ +2)

and to find the smallest ¢, we choose

a—3c=2\/f(f+2)

_a-2/f(f+2)
)
_—Bc—a)
d= 2(f+2)
7—(0,—2 f(f+2)—a)
B 2(f+2)
_ | f
= 7f+2 (B.72)
and since ¢ > 0
c>0
a—2 f(f+2)>0
3
a>2\/f(f+2)
2
a 2
Z>'f +2f
a2
O>f2+2f’Z (B.73)
we solve it and obtain
and we choose so
f:1+_2+7 \/24+‘12 (B.75)
_ | f
d= ﬁ (B.76)
CZ%M (B.77)
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B.5 Bound on E <‘

o)

aMkeE < 6]

The CTC imposes that

O ) < kst @50+ hokag? 03 (0) 40

Since 3; (t) and g; (¢) are perfectly known by Agent ¢, one may write

ZaMkIE(

Using the Young relation zy < haz +3 hy? with h > 0, one gets

|5 =
2 .
— 2k, E'"'5;

= ||s:®

<1+ )Hszﬂ +(1+h)k||E

In the same way, one gets

I < (14 5 ) ol + 1+ )

with f > 0. Then (B.79) becomes

N
ZaMkeIE (
=1

ot H)Si B((145) I OF + 0+ miz[2])
iv:kpk]E((hL )Hgl()” +(1+ ) HE@

)

In (B.82),

IN
&=

IA IA
: =
M2 h N
2 MR
R
3
sm
=
(V]
N———

H ) ZE (k 5i 5i (t) + kpkogi (t)gi (t) + n) )

e

< ZN;E (v (1+ %) It (1P + Kok (1 45 ) o OIF ) + N

(B.78)

(B.79)

(B.80)

(B.81)

(B.82)

(B.83)



Thus

ZaMkE(H o) < ZE(( o) I O + Ky (145 )l OIF ) + 1
o)
(t)H2> < ix& (k (1 + %) ls: (DI + kykg (1 + %) lg: (t)||2> + Ny

N
+ (14 h) kpks + kpkg (1+ £)) > amE <

N
Z amKAE ( e’
i—1

(B.84)

where K4 = (ke — ((1+ h) kpks + kpkg (14 f))). We desire take f and h such that K4 > 0. Remind ke = kskj + kgkp + I;—g

k2
and b; < kk’;ﬁ 50 ke > kskj + 2kgky, + 72. Thus

k2
Ka > kokl + 2kgky, + k—g — ((1+ h) kpks + kgkyp (1 + £))

k2
Ka > 35 = (hkphs + koky (f = 1))

S

2
Thus, by taking f < 1 and h < %, the right-hand side of (B.85) is strictly positive and so K4 > 0.
23

Go back to (B.84). Let define \,,27x < 27 M;z. Using ),, and (B.84), one may writte

ﬁ;aMKAE< i (t)H2> B <§: (siT () Miss (1) % + kg (1 + %) lg: (t)||2>> + Ny

Let’s study now ||g:||>. Using (A.64), one has

N . N[N N )
Zgi gi = Z |:2 szilmzj |:||7"ij -
i=1

i=1 =1 j=1

s =il

Since Mmin = min mi; # 0),
i,j:l...N( 4 70)

e me; [HW — i1 lrie = il = ||res — Tefj”ﬂ

“E‘{z
M=

Mumin Z gi 9i S

=1 j=1
N N N N N N N
1 * 2 * (12
Mmin Zgl gi < B) Zzzmiémijméj Hﬁ‘j - Tin ZZ E Mmiemimuj [|rie — il
i=1 i=1£=1 j=1 i=1 £=1 j=1

.2
miemijma; ||re; — ri; ||

“E‘ql
M=
-

s
Il
—
o~
Il
-
~
Il
-

2

Mmin Z gi 9i <

N
*
E MMM j ”Tij —Tij

uMz

N
1
Mg 5Me HTU - TZJ H 5 Z

“E‘{z
M=
Mz

.
Il
=
o~
Il
—
<.
Il
=

M-

.
magmigmg ||ri; — ;||

ol

* |2

miemigme; ||ri; —

i
NERINGE
i

MHZ
M=

N
T
Mmin Zgi g9 < 2
i=1

<
Il
—
o~
Il
-
<
Il
—

Since mge = 0 if £ ¢ N, one gets

N N N

Z Z Z MMy Mey ”h‘j -

i=1 ¢=1 j=1

N N

112
=2 2 mied g ||ry = vl |
i=1LeN;

j=1
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(B.85)

(B.86)

(B.87)

(B.88)



AS Mmax = max; j=1..N (Ms;) and Nmax = max;—1...n (N;). One may write

N N N
Zzzm 213515 | Tig — Tz]” < Z Z mmdxzng |Tz] T’Lj”
i=1 £=1 j=1 i=1LEN;
N N N
Z Z Z M0 Ne 5 H’f'ij - T;j H2 < NmaxMmax Z Z mij ”Tij - TZj ||2 (B.89)
i=1 ¢=1 j=1 =1 j=1
and so
Mmin Z g; gi S < Nmaxmmax Z Z mz] |r2] T'LJ H
i=1 j=1
Zgz g < NmaxtTimax p g )
mn’lll’)
Mmin T _.
Nt Zgi g: < P(q,t) (B.90)

i=1
Using (B.90), (B.86) becomes

o) e (3 (b omam (U5) )« (452 () frrn) o

< KgE <Z (%&T (t) Misi (t)) + %P(‘L t)) + Nnp

=1

N
Z aMKAE ( e]
i=1

where Kp = max <2<1;~:;) 4N"‘"‘xm"‘axk (1 + %)) . From (A.lg)7 one has V' (t) =E (Zi\;l [%SZT (t) M;s; (t)] + %P (q7 t)) .

M min
Thus

N . 2
3" amKaE ( e (t)H ) < KV () + Np (B.91)
i=1
2
an KAE ( el (t )H ) < KpV (t) + Nn. (B.92)
From (A.60), one has V (t) <V (0) + & [Diax + ). So
V(0)+ ¥ [DZ.x N
( ¢ (t H ) (0) + 5 [Dma +1]] + N (B.93)
amKa

So E (Hef (t)||2> is bound using constant parameters, independently of the instant ¢.
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