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Abstract. In collaboration with the Civil Hospitals of Lyon, we aim to
develop a ”transparent” classification system for medical purposes. To
do so, we need clear definitions and operational criteria to determine
what is a ”transparent” classification system in our context. However,
the term ”transparency” is often left undefined in the literature, and
there is a lack of operational criteria allowing to check whether a given
algorithm deserves to be called ”transparent” or not. Therefore, in this
paper, we propose a definition of ”transparency” for classification sys-
tems in medical contexts. We also propose several operational criteria
to evaluate whether a classification system can be considered ”transpar-
ent”. We apply these operational criteria to evaluate the ”transparency”
of several well-known classification systems.

Keywords: Explainable AI · Transparency of Algorithms · Health Information
Systems · Multi-label Classification

1 Introduction

In collaboration with the Civil Hospitals of Lyon (HCL), in France, we aimed
to develop and to propose decision support systems corresponding to the clin-
icians’ needs. In 2018, the HCL received more than one million patients for
medical consultations. Therefore, the decision has been made to build a decision
support system focused on supporting physicians during their medical consul-
tations. After some observations and analyses of medical consultations in the
endocrinology department of the HCL [31], we drew two conclusions: physicians
mainly need data on patients to reach diagnoses, and getting these data from
their information system is quite time-consuming for physicians during consul-
tations. To reduce physicians’ workload, we decided to support them by using
a classification system learning which data on patients physicians need in which
circumstance. By doing this, we should be able to anticipate and provide the
data that physicians will need at the beginning of their future consultations.
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This can be formalized as a multi-label classification problem, as presented in
Table 1 with fictitious data.

In this paper, a ”classification system” refers to the combination of a ”learn-
ing algorithm” and the ”type of classifier” produced by this learning algorithm.
For example, a classification system based on decision trees can use a learning
system such as C4.5 [30], the type of classifier produced by this learning system
being a decision-tree. This distinction is necessary because a learning algorithm
and a classifier produced by this learning algorithm are not used in the same
way and do not perform the same functions.

X: data known on patient Y : data on patient needed by physician

Sex Age BMI Disease HbA1c Blood Sugar HDL LDL Creatinine Microalbumin

♀ 42 34.23 DT2 1 1 0 0 0 0
♂ 52 27.15 HChol 0 0 1 1 0 0
♂ 24 21.12 DT1 1 1 0 0 1 1
♀ 67 26.22 HChol 0 0 1 1 0 0

Table 1. Example of multi-label dataset based on our practical case

However, in the case of clinical decision support systems (CDSSs), a well-
known problem is the lack of acceptability of support systems by clinicians [5,
19]. More than being performant, a CDSS has first to be accepted by clinicians,
and ”transparent” support systems are arguably more accepted by clinicians [22,
33]. Mainly because ”transparency” allows clinicians to better understand the
proposals of CDSSs and minimize the risk of misinterpretation. Following these
results, we posit that the ”transparency” of support systems is a way to improve
the ”acceptability” of CDSSs by clinicians.

In the literature, one can find several definition of the concept of ”trans-
parency”: ”giving explanations of results” [9, 10, 15, 20, 26, 28, 33, 36], ”having a
reasoning process comprehensible and interpretable by users” [1, 11, 12, 24, 27,
34], ”being able to trace-back all data used in the process” [2–4, 16, 40], but also
”being able to take into account feedbacks of users” [7, 40]. Individually, each of
the above definitions highlights an aspect of the concept of ”transparency” of
classification systems, but do not capture all aspects of ”transparent” classifi-
cation systems in our context. In addition, definitions are abstract descriptions
of concepts and there is a lack of operational criteria, in the sense of concrete
properties one can verify in practice, to determine whether a given algorithm
deserves to be called ”transparent” or not.

The main objective of this paper is to propose a definition of transparency,
and a set of operational criteria, applicable to classification systems in a medical
context. These operational criteria should allow us to determine which classifi-
cation system is ”transparent” for users in our use case. Let us specify that, in
this paper, the term ”users” refers to physicians.
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In section 2 we detail the definition and operational criteria we propose to
evaluate the transparency of classification systems. In section 3, based to our
definition of transparency, we explain why we choose a version of the naive
bayes algorithm to handle our practical case. We briefly conclude in section 4,
with a discussion on the use of an evaluation of ”transparency” for practical use
cases.

2 Definition of a ”transparent” classification system

Even though the concept of algorithm ”transparency” is as old as recommenda-
tion systems, the emergence and the ubiquity of ”black-box” learning algorithms
nowadays, such as neural networks, put ”transparency” of algorithms back in
the limelight [14]. As detailed in section 1, numerous definitions have been given
to the concept of ”transparency” of classification systems, and there is a lack of
operational criteria to determine whether a given algorithm deserves to be called
”transparent” or not.

In this paper, we propose the definition below, based on definitions of ”trans-
parency” in the literature. Let us recall that our aim here is to propose a defi-
nition, and operational criteria, of what we called a ”transparent” classification
system in a medical context with a user-centered point-of-view.

Definition 1. A classification system is considered to be ”transparent” if, and
only if:

– the classification system is understandable
– the type of classifier and learning system used are interpretable
– results produced are traceable
– classifiers used are revisable

2.1 Understandability of the classification system

Although transparency is often defined as ”giving explanations of results”, sev-
eral authors have highlighted that these explanations must be ”understandable”,
or ”comprehensible”, by users [12, 26, 33]. As proposed by Montavon [28], the fact
that something is ”understandable” by users can be defined as its belonging to
a domain that human beings can make sense of.

However, we need an operational criterion to be sure that users can make
sense of what we will provide them. In our case, users being physicians, we can
consider that users can make sense of anything they have studied during their
medical training. Therefore, we define as ”understandable” anything based on
notions/concepts included in the school curriculum of all potential users. Based
on this operational criterion, we propose the definition below of what we call an
”understandable” classification systems.

Definition 2. A classification system is considered to be understandable by
users if, and only if, each of its aspects is based on notions/concepts included in
the school curriculum of all potential users.
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Let us consider a classification system based on a set C of notions/concepts,
and a set S of notions/concepts included in the school curriculum of all potential
users, such than S ∩C can be empty. Defined like this, the ”understandability”
of a classification system is a continuum extending from S∩C = ∅ to S∩C = C.

2.2 Interpretability of classifiers and learning system

According to Spagnolli [34], the aim of being ”transparent” is to ensure that users
are in a position to make informed decisions, without bias, based on the results
of the system. A classification system only ”understandable” does not prevent
misinterpretations of its results or misinformed decisions by users. Therefore, to
be considered ”transparent” a classification system must also be ”interpretable”
by users. The criterion of ”interpretability” is even more important when applied
to sensitive issues like those involved in medical matters. But what could be
operational criteria to establish whether a classification system is ”interpretable”
or not by users?

Let us look at the standard example of a classification system dedicated to
picture classification [17]. In practice, the user will use the classifier produced
by the learning algorithm and not directly the learning algorithm. Therefore,
if the user gives a picture of an animal to the classifier and the classifier says
”it’s a human”, then the user can legitimately ask ”Why did you give me this
result?” [33]. Here, we have two possibilities: the classifier provides a good clas-
sification and the user wants to better understand the reasons underlying this
classification, or the classifier provides a wrong classification and the user wants
to understand why the classifier didn’t provide the right classification.

In the first case, the user can expect ”understandable” explanations on the
reasoning process that conducted to a specific result. Depending on the classifier
used, explanations can take different forms such as ”because it has clothes, hair
and no claws” or ”because the picture is similar to these others pictures of hu-
mans”. In addition, to prevent misinterpretations, the user can also legitimately
wonder ”To what extent can I trust this classification?” and expect the classifier
to give the risk of error of this result.

In the second case, the user needs to have access to an understandable ver-
sion of the general process of the classifier and not only the reasoning process
that conducts to the classification. This allows the user to understand under
which conditions the classifier can produce wrong classifications. In addition,
the user can legitimately wonder ”To what extent can I trust this classifier in
general?”. To answer this question, the classifier must be able to provide general
performances rates such as its error rate, its precision, its sensitivity and its
specificity.

Based on all the above aspects, we are now able to propose the following def-
inition of the ”interpretability” of the type of classifier used in the classification
system.

Definition 3. A type of classifier is considered to be ”interpretable” by users if,
and only if, it is able to provide to users:
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– understandable explanations of results, including :
• the reasoning process that conducts to results
• the risk of error of results

– an understandable version of its general process
– its global error, precision, sensitivity and specificity rates

Nevertheless, although the classifier can answer the question ”Why this re-
sult?”, it will not be able to answer if the user asks, still to prevent a potential
misinterpretation, ”How the process of classification have been built? Where
does it come from?”. Only the learning algorithm used by the classification sys-
tem can be able to bring elements of a response to users because the function
of the learning system is to build classifiers, whereas the function of classifiers is
to classify.

Therefore, a ”transparent” classification system must be based on a type
of classifier ”interpretable”, as defined in Definition 3, but it must also use an
”interpretable” learning algorithm, still to ensure that users are in a position to
make informed decisions. A first way to establish whether a learning algorithm
is ”interpretable” could be to evaluate if users can easily reproduce the pro-
cess of the algorithm. However, evaluating ”interpretability” in this way would
be tedious for users. We have then to establish operational criteria of learning
algorithms that can contribute to its ”interpretability” by users.

First, the more linear it is, the more reproducible it is by users. However,
linearity alone is not enough to allow ”interpretability”. For example, this is the
case if the various steps of the algorithm fail to be understandable by users or
if branching and ending conditions are not understandable by users. Accord-
ingly, we proposed the following definition of the ”interpretability” of a learning
algorithm.

Definition 4. A learning algorithm is considered to be ”interpretable” by users
if, and only if it has:

– a process as linear as possible
– understandable steps
– understandable branching and ending conditions

The use of concept such as ”possibility” of the algorithm implies that we
cannot tell that a learning algorithm is absolutely ”interpretable”. By corollary,
the assessment algorithm’s ”interpretability” is quite subjective and dependent
on what we consider as ”possible” in terms of linearity for an learning algorithm.

2.3 Traceability of results

Another aspect we have to take into account is the capacity to traceback data
used to produce a specific classification. As introduced by Hedbom [18], a user
has the right to know which of her/his personal data are used in a classification
system, but also how and why. This is all the more true in medical contexts,
where the data used are sensitive.
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The ”understandability” and ”interpretability” criteria alone are not enough
to ensure the ability to traceback the operations and data used to produce a
given result. For example, let us suppose we have a perfectly understandable and
interpretable classification system, if this system does some operations randomly,
it becomes difficult to traceback operations made from a given result.

By contrast, if a classification system is totally ”understandable” and ”inter-
pretable”, the determinism of classifiers and the learning system is a necessary
and sufficient condition to allow ”traceability”. We can then propose the follow-
ing definition of the traceability of results.

Definition 5. The results of a classification system are considered to be ”trace-
able” if, and only if, the learning system and the type of classifier used have a
non-stochastic process.

2.4 Revisability of classifiers

Lastly, the concept of ”transparency” can be associated with the possibility for
users to make feedbacks to the classification system to improve future results [40].
When a classification system allows users to make feedbacks that are taken into
account, this classification system appears less as a ”black-box” system to users.

For example, in the medical context, Caruana et al. [7] have reported that
physicians had a better appreciation of a rule-based classifier than of a neural
network, in the case of predicting pneumonia risk and hospital readmission. This
is despite the fact that neural network had better results than the rule-based
classifier. According to the authors, the possibility to modify directly wrong rules
of the classifier played a crucial role in the preference of physicians.

However, not all classifiers can be directly modified by users. Another way
to take account of users’ feedbacks is to use continuous learning algorithms (or
online learning). The majority of learning algorithms are offline algorithms, but
all can be modified, more or less easily, to become online learning algorithms.
In that case, the classifier is considered to be partly ”revisable”. We then ob-
tain the following definition of ”revisability” of the type of classifier used by a
classification system.

Definition 6. A type of classifier used by a classification system is considered
to be ”revisable” by users if, and only if, users can directly modify the classifier’s
process or, at least, the learning algorithm can easily become an online learning
algorithm.

3 Evaluation of different classification systems

In this section, we use the operational criteria we have established in section 2
to evaluate the degree of ”transparency” of several well-known classification
systems. With this evaluation, we aim to determine whether one of these clas-
sification systems can be used in our use case, from a ”transparency” point of
view.
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We also evaluate the performances of these algorithms on datasets similar to
our use case, to evaluate the cost of using a ”transparent” alogrithm in terms of
performances.

3.1 ”Transparency” evaluation

Our evaluation of ”transparency” has been made on six different classification
systems. The BPMLL algorithm (based on artificial neural networks) [42], the
MLkNN algorithm (based on k-Nearest Neighbors) [41], the Naive Bayes algo-
rithm (producing probability-based classifiers) [23], the C4.5 algorithm (produc-
ing decision-tree classifiers) [30], the RIPPER algorithm (producing rule-based
classifiers) [8] and the SMO algorithm (producing SVM classifiers) [29, 25].

Fig. 1 displays a summary of the following evaluation of our different classi-
fication systems. Due to their similarities in terms of ”transparency”, C4.5 and
RIPPER algorithms have been considered as the same entity.

Understandable? Interpretable? Traceable? Revisable?

Not at all

Not really

Yes, Partly

Yes, Totally

BPMLL MLkNN Naive Bayes

C4.5 or RIPPER SMO

Fig. 1. Graphical representation of the potential ”transparency” of different classifica-
tion systems according to our operational criteria.

Let us start with the evaluation of a classification system based on the
BPMLL algorithm [42] (red circles in Fig. 1). The BPMLL algorithm is based
on a neural network and neural networks are based on notions/concepts that
are not included in the school curriculum of users such as back-propagation and
activation functions. Therefore, the steps of the BPMLL algorithm, as well as its
branching/ending conditions, cannot be considered to be ”understandable” by
users. In addition, the learning process of neural networks is not what might be
called a linear process. Accordingly, we cannot consider this classification system
to be ”understandable” and ”interpretable” by users. However, neural networks
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are generally determinist but, due to their low ”understandability”, they can
only be considered to be partly ”traceable”. Finally, concerning the ”revisabil-
ity” of such a classification system, users cannot directly modify a wrong part of
the classifier process and neural networks are not really adapted to continuous
learning due to the vanishing gradient problem [21].

The ML-KNN algorithm [41] (violet diamonds in Fig. 1) is considered to be
fully ”understandable” because it is based on notions like distances and probabil-
ities. Classifiers produced by the ML-KNN algorithm can produce explanations
such as ”x is similar to this other example”. However, due to nested loops and
advanced use of probabilities, the learning algorithm does not fit our criteria
of ”interpretable”. In addition, the k-Nearest Neighbors algorithm [13], used by
ML-KNN, is generally not determinist which makes the classification system not
”traceable”. Nevertheless, although classifiers produced by the ML-KNN algo-
rithm cannot be directly modified by users, ML-KNN can easily be modified to
become online learning. Consequently, it is partly ”revisable”.

The Naive Bayes algorithm [23] (green squares in Fig. 1) is considered to be
fully ”understandable” because, in our context, probabilities and the Bayes theo-
rem are included in the school curriculum of all potential users. The Naive Bayes
algorithm is also quite linear and all its steps, as well as its branching/ending
conditions, are ”understandable”. Accordingly, the Naive Bayes algorithm is
considered to be fully ”interpretable” by users. In addition, the Naive Bayes al-
gorithm is fully determinist, so considered to be fully ”traceable”. Lastly, users
cannot easily modify the classifier, because its a set of probabilities, but the Naive
Bayes algorithm can update these probabilities with users’ feedbacks, becoming
an online learning algorithm. The Naive Bayes algorithm is then considered to
be partly ”revisable”.

The C4.5 and RIPPER algorithms are considered to be partly ”understand-
able” because, even though decision trees or rulesets are notions fully ”under-
standable” by users, these two learning algorithms are based on the notion of
Shannon’s entropy [32], a notion that is not included into the school curricu-
lum of all potential users. With the same logic, even though decision trees or
rulesets are fully ”interpretable” classifiers, these learning algorithms are quite
linear but their steps and branching/ending are not ”understandable” by users
because based on Shannon’s entropy. The only difference between C4.5 and RIP-
PER could be on the linearity of their learning algorithm, because RIPPER may
be considered to be less linear than C4.5, so less ”interpretable”. Accordingly,
C4.5 and RIPPER are considered to be partly ”interpretable” by users. In addi-
tion, the C4.5 and RIPPER algorithms are determinists, so fully traceable, and
they are considered to be fully ”revisable”, because users can modify directly
classifiers such as decision trees or rulesets.

Lastly, concerning the SMO algorithm, it is mainly based on mathematical
notions, such as a combination of functions, that are not necessarily included in
the school curriculum of all potential users. The SMO algorithm is not considered
to be really ”understandable” and ”interpretable” by users. The SMO algorithm
is determinist but, due to its low ”interpertability” it could be more diffcult to
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traceback its results. It is then considered to be partly ”traceable”. In addition,
the SMO algorithm can become online [35], but not as easily as ML-kNN or Naive
Bayes algorithms (for example), it is not considered to be really ”revisable”.

Consequently, if we start from the classification system with less operational
criteria of ”transparency” checked, to the classification system with a majority
of operational criteria checked, we obtain: BPMLL, SMO, MLkNN, RIPPER,
C4.5 and Naive Bayes. Accordingly, a classification system based on the Naive
Bayes algorithm can be considered as the best alternative, from a ”transparency”
perspective, to treat our medical use case.

3.2 Naive Bayes algorithm for multi-label classification

As developed in section 3.1, the Naive Bayes algorithm can be considered to
be ”transparent” according to our operational criteria. A common way to apply
a one-label classification system to a multi-label classification problem, like in
our case, is to use the meta-learning algorithm RAkEL [37]. However, the use of
RAkEL, which is stochastic and combine several classifiers, makes classification
systems less ”interpretable” and ”traceable”. We proposed then a version of the
Naive Bayes algorithm, developed in Algorithm 1, to treat directly multi-label
classification problems staying as ”transparent” as possible.

Algorithm 1: A Naive Bayes algorithm for multi-label classification

Data: a learning dataset I, a set of variables X and a set of labels Y
Result: sets of approximated probabilities PY and PX|Y

// Computing subsets of numerical variables

1 foreach variable X ∈ X do
2 Discretize domain of X according to its values in I

// Counting occurences of Y and X ∩ Y
3 foreach instance I ∈ I do
4 foreach label Y ∈ Y do
5 yI ← value of Y for instance I
6 Increment by one the number of occurences of Y = yI
7 foreach variable X ∈ X do
8 tIX ← the subset of X corresponding to its value in instance I

9 Increment by one the number of occurences of Y = yI ∩X = tIX

10 Compute probabilities PY and PX|Y from computed number of occurences

11 return PY and PX|Y

To treat numerical variables, the first step of our algorithm is to discretize
these numerical variables into several subsets (Algorithm 1, line 2). Discretizing
numerical variables allows us to treat them as nominal variables. For each in-
stance of the learning dataset, we get the subset corresponding to the value of
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each variable for the instance (Algorithm 1, line 8). Then, our algorithm counts
occurences of each value of label and variables, and computes their frequency of
occurence.

To discretize numerical variables, we first decided to use the fuzzy c-means
clustering algorithm [6]. The fuzzy c-means allows to determine an ”interpretable”
set of subsets TX of a variable X based on the distribution of observed values in
this variable domain. Therefore, the subset t corresponding to a new value x ∈ X
is the subset t ∈ TX with the highest membership degree µt(x) (Equation 1).

tX ← arg max
t∈TX

µt(x) (1)

However, we see here that the use of the fuzzy c-means algorithm requires
introducing new concepts such as fuzzy sets, membership functions and mem-
bership degrees [39]. These concepts are not included into the school curriculum
of users, reducing the ”transparency” of the classification systems.

Therefore, we propose to use another discretizing method, more ”transpar-
ent”. This method, inspired by histograms, consists in splitting the variable do-
main into n subsets of equal size. Therefore, the subset t corresponding to a new
value x ∈ X is the subset t ∈ TX such as min(t) ≤ x < max(t). This method
was preferred due to its simplicity and its potential better ”transparency”.

3.3 The search for a right balance between performances and
transparency

Now that we have evaluated the ”transparency” of several classifier systems,
and we have identified the Naive Bayes algorithm as the most ”transparent”
alternative in our context, a question still remains: Does ”transparency” have a
cost in terms of performances?

To answer this question we evaluated classifiers presented at the beginning of
this section on performance criteria for different well-known multi-label datasets
and a dataset named consultations corresponding to our use case. Table 1 is an
example based on this dataset. Currently, our dataset contains 50 instances with
4 features (patients’ age, sex, BMI and disease) and 18 labels corresponding to
data potentially needed by endocrinologists during consultations.

Our aim in this sub-section is to determine if the use of our version of the
Naive Bayes algorithm offers suitable performances in our use case. If this is not
the case, we won’t have the choice but to envisage using a less ”transparent”
algorithm if it offers better performances.

These evaluations were made by using the Java library Mulan [38], which al-
lowed to use several learning systems and cross-validation metrics. The program
to reproduce these evaluations can be found on the GitLab of the LAMSADE4.

Fig. 2 shows the distribution of macro-averaged F-measures of classifier sys-
tems computed for different multi-label datasets. The F-measure is a harmonic
mean of the precision and the recall of evaluated classification systems. These

4 https://git.lamsade.fr/a richard/transparent-performances
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Fig. 2. Distribution of macro-averaged F-measures of several multi-label classification
systems for different datasets. Results obtained by cross-validation.

results have been obtained by cross-validation. Classification systems have been
ordered by their degree of ”transparency” according to the definition developed
in section 2. Green for the most ”transparent”, red for the less ”transparent”.
Although a macro-averaged F-measure alone does not allow a precise evaluation,
it allows us to have an overview of classification systems’ performances.

We can see that the most ”transparent” classification systems (greenest
squares in Fig. 2) are not necessarily offering the worst performances. We can
also see that, in some cases, ”transparent” classification systems can offer per-
formances close to the performances of the less ”transparent” ones. In our case,
represented by the consultations dataset, although the BPMLL algorithm offers
the best F-Measure with 0.57, we can see that our version of the Naive Bayes
algorithm (HistBayes) offers a quite close F-Measure with 0.53. Note that these
results have to be nuanced by the small size of our dataset.

4 Discussion

As introduced in section 2, the definition and operational criteria of ”trans-
parency” we proposed are centered on our use case: classification systems in
medical contexts. Because this context is sensitive, we had to establish clear op-
erational criteria of what we called a ”transparent” classification system. Based
on these definitions we have been able to determine what kind of classification
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system we must use in priority. Besides, we can suppose that the operational
criteria we proposed can be used to evaluate the ”transparency” of healthcare
information systems in general. It would also be interesting to establish opera-
tional criteria of ”transparent” systems in other contexts than medicine and to
compare these operational criteria.

However, these definitions and operational criteria have their limitations.
First, they are mainly based on our definitions of ”transparency” and on our un-
derstanding of the medical context(as computer scientist and engineers). Conse-
quently, they are not exhaustive and can be improved. And secondly, operational
criteria were chosen to be easily evaluated without creating additional workload
to clinicians, but it could be interesting to integrate them in the evaluation pro-
cess. For example, the ”understandability” of provided explanations could be
evaluated directly in practice by clinicians.

Nevertheless, we claim that establishing clear operational criteria of ”trans-
parency” can be useful for decision-makers to determine which systems or al-
gorithm is more relevant in which context. These operational criteria of ”trans-
parency” must be balanced with performance criteria. Depending on the use
case, performances could be more important than ”transparency”. In our case,
the medical context requires to be as ”transparent” as possible. Fortunately,
as developed in sub-section 3.3, in our case being ”transparent” had not a lot
of impact on performances and did not implies the use of a less ”transparent”
classification system with better performances.
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