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2Université de Strasbourg, CNRS, EOST, IPGS UMR 7516, Strasbourg, France

Accepted 2020 April 11. Received 2020 April 6; in original form 2019 May 15

S U M M A R Y
The rotational motions of the internal Earth layers induce resonances in the Earth nutations and
tidal gravimetric response to external luni-solar gravitational forcings. The characterization of
these resonances is a mean of investigating the deep Earth properties since their amplitudes
and frequencies depend on a few fundamental geophysical parameters. In this work, we focus
on the determination of the free core nutation and free inner core nutation periods and quality
factors from the Bayesian inversion of VLBI and gravimetric data. We make a joint inversion
of data from both techniques and show that, even if the results are only slightly different from
the inversion of VLBI data alone, such approach may be valuable in the future if the accuracy
of gravimetric data increases. We also briefly discuss the polar motion resonance, which is
related to the Chandler Wobble as seen from the diurnal frequency band. Our overall estimates
of the FCN period and quality factor, TFCN = (−430.2, −429.8) solar days and QFCN = (15 700,
16 700), respectively, are in good agreement with other studies, albeit slightly different for
unclear reasons. Despite some concerns about the detection and characterization of the FICN,
it seems that we could also successfully estimate its period, TFICN = (+600, +1300) solar
days, and give a loose estimate of the upper bound on its quality factor.

Key words: Core; Earth rotation variations; Time variable gravity; Joint inversion.

1 I N T RO D U C T I O N

1.1 Earth rotational eigenmodes, forced nutations and
resonances

The Earth internal structure and the external forcings exerted on it
jointly determine the Earth rotational motions. The external forc-
ings of astronomical origin are already well-known whereas some
of the geophysical properties of the deep Earth remain largely un-
determined. Studying the rotation of the Earth is thereby one of the
few ways of filling this knowledge gap.

The three main layers of the solid Earth, namely the mantle, the
fluid outer core and the solid inner core, rotate with some degrees
of freedom relative to each others. Their rotation gives rise to four
rotational eigenmodes which are the Chandler Wobble (CW), the
Free Core Nutation (FCN), the Free Inner Core Nutation (FICN)
and the Inner Core Wobble (ICW). Along with the forced annual
oscillation, the CW is the main component of the polar motion,
the movement of the Earth rotation axis relative to the mantle; its
period is close to 14 months in the Terrestrial rotating Reference
Frame (TRF). The FCN and FICN are, respectively, retrograde and

prograde nutational motions of the Earth rotation axis relative to
the Celestial non-rotating Reference Frame (CRF). In the CRF, the
FCN period is close to −430 mean solar days (with the convention
‘negative retrograde periods’) whereas the value of the FICN period
is still debated (see Section 1.3). In the TRF, the FCN translates into
a Nearly Diurnal Free Wobble (NDFW), a retrograde motion of
the instantaneous rotation axis around the Earth figure axis. The
NDFW has an amplitude about 430 times smaller than the FCN,
following the ratio between the FCN and NDFW respective periods.
Similarly, the FICN also translates into a nearly diurnal retrograde
wobble in the TRF. The ICW, CW of the solid inner core, has yet to
be irrefutably observed and we will have no concern with it in this
work.

When forces are exerted on the Earth at frequencies close to its
rotational eigenmodes frequencies, resonances appear. As demon-
strated by Melchior & Georis (1968), there are simple mathematical
relations between the frequencies and amplitudes of tidal waves and
nutations, as both are different aspects of the Earth response to the
same luni-solar perturbing potential. Thus, we can theoretically ob-
serve the resonances due to the Earth internal layers in both nearly
diurnal tidal waves (in the TRF) and long periodic nutations (in
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the CRF). For the same reason, the theoretical study of the FCN or
NDFW is tightly related to Earth tides studies.

The periods and amplitudes of these resonances are closely re-
lated to the parameters of the rotational eigenmodes which them-
selves depend on a few fundamental geophysical parameters. The
whole Earth, core–mantle boundary (CMB) and inner core–outer
core boundary (ICB) flattenings, a set of compliance parameters and
the magnetic or topographic couplings between the Earth layers are
some examples. That is why the characterization of the resonances
can be so insightful in global geodynamic studies.

Astrometric and geophysical observations provide time-series for
the Earth nutations and solid Earth tides, respectively. In particu-
lar, the data used when studying the Earth rotational eigenmodes
and resonances come mostly from two techniques: the very long
baseline interferometry (VLBI) and surface gravimetry using super-
conducting gravimeters (SGs) worldwide. These techniques yield
independent data sets which have been both used successfully to
characterize the resonance associated with the FCN (Section 1.2).
The joint inversion of VLBI and gravimetric data had yet to be done,
however. This is one of the main contribution of this work.

The next sections of this introduction provide an overview of the
key contributions in the study of the rotation of the Earth. We remind
the distant origin of some questions that are still open to this day and
emphasize some erroneous approximations or hasty interpretations
that we should now take care to avoid. Then, we describe in Section 2
the theoretical framework we use in the present study. We define
the frequencies, periods and quality factors appearing in the transfer
functions for the Earth rotation axis motion and the tidal gravimetric
factor, and discuss the key points of such a formalism. In Section 3,
we briefly describe the main ideas behind the Bayesian inversion.
The VLBI and gravimetric data are introduced in Section 4. The
synthetic tests in Section 5 are an important part of this work. We
rely on various inversions of synthetic data to empirically assess the
reliability and accuracy of the Bayesian inversion. The results of the
Bayesian inversion of VLBI and gravimetric data, either separately
or jointly, are described in Section 6. Finally, we discuss the overall
validity of our results and their limitations, especially regarding the
FICN, in Section 7.

1.2 Past theoretical developments and observations

The pioneering studies on the influence of the fluid core on Earth
rotational dynamics date back to the eighteenth century (Hopkins
1839; Hough 1895; Sludskii 1896; Poincaré 1910) but for the sake of
brevity, we will focus on modern developments directly relevant to
this work. For the reader interested in pre-1980s studies, Rochester
(1973), Toomre (1974), Rochester et al. (1974) and Melchior (1980)
offer insightful reviews of the theory and observing attempts of the
FCN at that time and provide clarifications on its essence.

In 1980, the International Astronomical Union (IAU) was relying
on the linear momentum description and normal mode expansion of
Wahr (1981a, c) for the computation of the reference nutation model
parameters. As an alternative nutation theory, Sasao et al. (1980)
developed an approachable and flexible framework using the angular
momentum description (similar to the Euler-Liouville equations).
Many subsequent works have been built upon this theory, including
the current nutation reference model (MHB2000 from Mathews
et al. 2002) of the IAU and the International Union of Geodesy and
Geophysics.

In parallel to these theoretical studies, many authors have at-
tempted to observe and characterize the resonance associated with

the FCN. One of the first recognized observation of the FCN in nuta-
tions amplitudes derived from VLBI analysis was made by Herring
et al. (1986). Their observation was actually a modification to Wahr
(1981b) reference values and an upper bound on the FCN amplitude,
but it was the first attempt to do ‘Geodesy by Radio Astronomy’
and to probe the CMB with VLBI data (Gwinn et al. 1986). In
gravimetry, one of the first attempts to detect the NDFW is the work
of Lecolazet & Steinmetz (1974) who used data from a gravimeter
in Strasbourg (France). Using their own analytical model to invert
tidal gravity data from six superconducting gravimeters in central
Europe, Neuberg et al. (1987) independently estimated the FCN
period and quality factor. They found a period in partial agreement
with Herring et al. (1986) results but a much smaller quality factor,
both having larger uncertainties as is usually the case for such anal-
yses of gravity data. Overall, however, discrepancy still remained
between observed nutations amplitudes and values predicted by the
theories then available.

As a response to this disagreement, another major theoretical
advance was done by Mathews et al. (1991a) who included in their
model the influence of the solid inner core. This influence had also
been studied by Busse (1970) but only in an attempt to explain
some features of the Chandler wobble. Mathews et al. (1991a)
computations revealed two new eigenfrequencies due to the inner
core, one of them being associated with a prograde nutation, the
so-called FICN. Other authors also developed analytical theories
for the free and forced motions of a rotating earth model including
a solid inner core (de Vries & Wahr 1991; Dehant et al. 1993;
Legros et al. 1993) but in the 1990s, all theories yielded a FICN
period smaller than 500 d, which is almost half the current reference
value.

From the 2000s onward, new studies examined the possible in-
fluence of previously neglected mechanisms, such as couplings
between the outer core and inner core. Greff-Lefftz et al. (2000)
could theoretically explain an FICN period of up to several thou-
sands days involving viscomagnetic couplings at the ICB. Mathews
(2001) computed a FICN period of 939 d using a modified PREM
model without couplings. Refining the theory of Mathews et al.
(1991a), the MHB2000 model of Mathews et al. (2002) is one of
the last major development in the field. It notably includes the ocean
tide effects, mantle anelasticity and electromagnetic couplings at
the fluid core boundaries. Complementing these improvements in
nutations theory, longer time series and refined data processing
have since permitted more accurate estimates of the FCN resonance
parameters, in better and better agreement, from either VLBI or
gravity data. See Rosat et al. (2009, Table 1) for a detailed list of
contemporary and older estimates from both techniques; more re-
cent works are Koot et al. (2010), Rosat et al. (2017) and Zhu et al.
(2017).

1.3 Uncertainty on the FICN parameters

The FCN period and quality factor seem now to be fairly well de-
termined; the FICN parameters are still largely uncertain, however.
This uncertainty is likely due to the weakness of the resonance as-
sociated with the FICN, relative to the amplitude of the uncorrected
errors, making it especially difficult to detect and, a fortiori, to prop-
erly characterize. In the following paragraphs, we focus on the work
of Mathews et al. (2002) that we will routinely write ‘MHB’ (for
Mathews, Herring and Buffett). We also use their notations, except
for the tildes which highlight the complex parameters and functions
in the frequency domain.
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Table 1. Periods and quality factors of the PM, FCN and FICN resonances from the inversion of error-free or noisy synthetic data generated using MHB2000
model whose parameters are given in the last column. The number of significant figures is roughly chosen in such a way that the last figure may vary by at most
a few units from one inversion to another with a different seed for the random sampling. This rule does not apply to the extrema values (inversions with noise).
Periods are given in solar days in the TRF (PM resonance) or CRF (FCN, FICN). The scaling refers to the scaling factor applied to the data covariance matrix;
its square root is the correcting factor applied to the uncertainty of the data. RMD means Relative Median Absolute Deviation, see eq. (15); �ε is defined in
eq. (16). wRMSE is the weighted Root Mean Squared Error (with the inverse of data uncertainty as weight), that is the residues.

Inverted parameters Inversion of synthetic error-free data
Synthesis of valid inversions of data with realistic

noise level
MHB
2000

68 per cent CIs RMD (per cent ) Extrema of the CIs Extrema of �ε (target)

T1 (383.30, 383.68) 0.1 382.96 to 384.05 −1.0 to +1.7 383.53
Q1 (−9.66, −9.46) 1 −9.85 to −9.32 −2.1 to +1.8 −9.55
TFCN (−430.24, −430.14) 0.02 −430.37 to −429.78 −1.1 to +2.0 −430.21
QFCN (19800, 20200) 1 19400 to 20700 −2.1 to +2.0 20046
TFICN (+885, +1120) 20 +724 to +1440 −1.1 to +2.2 +1028
QFICN (520, 730) 17 450 to 1040 −1.2 to +1.6 640
(scaling)1/2 not adjusted 0.84 to 1.3
wRMSE ∼10−6 (theoretically null) between 3.6 · 10−4 and 8.6 · 10−4

MHB estimated a period of 1030 solar days for the FICN, with
acceptable values ranging from 840 to 1310 d, as shown by Dehant
et al. (2005). This value has been the standard ever since. Neverthe-
less, the model parametrization of MHB induces a strong correlation
between some of the chosen geophysical parameters, as Rosat et al.
(2017) have shown. These correlations are only partly mitigated
by using default, non-adjusted values for some parameters but this
approach has its own downsides.

Using MHB notations, the FICN frequency is

σ̃3 = (α2es + ν̃) − K̃ ICB − 1, (1)

with K̃ ICB the electromagnetic coupling constant at the ICB and
(α2es + ν̃) one of the so-called basic earth parameter, with es the
ICB ellipticity, ν̃ one of the model compliances and α2 a parameter
quantifying the effect of the torques on the inner core (Mathews
et al. 1991a). The only parameter inverted by MHB in eq. (1) is
K̃ ICB. Thereby, their estimation of the FICN frequency is entirely
determined by the estimation of this coupling constant.

The coupling constant K̃ ICB also appears in the FCN frequency,
which is

σ̃2 = − A

Am

(
e f − β̃ + K̃ CMB + As

A f
K̃ ICB

)
− 1, (2)

with A, Am, Af and As the whole Earth, mantle, outer core and inner
core mean equatorial moments of inertia, respectively, and K̃ CMB

the electromagnetic coupling constant at the CMB. Using Math-
ews et al. (2002, 1991b) estimates for all the parameters in eqs (1)
and (2), we can readily check that K̃ ICB alone accounts for a little
bit less than 1 per cent of the value of σ̃2 + 1 but could explain up
to a third of σ̃3 + 1. The relative uncertainty on the FCN frequency
estimate is at least a hundred times smaller than the relative uncer-
tainty on the FICN frequency, however (Mathews et al. 2002, table
3a). Thus, the determination of the FICN frequency via KCMB, could
be, in fact, mostly relying on the FCN frequency estimate, without
any clear-cut observation of the FICN resonance. In other words,
the value of K̃ ICB—which fully determined the FICN frequency in
MHB formalism—could result from the observation of either rota-
tion mode, the relative importance of each in the estimation being
unclear. The correlation between K̃ ICB and K̃ CMB may even worsen
the situation.

From a geophysical point of view, the estimation of K̃ ICB alone
to determine the FICN frequency can also strongly bias the inter-
pretation of the results. As MHB acknowledged themselves, any

mistake in the value of (α2es + ν̃) would equivalently impact the
estimated value of the coupling at the ICB, and reciprocally. Of
course, adding new terms in the expression of σ̃3 to account for other
physical processes would increase the correlations between the in-
verted parameters, but not doing so implies a potentially significant
underestimation of the uncertainty on K̃ ICB. Buffett et al. (2002)
extensively discussed the electromagnetic coupling and the plausi-
bility of MHB results but, for example, they did not consider viscous
or topographic couplings in their interpretation (they did consider
inner core viscosity though). Koot et al. (2010), coming to different
conclusions regarding the coupling at the ICB, acknowledged that it
is still very uncertain to distinguish electromagnetic coupling from
other couplings or even from other internal processes. Successive
studies on the topic have either largely used MHB FICN parameters
values (Koot et al. 2008), or have produced results in quite varying
agreement (Rosat et al. 2017). In some recent investigations, the
FICN was not even reliably detected at all (Lambert et al. 2012;
Rosat et al. 2016; Zhu et al. 2017). Such lack of reproducibility in
FICN observations suggests that separating the ambiguous contri-
butions of different physical processes on the inner core rotation
might present a long-lasting challenge.

2 N U TAT I O NA L A N D T I DA L E A RT H
R E S P O N S E

2.1 Definitions

Following a widespread convention, we will denote σ the frequency
in cycles per sidereal day (cpsd) as counted in the TRF, with retro-
grade and prograde motions having negative and positive frequen-
cies, respectively. In the CRF, this convention translates to σ < −1
for retrograde motions and σ > −1 for prograde motions. Thus, the
FCN and FICN, which are long periodic motions as seen from the
CRF, have frequencies with real parts close to σ = −1 in the TRF
whereas σ � 0 for the polar motion.

In contrast with the generic real-valued frequency σ , we will
denote σ̃ the complex-valued frequency in cpsd of any (pseudo-
)periodic damped motion as seen from the TRF. This frequency
has a non-zero imaginary part to express the attenuation of the
oscillations due to various dissipative processes. Following MHB,
we will append to σ̃ an index ranging from 1 to 4 to identify the
rotational eigenmode to which the frequency corresponds: 1 for the
polar motion (PM) resonance, 2 for the FCN, 3 for the FICN and 4
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for the ICW (the modes are sorted in order of resonance amplitude).
The index α in σ̃α will routinely refer to any of the four resonances.

Note that the resonance frequencies do not necessarily match
the eigenfrequencies, which is why we consider the PM resonance
instead of the usual CW. As discussed by MHB, the resonance
frequencies of a system whose parameters are frequency depen-
dent will generally differ from the system eigenfrequencies. This
is especially relevant for the PM resonance, which is the distant
manifestation of the CW in the diurnal frequency band. Indeed, the
PM depends on compliances which are frequency dependent be-
cause of mantle anelasticity and ocean tides and whose excitation
lies in a different frequency band than the mode itself. An extended
discussion on this topic is provided in Bizouard et al. (2019). The
eigenfrequencies will therefore be written σ̃CW, σ̃FCN, σ̃FICN and
σ̃ICW to distinguish them from the resonance frequencies. We have
already noted that σ̃1 �= σ̃CW. On the contrary, the excitations being
in the same frequency band as the FCN and FICN, we can consider
that σ̃2 = σ̃FCN and σ̃3 = σ̃FICN.

For the FCN and FICN, the periods in mean solar days in the
CRF are defined as

T2,3 = 1

k(1 + �σ̃2,3)
(3)

whereas for the CW (and similarly for the ICW), the period is more
usually given in mean solar days in the TRF as

T1 = 1

k�σ̃1
, (4)

with k the ratio between the mean solar day and the sidereal day,
which is close to 1.0027379 and �σ̃ is the real part of σ̃ .

The definition of the quality factor requires a short physical dis-
cussion first. The quality factor can be interpreted as half the number
of oscillatory cycles occurring before the amplitude of a damped
oscillation has dropped with a factor e (here e ≈ 2.718 is the natural
basis of the logarithm). However, the duration of one oscillatory
cycle depends on the reference system, which can be arbitrarily
chosen. The meaningful physical quantity here is actually the time
needed for the attenuation to significantly damped the oscillation; it
is inversely proportional to the imaginary part of the frequency and,
contrary to the real part, it is independent of the reference system.
It might seem counter-intuitive at first that the quality factor of the
Earth rotational eigenmodes depends on the reference system but
this is probably due to the fact that most computations of its value
have been provided in the TRF without stating this choice explicitly
(Chao & Hsieh (2015) is a notable exception with an interesting
discussion on this topic). Since the attenuation is always of geo-
physical origin, in the present work we make the explicit choice to
quantify it in the TRF. We thus define the quality factor as

Qα = − �σ̃α

2�σ̃α

(5)

for all modes or resonances (�σ̃ is the imaginary part of σ̃ ). The
minus sign comes from the frequency sign convention; it is required
to have a positively-defined quality factor. Indeed, the real part of
the frequency can be either positive or negative depending on the
chosen convention but the imaginary part must always be positive
for the oscillation to be damped. Note that σ̃α has to be replaced
with σ̃CW , not σ̃1, if we want to compute the CW quality factor using
eq. (5), instead of the PM resonance quality factor.

2.2 Transfer function for the Earth rotation axis motion

Historically and for practical reasons, the computation of the effect
of the tidal potential on the nutations amplitudes is done first for
a given (rigid) reference earth model without resonance. Then, the
effects of the resonances are expressed in the frequency domain as a
transfer function T̃(σ ) defined as the ratio between η̃, the nutations
amplitudes of a realistic Earth, or observed nutations, and η̃R , the
theoretical nutations amplitudes of a rigid earth model [such as
RDAN97 of Roosbeek & Dehant (1998) or REN2000 of Souchay
et al. (1999)]. Because the ratio between the nutations η̃ and the
corresponding wobbles m̃ of any earth model does not depend on
the composition of the model, the previous definition is also valid
when replacing the word ‘nutation’ with ‘wobble’. Therefore, the
transfer function is

T̃(σ ) = η̃(σ )

η̃R(σ )
= m̃(σ )

m̃ R(σ )
. (6)

with the R subscript referring to the rigid earth nutation or wobble.
For the sake of simplicity, we will sometimes use the word ‘nuta-
tions’ to refer to T̃(σ ), implying that we have already normalized
the observed nutations amplitudes by the non-resonant rigid earth
nutations amplitudes.

After linearization, the transfer function (6) can be written ex-
plicitly (Mathews et al. 1991a)

T̃(σ ) = e − σ

e

[
M−1(σ )y(σ )

]
1
, (7)

with e the Earth dynamic ellipticity, and M and y a four-by-four
matrix and four-line column vector, respectively, whose coefficients
are dependent on a set of geophysical parameters and on σ [Mathews
et al. 1991a, eqs (26b) and (26c)]. The subscript 1 refers to the first
component of the M−1y column vector.

Eq. (7) can be analytically expanded but, because M is a four-by-
four matrix, it would yield a complex expression which is neither
very informative nor practical to handle. For that reason, Math-
ews et al. (1991a) and Mathews et al. (2002) on the one hand and
Dehant et al. (1993, 2005) on the other hand, have made similar
approximations to reach notably simpler forms of the transfer func-
tion, referred to as ‘resonance formulae’. MHB have shown that the
resonance formula including the four rotational eigenmodes (CW,
FCN, FICN and ICW) can be written

T̃(σ ; e|eR) = eR − σ

eR + 1
N0

(
1 + (1 + σ )

4∑
α=1

Ñα

σ − σ̃α

)
, (8)

where Ñα and σ̃α are, respectively, the amplitudes and frequencies
of the resonance associated with each mode and N0 is the ratio
between the real Earth dynamic ellipticity e and the ellipticity eR

used in the rigid earth nutation model.
Eq. (8) has been fully analytically determined and we thus have

an analytical (approximate) expression for all Ñα and σ̃α , as function
of some fundamental geophysical parameters that can be estimated
from data inversion. Nevertheless, the correlation between those
parameters (see Section 1.3) counterbalance their theoretical inter-
est, which is why we focus on the more robust estimation of the
meta-parameters Ñα and σ̃α .

2.3 Tidal gravimetric factor

Similarly, the tidal gravimetric factor is the transfer function, in the
frequency domain, between the gravity perturbation �gt due to the
tidal luni-solar potential and the gravity response �g of the Earth
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to this perturbation:

δ̃(σ ) = �g̃(σ )

�g̃t (σ )
. (9)

There are actually some enlightening subtleties in the exact physical
definition of the gravimetric factor that we shall not discussed here.
We refer the interested reader to Dehant et al. (1999).

The gravimetric factor is fully given by, for example, Legros
et al. (1993). Nevertheless, applying the same kind of simplifica-
tions leading to the resonances formulae (8), the gravimetric factor
reduces to (Rosat et al. 2017)

δ̃(σ ) = δref +
3∑

α=2

Ñ g
α

σ − σ̃
g
α

(10)

with δref the gravimetric factor reference value, that is to say the
gravimetric factor far from any resonance. Practically, it can be
computed as the mean of the gravimetric factor for two tidal con-
stituents at the lowest and highest frequency in the frequency band
of interest, which is the diurnal frequency band here.

2.4 Corrections to the transfer functions

The transfer functions T̃(σ ) and δ̃(σ ) defined in eqs (6) and (9),
respectively, are actually ambiguous, depending on what is effec-
tively included in their respective numerators m̃(σ ) and �g̃(σ ).
When using the observed polar motion or tidal gravity variations,
it is implicitly acknowledged that a certain number of standard
corrections have been applied beforehand. Similarly, the analytical
transfer functions, computed for a given earth model, only incor-
porate a tiny part of the whole Earth system complexity. A very
important consequence is that any two transfer functions, either
determined from theory or observations, cannot be compared in a
straightforward way, without some specific corrections.

To make this point clear, from now on, we will only denote by
T̃ and δ̃ the complete transfer functions for nutations/wobbles and
gravity, respectively. By ‘complete’, we mean that any astronomical
or geophysical phenomenon affecting the transfer function has been
included in the computation (still limiting the developments to linear
effects). Symbolically, the Earth response to luni-solar forcing as
for nutations and polar motion can thus be written

T̃(σ ) = T̃MHB(σ ) + additional terms, (11)

where T̃MHB refers to MHB transfer function and the additional
terms encompass all contributions not included in the analytical
theory such as the geodesic nutation, non-linear terms (Mathews
et al. 2002, table 7) but also topographic coupling at the CMB for
example.

Furthermore, a single scalar transfer function is not enough to
fully describe the observed nutations. Indeed, they are also directly
affected by the atmosphere and oceans which are themselves only
partly governed by the luni-solar forcing and not fully integrated in
nutation models. Several works have shown the importance of these
geophysical effects on the rotation of the Earth, whether it be on
length of day variation or polar motion and nutation (Barnes et al.
1983; Brzeziński et al. 2002; Vondrák & Ron 2014, 2017). The
observed nutation (and similarly for the wobble) must therefore be
written

η̃obs(σ ) = T̃(σ )η̃R(σ ) + T̃S(σ )χ̃(σ ), (12)

where χ̃ is the effective atmospheric and oceanic excitation function
and T̃S is the transfer function between the atmosphere and oceans

and the nutation (the index S stands for surface processes). The
determination of T̃S(σ )χ (σ ) and an assessment of its effect on
resonance parameters estimates is made by Nurul Huda et al. (2019);
we use their corrections in the present work. Note that under certain
hypotheses, the oceanic contribution can also be directly included
in T̃ by adjusting the compliances values (Mathews et al. 2002).

Another term, say q̃(σ ), should be added in the right-hand side
of eq. (12) to take into account the errors on η̃obs which can be
due either to noise, imperfection in the VLBI processing or other
small errors due to the incompleteness of T̃, T̃S and χ̃ models. The
resulting equation is finally

η̃obs(σ ) = T̃(σ )η̃R(σ ) + T̃S(σ )χ̃(σ ) + q̃(σ ). (13)

By definition, q̃(σ ) is unknown. It should be smaller than the uncer-
tainty on η̃obs , the remaining part of the uncertainty being mostly due
to the atmosphere and oceans. For that reason, T̃S(σ )χ̃(σ ) can be
either estimated and subtracted from the observed nutations before
estimating T̃ parameters, or it can be used to inflate the uncertainty
on η̃obs before the inversion. Of course, all of the above discussion
is also valid for the observed polar motion m̃obs(σ ).

In gravimetry, the nature of the corrections that need to be ap-
plied to the observations �g̃obs is slightly different although the
main idea is also to only retain the contribution of the inner Earth.
The main difference comes from the fact that the perturbations in
gravity measurements are local and routinely corrected for each
station simultaneously to the estimation of the gravimetric factor
(Section 4.2). On the contrary, the perturbation of the Earth rotation
axis by superficial geophysical fluid layers is of global nature and
computed accordingly (atmospheric and oceanic angular momen-
tum, χ̃ function).

3 B AY E S I A N I N V E R S I O N

3.1 Principle of the Bayesian inversion

The details of the Bayesian inversion can be found in Florsch &
Hinderer (2000), Koot et al. (2008) or Rosat et al. (2017) but we
briefly remind here some key points of this method. First of all, the
fundamental idea behind the Bayesian techniques is to consider that
data are fixed, deterministic, whereas model parameters are proba-
bilistic. The use of a probability law to describe model parameters
does not reflect an intrinsic ambiguity in the parameters values but
rather our own uncertainty on their values, considering the data
we have collected. In other words, Bayesian method is a way of
computing the probability of a given model knowing the data. Con-
sequently, we work with probability distributions, the results of the
inversion being the model parameters posterior distributions, not
necessarily Gaussian, rather than single numbers with associated
uncertainties.

The uncertainties on the results computed from the final dis-
tributions are, strictly speaking, credible regions or credible in-
tervals (CIs). Unlike confidence intervals in traditional inversion
techniques, a credible region can be interpreted in the following
manner: knowing the data, there is a probability p that the real
model is in the credible region computed for value p (VanderPlas
2014); this is a straightforward way of interpreting the results of a
Bayesian inversion. The inversion itself is not a trivial problem but
it can be solved using different numerical techniques. Here we use
the Markov chain Monte Carlo (MCMC) algorithm implemented
in Python PyMC library (Patil et al. 2010) to efficiently sample the
space of model parameters in a way which ensures that after enough
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Figure 1. Real (top panel) and imaginary (bottom panel) part of the nuta-
tions (white dots) and tidal gravimetric factors (white diamonds) with their
uncertainty in the diurnal frequency band in TRF. The corresponding trans-
fer functions as defined in the IERS Conventions are in blue and green,
respectively. The main tides are named and indicated by vertical dashed
grey lines. Here, we limit the display to a narrow band around the FCN and
FICN resonances but the data cover a larger frequency band, as illustrated
by Fig. 3. For the sake of clarity, we also only show the nutations from the
opa2018b data set and the gravimetric factors estimated from Strasbourg
SGs measurements. See Fig. 3 for a plot of all the nutations inverted in
this study; Fig. 8 similarly offers a more complete picture of the inverted
gravimetric factors.

iterations, the extracted samples follow a distribution which is the
sought-after posterior distribution for each of the model parameters.

The boundaries of the CIs we report in the next sections are
given by the 0.16 and 0.84 quantiles, which means that 68 per cent
of the models sampled by the MCMC algorithm lie within this
interval. Assuming Gaussian distributions for the posteriors, half
of the CI span can thus be interpreted as the standard deviation
of the estimate. To avoid such an assumption though, we compute
instead the Median Absolute Deviation (MAD), scaled by the factor
1.4826 to match the standard deviation in the normal distribution
case (Rousseeuw & Croux 1993):

MAD = 1.4826 median(|X P
i − median(X P )|), (14)

with XP the set of all sampled values for the geophysical parameter P
and X P

i the elements of XP. The MAD is then converted into Relative
MAD (RMD) using the median of the estimates for normalization:

RMD = MAD

|median(X P )| . (15)

This enables a straightforward comparison of the different levels of
accuracy we can reach when inverting different synthetic or actual
data sets.

3.2 Errors and uncertainties

Even though it is largely admitted that a decrease of the uncertainty
on a given measurement or estimate is an improvement, it is actually
much more desirable to improve the reliability of the uncertainties
than to reduce the uncertainty itself. A reliable estimate of the
uncertainty is a firm basis on which the observations and the theory
can be confronted.

In both VLBI and gravimetric measurements, systematic errors
are not fully corrected, either for theoretical or practical reasons.
Our partial knowledge of radio-sources dynamics and the lack of
a continuously updated, global atmospheric model to completely
remove the atmospheric bias in VLBI delays are typical sources of
systematic errors. The processing and analysis strategy is another
source of systematic errors. Nutations amplitudes estimates from
different analysis centres using almost the same initial data may
differ from up to 10 μas, even when considering the long periodic
nutations only. These discrepancies might not seem to be of much
significance but, after normalization by the rigid earth nutations,
they translate into up to a 2 per cent difference in the transfer func-
tion, which is sometimes larger than the uncertainty claimed by a
single analysis centre. This is also large enough to influence the
inversion of the FICN parameters as it weights the data, sometimes
excessively, in favour of the largest nutations. There are also system-
atic differences, common to all analysis centres, that make VLBI
data at odd with the resonance formula of Mathews et al. (2002).
See Gattano et al. (2016) for an illustration of the importance of
uncorrected errors in different VLBI analyses.

Such biases also exist in gravimetric measurements, especially
because of local and regional gravitational perturbations which are
difficult to properly model. For that reason, several authors have
resorted to stacking (or other combinations methods) of gravimetric
data to study the CW (Ziegler et al. 2016; Ding & Chao 2017), FCN
(Neuberg et al. 1987) or core undertones (Cummins et al. 1991).

Thus, we will take care in this work (1) not to underestimate
the errors on the nutations amplitudes used in the inversion and (2)
to thoroughly discuss the reliability of our uncertainties estimates
before considering any geophysical interpretation.

The first point will be achieved by updating the estimated uncer-
tainty on the nutations amplitudes during the inversion. Practically,
we adjust a scaling factor for the data covariance matrix. The square
root of this scaling factor is the factor by which data uncertainty is
scaled.

The second point will be dealt with through a number of synthetic
tests (Section 5) and by comparing the results from the inversion
of the nutations data produced by different analysis centres (Sec-
tion 6.1). As highlighted in Section 3.1, the use of a Bayesian method
will also be helpful in our quest for more reliable uncertainties esti-
mates since it does not require additional computations but directly
yields credible intervals instead, contrary to the least-square method
for example.

4 DATA

The observed nutations and gravimetric factors can be thought of as
samplings of the real-Earth transfer functions (6) and (9), assuming
all corrections discussed in Section 2.4 have been applied or can be
neglected. The number and quality of these samples are limited by
the number of tidal frequencies at which the amplitude of the tidal
potential is large enough to induce observable effects. Thus, only
a few tens of nutations and tides, heterogeneously spread over the
terrestrial diurnal frequency band, are actually large enough to be
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Figure 2. Real (left-hand side) and imaginary (right-hand side) part, in microarcseconds (μas), of the difference between the MHB nutations amplitudes and
the nutations adjusted following the procedure described in Section 4.1 for series opa2018b. The nutations periods are in solar days and their prograde (p)
and retrograde (r) components are depicted in blue and orange, respectively, along with the associated error which is always between 2.1 and 2.3 μas for all
nutations. Note that we do not use the same convention as MHB in this work: here the real part is MHB’s imaginary part and the imaginary part is the opposite
of MHB’s real part. The crosses at the middle of the plot indicate the nutations which are not included in the inversion of Section 6 (see Section 6.1 for a
discussion about the exclusion of these data).

Figure 3. Real part of the nutations in the diurnal frequency band in TRF from five different analysis centres. The transfer functions MHB2000 as defined
in the IERS Conventions is depicted in blue. The main tides are named and indicated by vertical dashed grey lines. Note the disagreement sometimes visible
between different centres and, for some nutations, the systematic bias relative to the MHB2000 reference model as emphasized in the insets. For the sake of
clarity, only the real part of the transfer functions and data is shown but similar comments can be made on the imaginary part.

observed and used to estimate the real-Earth nutational and gravi-
metric transfer functions. These data points are displayed on Fig. 1
with their error bars, on top of their respective reference transfer
functions defined in the IERS Conventions (Petit & Luzum 2010).

4.1 VLBI analyses and corrections

Our Bayesian inversion will be done on various sets of 21 prograde
and retrograde nutation amplitudes adjusted in preliminary step on
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Table 2. Results of the Bayesian inversion of VLBI and gravimetric data, inverted either separately or jointly. As in Table 1, the number of significant figures
is chosen to reflect the accuracy of the CIs given by the inversion, except for the RMDs which are always rounded toward infinity to ensure a conservative
uncertainty estimation See Table 1 for a complete explanation on how to read this table. The CIs for the VLBI data are the union of the individual CIs obtained
for each analysis centre, except for TFICN where the spreading of the estimates would have overly inflate the CI (asterisk: opa2018b and ivs15q2X are excluded,
see Fig. 7). Regarding QFICN, NS stands for no stationarity, referring to the fact that the Markov chain failed to find a well-defined region of high probability
for that parameter.

Inverted parameters VLBI data (5 centres) SGs data (9 stations) Joint inversion (opa2018b)

68 per cent CIs RMD (per cent) 68 per cent CIs RMD (per cent) 68 per cent CIs RMD (per cent)

T1 (380.4, 382.1) 0.15 – – (380.9, 382.0) 0.15
Q1 ( − 10.8, −10.1) 3 – – ( − 10.7, −10.1) 3
TFCN ( − 430.2, −429.8) 0.04 ( − 510, −410) 10 ( − 430.1, −429.8) 0.05
QFCN (15700, 16700) 3 (5800, 29000) 60 (15800, 16100) 1
TFICN ( + 500, +1300)∗ 30 ( + 300, +1500) 60 ( + 600, +1300) 30
QFICN NS (< 7 · 104) 100 (50, 120) 30 NS (< 6 · 105) 100
(scaling)1/2 (1.8, 3.0) (2.8, 3.0) Same as in separated inversions

nutation time-series derived from VLBI time delays. Time-series
were computed by the various analysis centres from the Interna-
tional VLBI Service for Geodesy and Astrometry (IVS; Nothnagel
et al. 2016) and released publicly via the IVS data centre.1 They
consist of four individual series provided by the Budesamt fur Kar-
tographie und Geodäsie (BKG, bkg00014), NASA Goddard Space
Flight centre (GSFC, gsf2016a), Paris Observatory (opa2018b)
and the US Naval Observatory (USNO, usn2016a) and the IVS
combined series ivs15q2X obtained from the combination of nor-
mal equations of several IVS analysis centres. Though the various
IVS analysis centres processed almost the same VLBI observa-
tional data base (about 10 millions delays since August 1979), they
may have used some subtle variations in the analysis configuration
or analysis software packages that result in small differences in the
nutation time-series (e.g. excluding some sessions not originally de-
signed for measuring the Earth orientation or regional networks, or
different application of the minimal constraints to reference station
or radio sources, modelling of the troposphere wet delay, gradi-
ents, and clock drift...). Although understanding the influence of
these variations is beyond the scope of this study, the technical
documentation about each solution can be found on the IVS data
centre.

We adjusted the amplitudes of 21 nutation waves to the time-
series using a method similar to Gattano et al. (2016). For com-
parison purpose, we used the same nutation list as in Math-
ews et al. (2002). The differences between their nutations am-
plitudes and our adjusted amplitudes are displayed on Fig. 2 for
(opa2018b). All amplitudes were adjusted by least-squares fit to
the data after removing the free core nutation using a 7-yr sliding
window. The original standard error was recalibrated iteratively
similarly to Herring et al. (2002) in order that the chi-squared
of the residuals be close to unity. The adjusted amplitudes (nor-
malized by the rigid earth nutations amplitudes) are displayed on
Fig. 3.

Regarding the atmospheric and oceanic effects discussed in Sec-
tion 2.4, we then correct the nutations for both effects using the
corrections given in Nurul Huda et al. (2019). We also inverted the
uncorrected nutations for comparison.

1For example https://cddis.nasa.gov/Data and Derived Products/VLBI/V
LBI data holdings.html

4.2 Gravimetric factors estimation

The time-series from nine Superconducting Gravimeter sites (Bad
Homburg, Cantley, Canberra, Membach, Metsahovi, Moxa, Stras-
bourg, Sutherland and Wettzell), with duration of 14–20 yr (from
1996–2001 to 2015–2016), were pre-processed to remove large
earthquakes, to fill small gaps and glitches in a classical way (Hin-
derer et al. 2007) and decimated to 1 hr in order to perform a
tidal analysis. Superconducting Gravimeter Level 1 data products
were downloaded from IGETS2 (Boy et al. 2020). The new ver-
sion of the ETERNA3.4 software developed by (Wenzel 1996),
ET34-ANA-V60, improved by Schüller (2015), was used. This lat-
est upgrade enables to analyse non-linear tidal components as well
as tidal constituents of the 3rd and 4th degree in the tidal potential
development independently from selected wave groups. We used
the HW95 tidal potential development (Hartmann & Wenzel 1995).
In the ET34-ANA-V60 version, the S1 atmospheric wave is anal-
ysed and removed by using an impulse response function between
gravimetric and barometric records simultaneously with the least-
squares fit to tides to retrieve the gravimetric factor (Schüller 2015).
In the older ETERNA3.4 version, there is no distinction between
the tidal wave and the atmospheric thermal effect, so the obtained
gravimetric factor for S1 is not comparable with ET34-ANA-V60
software. The obtained gravimetric factor at S1 frequency is hence
closer to the S1 tidal wave, but some error still remains in the re-
moval of the atmospheric thermal wave. A tidal analysis computes
gravimetric factors and phases that represent the complex transfer
function of the Earth to the external tidal potential of the Moon,
Sun and other planets, that is, it provides samples of the transfer
function defined in eq. (9).

5 S Y N T H E T I C T E S T S O N N U TAT I O N S
DATA

We will now focus on a critical question: the sensitivity of the
transfer function parameters to errors in the data. The synthetic
tests discussed in this section aim at answering three fundamental
questions:

(i) What is the minimal error and uncertainty on the estimates
that can be achieved using a Bayesian inversion when using data
with no error but realistic uncertainties?

2http://igets.u-strasbg.fr/data products.php
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Figure 4. Posterior distributions for the Bayesian inversion of VLBI opa2018b data without atmospheric or oceanic correction. On the diagonal are the
distributions for the periods and quality factor of the PM resonance, FCN and FICN. The bi-dimensional distributions (off-diagonal) results from the projection
of the sampled models onto a bi-dimensional subset of the parameters space, highlighting the correlations between every possible pair of parameters. Note that
the shown parameters (periods and quality factor) were not directly inverted but were computed afterwards from the Nα and σα of the resonance formula. The
blue lines and squares indicate the values of MHB2000 model parameters. The outer dashed lines, matching the third contour line of the bi-dimensional plots,
indicate the 0.16 and 0.84 quantiles, which closely delineate the 1σ interval in the Gaussian distributions approximation. The middle dashed line indicates the
median. With atmospheric and oceanic corrections applied (not shown), the distributions are closer to Gaussian distributions for T1, Q1, TFCN and QFCN but
the multimodality already visible in TFICN distribution is accentuated, whereas QFICN posterior does not notably change.

(ii) What is the influence of noise and/or outliers in the data, and
when does the noise level become to high for a successful inversion,
especially regarding the FICN?

(iii) Taking into account the fact that the FICN period is not
well constrained – assuming it was observed at all, is it possible to
retrieve it accurately even if it is much smaller or much larger than
the current reference value (of 1030 solar days)?

Answering the first question is required to know how far we
can go in the interpretation of the results given in Section 6 but
it is also a way to validate our Bayesian algorithm, checking that
the credible intervals are always larger than the difference between
the estimates and the expected values. The second question is a
quantitative way of asking the more fundamental question: can we
theoretically see the FICN in real data? We will see that the answer
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is not clear-cut. The third question arises from the recognition that
the frequency distribution of the nutations may introduce a bias in
favour of certain frequencies for the characterization of the FICN.
Here we especially check that even if the FICN lies a bit far away
from the closest data points, we can properly retrieve it anyway.

We will only consider the VLBI technique in the following sec-
tions because the FCN and FICN parameters are harder to constrain
from gravity data anyway (see Section 6.2).

5.1 Reference model

A reference synthetic data set without any error (T̃ = T̃MHB and
η̃obs = T̃MHBη̃R) is generated using the MHB2000 model with the
PM resonance, FCN and FICN terms; the data uncertainties are
taken from the opa2018b analysis in order to be as realistic as
possible. The ICW being obviously too small to be characterized, it
is not included in the model, although we keep calling it MHB2000,
instead of ‘MHB2000 without ICW’.

The numerical results for the inversion of this error-free synthetic
data set are summarized in Table 1. For all of the periods and quality
factors, the target values (used to generate the synthetic data) lie well
within the corresponding 68 per cent CIs derived from the Bayesian
posteriors. The PM resonance and FCN periods are determined with
an uncertainty smaller than half a day and the quality factors are
also well constrained. On the contrary, the uncertainties on the FICN
parameters reach 100–150 solar days, which is 15 per cent of the
central estimate. This large uncertainty reflects the uncertainties in
the input data combined with the insufficient amount of information
they contained: 150 d is a lower bound on the accuracy of any actual
estimate of the FICN period. The median or mean estimate of the
FICN period is slightly smaller than 1000 solar days, which is
systematically a few per cents off of the target value of 1028 d.
Taking the central value of a large CI as the best estimate is an
hazardous choice, which is why our end results will keep the form
of CIs.

5.2 Influence of the errors

For the tests with errors, or noise, we could not just make a single test
because of the strong sensitivity of the inversion to the distribution
of the perturbations in the data. The computing cost of the Bayesian
inversion was a limitation, however. We have run 30 inversions with
the same level of noise (but different actual error for each data point)
and summarized the results in the central part of Table 1. The errors
discussed in this section are sampled from Gaussian distributions
with standard deviation equal to the data uncertainty for each data
point. Thus, the uncertainties given as input are exact and should
not need any scaling.

For each inverted parameter, we give the minimal lower bound
and the maximal upper bound of the CIs from every inversion, that
is to say the union of all of the individual CIs. We also give the
relative error �ε on the CI lower and upper bounds, defined as
the difference between the median estimate and the target value,
normalized by the Relative Median Absolute Deviation (eq. 15):

�ε = (Pα − P∗
α )/P∗

α

RM D
, (16)

with Pα the median estimate of parameter P for eigenmode α, and
the star ∗ designating the target value of the inversion (the MHB2000
value for Pα). A value of |�ε| larger than one means that the extent
of the CI has been underestimated, excluding either smaller (�ε <

0) or larger (�ε > 0) values of the estimated parameter.

Among the 30 inversions, we have identified three families, in-
cluding pathological cases in which the same level of noise could
induce very large errors in the estimates. In most cases, however, the
inversions are successful and the results are in good agreement with
the target values, which are all lying in the CIs: this is the first fam-
ily of results. It confirms that, even under non-ideal conditions, the
Bayesian inversion can still accurately retrieve the transfer function
parameters most of the times.

The second family of inversions, about one third of the total, yield
results which are also good enough at first sight but some CIs do not
actually encompass the corresponding target value (|�ε| larger than
one). Such inversions would be indistinguishable from the previous
ones if the target values were not known. They reveal that there
is no guarantee that the actual value of any model parameter will
lie in the estimated CIs, even when the errors on the data are not
larger than what we expect in reality. This sensitivity to errors is
mostly due to the limited number of observed nutations and their
distribution in the frequency band, which is not optimal to constrain
the resonances parameters: it originates from an intrinsic lack of
information embedded in the data. On a brighter side, though, we
could still determine the periods and quality factors with an accuracy
within only a few tens of percents for the FICN and even less for
the PM resonance and FCN.

The third family, just a few inversions in our tests, yield clearly
erroneous results because of the aforementioned underestimation
of the error on some nutations which completely bias the model
adjustment in their favour. This interpretation is confirmed by the
abnormally large scaling factor (up to 100) at the end of the inver-
sion, which illustrates a failed attempt of the inversion algorithm
to cope with data points whose uncertainty is too low. Such sce-
narios are easily detected when inverting real data, by excluding
the incriminated data points or by initializing the Markov chains
with different starting values. Excluding these obviously inaccurate
results, only the first two families (27 valid inversions) have been
included in the synthesis of Table 1.

Overall, the PM resonance and FCN parameters are not strongly
biased by noise level in agreement with actual data uncertainty. The
periods and quality factors of both resonances are always estimated
with an accuracy better than a day and a few percents, respectively.
Contrary to our expectations, the FICN seems not to be more sen-
sitive to the perturbations in the data.

Additional tests (not shown here) suggest that we can extrapolate
the results of this section to much higher level of noise. When we
multiply the noise by a factor of up to several tens, all the parameters
can still be correctly estimated, in spite of larger CIs. The scaling
factor also successfully absorbs the increase in noise level, exactly
as expected. Thus, when inverting real data, we expect the Bayesian
inversion to give a reliable estimation of the data uncertainty.

5.3 Other sources of errors

So far, we have considered that the perturbations in the data were
relatively restrained and mostly in agreement with the claimed un-
certainties. There are other phenomena, however, that we have not
discussed yet but that could also impact the results of the inversion.

The Bayesian inversion is known to be quite robust to outliers.
Our complementary synthetic tests have revealed that the outliers ei-
ther (1) were mostly ignored during the inversion or, on the contrary,
(2) biased the results so blatantly that they could be easily identified
and removed. For these two reasons, the outliers are a much smaller
problem than the nutations with underestimated errors.
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Figure 5. Period (in TRF) and quality factor of the PM resonance estimated
from the Bayesian inversions of different data sets from five analysis centres,
corrected for atmospheric and oceanic effects (opaque colour symbols). The
results from two other studies using least-squares inversion and different data
are also shown (grey symbols): MHB2002 for the reference results of Math-
ews et al. (2002) and NHEA2019 for the recent study of Nurul Huda et al.
(2019). The corresponding credible (colour) and confidence (grey) intervals
are also displayed. The results without oceanic or atmospheric correction
applied are displayed with semitransparent colours for comparison.

Figure 6. Same as Fig. 5 but for the FCN (period in CRF). REA2017 and
VR2017 refer to Rosat et al. (2017) and Vondrák & Ron (2017) results,
respectively.

Regarding the influence of the FICN frequency, we have tested
the inversion of synthetic data with noise, as we did in Section 5.2,
for a FICN period of 500 and 2000 days (and the same quality
factor). Qualitatively, the results strongly suggest that, even if the
actual FICN frequency is notably different from the current standard
value, we should be able to properly determine it, under the same
assumptions on data errors as in Section 5.2, of course.

To conclude these synthetic tests, we look for the maximum level
of error we can add to initially error-free synthetic data before the
FICN is not detected at all, that is to say, before the Markov chains
keep exploring the parameters space without ever reaching station-
arity. To do so, we set the data uncertainty at the same value for all
nutations (observed nutations normalized by the rigid earth nuta-
tions). The detection threshold on the average relative error seems
to be close to 10−4. Below this value, the median estimate can be

Figure 7. Same as Fig. 5 but for the FICN (period in CRF). Note the
difference in scale for the FICN quality factor compared to the previous
figures. For this parameter, there seems to be a discrepancy larger than
one order of magnitude between our results (colour symbols) and the other
studies (grey symbols) but this is not so straightforward. See the text for a
correct interpretation of this figure.

off of the target value by a few hundreds days, but the FICN is rou-
tinely detected and its parameters can be at least roughly estimated.
On the contrary, most of the time, depending on the errors distribu-
tions, when the average error is above the aforementioned value, the
FICN cannot be consistently detected. As a point of comparison,
the median value of the data uncertainties from opa2018b is close
to 10−3 but they strongly vary, from 10−5 up to 0.5. Thus, when we
did the synthetic tests in Section 5.2, even if the average or median
noise could be larger than 10−4, the errors on data points close to
the FICN frequency had actually much smaller errors, which is why
the FICN could be properly characterized.

6 R E S U LT S O F T H E I N V E R S I O N S

Keeping in mind the results of the synthetic tests, we now move
on to the inversion of actual VLBI and gravimetric data. First, we
focus on the separated inversions for each technique then, we give
the result of the joint inversion.

6.1 VLBI data inversion

We invert the amplitudes of the nutations listed on Fig. 2 (without
crosses). We have excluded the S1 annual oscillation, known for
its perturbation by oceanic and atmospheric effects which are hard
to completely correct, as the inversion tends to spuriously identify
it with the FICN resonance. For reasons explained in Section 3.2,
we have also excluded a few nutations with excessively low uncer-
tainties compared to the other nearby nutations. Overall and after
numerous tests, we have thus excluded the following nutations:
±1615, −386, +365 (S1) and +346 d. In order to keep consistency,
we exclude the same nutations from all five data sets described in
Section 4.1 and apply to all of them the corrections for geodesic
nutations and non-linear effects given in Mathews et al. (2002,
table 7)

Then, we perform two sets of inversions, one without any addi-
tional correction, the other with atmospheric and oceanic correc-
tions using Nurul Huda et al. (2019) computations. The results for
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all analysis centres are gathered on Figs 5–7 and the overall esti-
mates with geophysical effects corrected are listed in Table 2. For
opa2018b, the posterior distributions for the periods and quality
factors are also displayed on Fig. 4 (here without any atmospheric
or oceanic correction).

For all resonances, there is a very strong agreement between
usn2016a,bkg00014 andgsf2016a for all of the estimated periods
and quality factors. In comparison, the results for opa2018b and
ivs15q2X are only slightly different for the PM resonance period
and FCN period and quality factor but the estimated period is much
larger and much smaller, respectively, in the case of the FICN. For
this parameter, the CIs for opa2018b and ivs15q2X are not fully
compatible with the CIs of the other inversions. We will not expand
on the PM resonance here but it is noteworthy that our estimates
of T1 and Q1 are in relatively good agreement with the computed
theoretical and inverted values given in (Bizouard et al. 2019) and
Nurul Huda et al. (2019), respectively, even if the data were prepared
and inverted quite differently in the latter study. For the FCN and
FICN, our results differ to varying degrees from both the results of
Mathews et al. (2002) and Nurul Huda et al. (2019), with credible
intervals and confidence intervals which do not always overlap.
Of course, our estimates rely on much more data than what was
available at the time of Mathews et al. (2002) study but the recent
result of Vondrák & Ron (2017), which is not compatible with ours,
is closer to MHB values.

Figs 5–7 also clearly depict the influence of geophysical effects
on the rotational eigenmodes parameters. When correcting for these
effects, the PM resonance period decreases by up to 0.3 d and its
quality factor by up to 0.15. The FCN period increases in absolute
value by 0.6 d and its quality factor increases by a few hundreds (Nu-
rul Huda et al. (2019) already noted such variations, although with
different values). Similarly, the FICN period increases by 100–200 d
when geophysical effects are corrected. In such a case, however, this
variation is larger and opposite to what Nurul Huda et al. (2019)
obtained.

Even if all parameters seem to be well determined by the Bayesian
inversion, the uncertainty on the FICN quality factor should not be
overlooked on Fig. 7. What actually happened is that the imaginary
part of the FICN frequency could not be properly estimated, leading
to a posterior with a peak at zero and a somewhat long tail towards
positive values (since we have constrained this parameter to be
positive). The maximum of such a distribution is thus very close
to zero and very crudely determined. This is a critical issue when
computing the quality factor, which is proportional to the inverse
of the imaginary part of the frequency. The RMD on QFICN reaches
the maximum theoretically possible value of 100 per cent for all
the five Bayesian inversions displayed on Fig. 7, which means,
referring to the defining eq. (15), that the variability of the quality
factor estimate is as large as the quality factor itself. In other words,
the quality factor could have any value between zero and the upper
bound of its CI. This is an example where the non-gaussianity of
the posterior could lead to a spurious interpretation of the results if
no care is taken.

Another parameter for which the posterior distribution differs
from the Gaussian distribution, although to a much lesser extent, is
the FICN period. As illustrated on Fig. 4, the posterior distribution
of TFICN seems to exhibit some kind of multimodality, with at least
one secondary peak at a period larger than the median estimate. This
multimodality of the posterior distribution holds true for all analysis
centres and for both sets of inversions, with or without geophysical
effects corrected.

Figure 8. Real (top panel) and imaginary (bottom panel) part of the gravi-
metric factors in the diurnal frequency band in TRF estimated from the
recordings of SGs from nine different gravimetric stations. The transfer
functions as defined in the IERS Conventions is depicted in green. For the
sake of simplicity, we have chosen not to distinguish the data from each SGs
on this plot and to only display a narrow frequency band around the FCN
and FICN resonances, similarly to Fig. 1.

Similarly to what we did in the synthetic tests, we have also esti-
mated a scaling factor for the covariance matrix of each data set. For
the five analysis centres, the overall data uncertainties were scaled
during the inversion by a factor of 1.8–3.0, revealing a systematic
underestimation of the initially given uncertainties.

6.2 Gravimetric data inversion

The gravimetric factors have larger errors than their counterparts
determined from VLBI data. This may be due to uncorrected instru-
mental artefacts but this is also a consequence of the high sensitivity
of gravimetric measurements which are affected by a great number
of geophysical phenomena. Thus, the Bayesian inversion of the FCN
and FICN periods and quality factors from gravimetric data requires
prior distributions that are more restrictive. Practically, whereas the
only constraint on the FCN and FICN frequencies was on the sign
of the parameters in the case of VLBI data inversion, we now only
allow both estimated periods to be a few hundreds of days off of
Mathews et al. (2002) values. Doing so, we notably reduce the size
of the parameters space that has to be explored by the Markov chains
but we might slightly bias the results of the inversion as an undesired
side effect. Even though, this approach is not more prone to biasing
the results than what is routinely done with least-squares inversions
where the prior values must be chosen very close to the standard
reference values to achieve convergence.

All of the gravimetric factors estimated from gravity measure-
ments at nine stations and plotted on Fig. 8 are simultaneously
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Figure 9. Real (top panel) and imaginary (bottom panel) part of the nuta-
tions and different transfer functions in the diurnal frequency band in TRF.
The transfer functions MHB2000 as defined in the IERS Conventions is de-
picted in dashed blue line. One thousand models sampled by the MCMC are
plotted in orange lines; they are resampled from the posterior distributions
illustrated on Fig. 4. The other transfer functions are computed from the
MHB2000 by removing (a) the PM resonance (which is noted CW here) or
(b) the FCN or (c) the FICN. These are exclusive “or”: for each model, only
one of the three resonances is missing. The model without the PM resonance
is indistinguishable from the MHB2000 model for the real part; it would
completely hide the samples, which is why it is not displayed on the top plot.

inverted. We could have computed the weighted mean of the gravi-
metric factors across all gravimetric stations for each tidal wave,
similarly to what was done in Rosat et al. (2017), but the Bayesian
approach exempts us from doing such data combination before-
hand. The results of the inversion of gravimetric data are also sum-
marized in Table 2. For the FCN, they are in agreement with the
VLBI technique but exhibit a much larger uncertainty, especially
for the FCN quality factor which is very roughly determined. Re-
garding the FICN, the posterior distributions displayed in Rosat
et al. (2017) already suggested that the FICN parameters were very
poorly constrained by gravimetric data. Indeed, we find a CI for the
period which is in good agreement with the VLBI results, although
larger, but the quality factor is surprisingly small with an estimated
value in the 50–120 range. Considering that from our first Bayesian
inversion attempts—without the size reduction of the parameters
space described in previous paragraph—we could not even deter-
mine the sign of the real part of the FICN resonance amplitude, a
conservative conclusion would be to admit that the FICN remains
barely visible in gravimetric measurements. As a result, even if the
Bayesian inversion can yield a plausible period value for the FICN
when restrictive priors are chosen, we cannot guarantee a reliable
detection of the FICN in gravity measurements considering the size
of the CI for its period and the abnormally well-constrained and
small value of the associated quality factor.

The estimation of a scaling factor on the uncertainties, similarly
to what we did for the VLBI technique, reveals that the uncertainties
on the gravimetric factors are adjusted by a factor of three during the
inversion, suggesting that the initial uncertainties were once again
underestimated.

6.3 Joint inversion

The study of Rosat & Lambert (2009) is the first attempt to jointly
invert VLBI and gravimetric data to estimate the parameters of the
FCN resonance. We will now extend their work to also include the
FICN and reconsider the interest of the Bayesian joint inversion.
The common geophysical parameters in the joint inversion are the
complex frequencies σ̃α whereas the amplitudes Ñα and Ñ g

α are
inverted separately.

The results of the joint inversion are given in Table 2 for
opa2018b (the other data sets yield similar results), in compari-
son to the results of the separated inversions. The most prominent
observation is that the CIs from the joint inversion are overall very
similar to the CIs from the inversion of VLBI data exclusively as al-
ready noted by Rosat & Lambert (2009). There is no difference in the
PM resonance and FCN period or quality factor CIs that we would
consider conclusive; this was expected considering the much more
accurate results obtained from VLBI data compared with gravimet-
ric data. The FICN is an exception in the case of opa2018b, with
a CI from the joint inversion much more similar to what we obtain
for other analysis centres (e.g. usn2016a) compare to the case of
VLBI data inversion alone (see Fig. 7). In other words, the addi-
tion of gravimetric data to the opa2018b nutations tends to shift
the FICN period CI as a whole towards smaller periods, cancelling
the disagreement with other VLBI analysis centres. This interpre-
tation should be qualified, however. We have already discussed in
Sections 5.1 and 6.1 the hazardous interpretation of large CIs and
we have underlined in Section 6.2 the possible multimodality of the
FICN period posterior distribution, as well as the dubious value of
the associated quality factor. Thus, we should remember that, even
when using Bayesian methods, the interpretation of the estimate of a
loosely constrain parameter remains a difficult problem. In addition,
this change in the FICN period when using opa2018b in the joint
inversion is not observed when using ivs15qX2 data set instead.
In the latter case, the results of the joint inversion are not notably
different from the results of the VLBI data-only inversion.

6.4 Model testing

Even if most authors have adjusted the PM, FCN and FICN reso-
nances, and sometimes even the ICW, without much discussion, we
think that assessing the relevance of our FICN parameters estima-
tion is necessary.

Focusing on the VLBI technique, Fig. 9 depicts the same nuta-
tions data and MHB2000 model as Fig. 1 but three more models are
plotted: (a) MHB2000 without the PM resonance, (b) MHB2000
without the FCN and (c) MHB2000 without the FICN. They illus-
trate the respective importance of the resonances in the nutations
due to the mantle, outer core and inner core rotation, respectively.
The PM and FCN resonances are readily visible, both as a shift
in amplitude impacting all the nearly-diurnal nutations and as a
more prominent peak around the FCN frequency for the FCN. This
qualitatively illustrates why we can determine quite accurately the
period and quality factor of these resonances. On the contrary, the
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difference between the original MHB2000 model and model (c) is
blatantly small compared to the data uncertainties and actual errors.

After removing the FICN from the model and inverting the VLBI
data again, we have compared the remaining estimated parameters
and the residuals (wRMSE) between this simplified model (without
the FICN) and the one used in Section 6.1 (with the FICN). The
residuals are 10–20 per cent larger when the FICN is not included
in the model, suggesting that the fit is slightly improved when a
resonance is adjusted in the prograde diurnal band. Most of the pa-
rameters estimates also change at least slightly, if not substantially.
The scaling factor notably is four times larger when the FICN is
excluded from the inverted model. Thus, even if the FICN seems
superfluous at first sight to explain the data, it seems that we are
sensitive to its associated resonance anyway.

Considering how the scaling factor increases when the model
used in the inversion is not complete, it can also be interpreted as
the revelation of an incomplete theory. The uncertainty on the model
is not the uncertainty resulting from the uncertainty on the model
parameter, it comes from the approximations made in the theoretical
developments. Practically, it is equivalent to consider that there are
some uncorrected errors in the data or to consider that the model
has a small unknown component that could explain to some extent a
discordance with the data. That is why, in the present work, we have
chosen to re-estimate the data uncertainty while considering that
the theoretical model, only depending on the PM, FCN and FICN
resonance parameters, is perfect.

7 D I S C U S S I O N

By including the results of numerous synthetic tests in Section 5, we
have defended the idea that a systematic assessment of the influence
of errors in both the data and their uncertainty was a necessity before
we could make any reliable geophysical interpretation. Thus, we
shall discuss the results of VLBI and gravimetric data inversions
keeping in mind the conclusions of Section 5.

The inversion of nutations computed from different data sources
has revealed a large consistency for most inverted parameters, along
with an overall good agreement between the Bayesian CIs. Both in-
terpretations of such a good consistency could be enlightening:
either (1) most analysis centres introduce the same errors or biases
in their analysis and this work is a prominent illustration of such
a problem or (2) there is no significant bias and our estimates are
robust. Obviously, the second option is preferable, but the reality
might be midway between both alternatives. The possibility of sys-
tematic biases in nutations estimates cannot be easily ruled out as
the VLBI analysis centres largely process the same raw data with
a limited number of widespread softwares and similar procedures
(even for ivs15q2X which is only partly an exception). As such,
their products are far from being independent. This is why gravimet-
ric data, as an independent data set, are still so valuable in rotational
eigenmodes studies, in spite of their larger errors and uncertainty.

The FCN period we find from the VLBI data or joint inversion,
approximately −430.2 to −429.8 solar days, is not fully compatible
with the results of other studies. Rosat et al. (2017) give a lower
bound at −430.1 d, Mathews et al. (2002) and Nurul Huda et al.
(2019) provide estimates ranging from −430.4 to −430.0 d and
Vondrák & Ron (2017) suggest an even larger period (in absolute
value), at −430.28 ± 0.04 d. In most of these works, the FCN
quality factor is significantly larger than our values as well.

The difference between our estimates and others may be due to
a spurious side-effect of our data selection but, conversely, it might

also be the FCN period found in other studies that was biased by
the nutations we have chosen to remove. We may ask whether there
is a larger undesired bias when keeping abnormal data points or
when removing them; such a classic problem is not easily solved.
In any case, if the eigenmodes parameters are so sensitive to such a
limited subset of data points, it is another reason why we strongly
recommend to improve the upstream estimation of data uncertainty.
Indeed, most of the nutations we had to exclude were biasing the
inversion because of their too large uncorrected errors relative to
their estimated uncertainty. Once again, note that the scaling factor
we adjust in all inversions cannot efficiently counterbalance very
underestimated uncertainty on a small number of data points since
this factor is applied on the entire covariance matrix.

Of course, there are many other differences between this work
and previous studies, whether it be on the inverted data sets, inver-
sion methods or the corrections applied to the data. For example, we
did not consider the possible influence of geomagnetic jerks con-
trary to Vondrák & Ron (2017). Yet they found a slightly smaller
FCN period (in absolute value) when taking them into account,
thus suggesting that such an effect does not necessarily explain
the difference we observe between our result and theirs because it
might have increased the discrepancy, had we corrected for it. Zhou
et al. (2016) provide their own estimate of the FCN period and list
several other estimates from other authors who used different data
sets, different methods and different corrections. The discrepancies
between these results is actually much larger than the differences
which are visible on Fig. 6 and that we have been discussing so far.
In addition, Lambert & Dehant (2007) have shown that the intrinsic
variation of the FCN period with time could make it change by
more than a day across several years. Thus, it seems reasonable to
consider that differences smaller than 1 d should not be prematurely
interpreted unless they occur between studies relying on identical
data sets and applying similar inversion methods.

Finally, regarding the FICN, the main question we were aiming to
address was about its actual detection. Since the work of Mathews
et al. (2002) many studies have often been inconclusive by failing to
properly characterize the FICN. Considering the reasonably good
consistency of our results on Fig. 7 and the CIs and RMDs for
the FICN period in Table 2, it seems that, indeed, we can detect
the influence of the solid inner core on the Earth nutations. As to
whether or not we can accurately estimate the FICN period, the
answer is not clear-cut. There are discrepancies between different
estimates, but no straightforward explanation. The relatively better
agreement between Nurul Huda et al. (2019) and Mathews et al.
(2002) for the quality factor suggests that the use of longer and more
accurate VLBI data is not a good enough explanation. Thus, the
differences might stem from our Bayesian approach which differs
from the least-squares method used in both previous studies. The
multimodal posterior we found for the FICN period might explain
why the least-squares method yields different results even if further
investigations would be required to draw a definitive conclusion.
That being said, we should probably not worry too much about
these differences until we can notably decrease the uncertainties on
the FICN parameters estimates.

8 C O N C LU S I O N

One of the main goal of this work was to assess the interest of a
joint Bayesian inversion of VLBI and gravimetric data to estimate
the FCN and FICN parameters. We have shown that such approach
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could yield satisfactory results, benefiting from the most informa-
tive data in the joint data set. Had we only rely on separated inver-
sions, we could have only concluded that both techniques yielded
contradictory results for the FICN quality factor, for example. It
will be probably necessary to improve the correction and analysis
of gravimetric data, however, before the joint inversion can offer
a significant added value compared to the inversion of VLBI data
only.

We also endeavoured to confirm past observations of the reso-
nance associated with the FICN and to provide a reliable credible
interval for its period. Our conservative estimates range from 500
to 1300 solar days, which is admittedly not a better level of ac-
curacy than what Mathews et al. (2002) obtained over 15 yr ago
using a least-squares inversion and much shorter VLBI time-series.
This suggests that, either their uncertainties were strongly underes-
timated or we have yet to properly model and correct non-negligible
systematic errors in the data. The failure of the Bayesian inversion
to yield a well-constrained estimate of the FICN quality factor tends
to demonstrate that both aforementioned hypotheses are probably
valid.

In the theoretical frame of the angular momentum description
used in the MHB2000 model, the primary reason for such a large
FICN period is the couplings at the ICB and CMB, especially the
electromagnetic couplings. Even so, recent studies, mostly relying
on a linear momentum description, have raised concerns about the
validity of previous reference theories and suggested that the an-
gular momentum approach through Liouville’s equations was not
sufficient to fully describe all nutational modes (Rogister & Valette
2009; Seyed-Mahmoud et al. 2017). Rochester et al. (2014) and
Crossley & Rochester (2014) have obtained yet different results,
especially for the FICN, proving that further theoretical work has
still to be done. Therefore, we will refrain for now from interpreting
our results in terms of electromagnetic coupling or, for that matter,
in terms of any such well-defined geophysical process.
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