
HAL Id: hal-02889558
https://hal.science/hal-02889558v2

Preprint submitted on 13 Nov 2020 (v2), last revised 30 Apr 2021 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the Dirac bag model in strong magnetic fields
Jean-Marie Barbaroux, Loïc Le Treust, Nicolas Raymond, Edgardo

Stockmeyer

To cite this version:
Jean-Marie Barbaroux, Loïc Le Treust, Nicolas Raymond, Edgardo Stockmeyer. On the Dirac bag
model in strong magnetic fields. 2020. �hal-02889558v2�

https://hal.science/hal-02889558v2
https://hal.archives-ouvertes.fr


ON THE DIRAC BAG MODEL IN STRONG MAGNETIC FIELDS

J.-M. BARBAROUX, L. LE TREUST, N. RAYMOND, AND E. STOCKMEYER

Abstract. In this work we study two-dimensional Dirac operators on bounded do-
mains coupled to a magnetic field perpendicular to the plane. We focus on the MIT
bag boundary condition and provide accurate asymptotic estimates for the low-lying
(positive and negative) energies in the limit of a strong magnetic field.
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1. Introduction

Consider an open, smooth and simply connected domain Ω ⊂ R2 and a magnetic field
B = Bẑ, smooth and pointing in direction ẑ orthogonal to the plane. In this work we
consider a Dirac operator restricted to Ω and coupled to the magnetic field B through
a magnetic vector potential A = (A1, A2)T satisfying ∇×A = B. The magnetic Dirac
operator acts on a dense subspace of L2(Ω,C2) as,

σ · (−i∇− bA) =

(
0 −i(∂1 − i∂2)− bA1 + ibA2

−i(∂1 + i∂2)− bA1 − ibA2 0

)
, (1.1)

where b > 0 is a positive coupling constant. We write σ ·x = σ1x1 +σ2x2 for x = (x1, x2)
with the usual Pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.

If we assume that the spinors satisfy a boundary relation of the type ϕ = Bϕ on ∂Ω
with a unitary and self-adjoint boundary matrix B : ∂Ω→ C2×2, then simple integration
by parts shows that the local current density 〈ϕ, σ ·nϕ〉C2 vanishes at each point of the
boundary if and only if

B σ · n + σ · nB = 0 on ∂Ω , (1.2)

where n is the normal vector pointing outward to the boundary and 〈·, ·〉C2 is the
standard scalar product on C2 (antilinear w.r.t. the left argument). In particular, for
these cases, the Dirac operator is formally symmetric and satisfies the bag condition, i.e.,
that no current flows through ∂Ω [10]. In the physics literature these type of models have
being earlier considered to describe neutrino billards [10] and (in the three dimensional
setting) quark confinement [13]. More recently, they have regained attention with the
advent of graphene and other Dirac materials, see e.g., [1, 12, 34, 16].

Using the properties of the Pauli matrices and those of B it is easy to see that the
most general form of B acts as a multiplication on L2(∂Ω) with

B ≡ Bη = (σ · t) cos η + σ3 sin η , (1.3)

for certain sufficiently smooth η : ∂Ω→ R and t being the unit tangent vector pointing
clockwise (we have that n× t = ẑ). The most frequently used boundary conditions in
the physics literature are the cases when cos η = 0 and sin η = 0 known as zig-zag and
MIT bag or infinite-mass boundary conditions, respectively. For recent mathematical
literature on the subject in the two and three dimensional settings see for instance
[8, 4, 24, 27, 7] about self-adjointness, [35, 3, 5] for the derivations as an infinite mass
limit, and [9, 25, 2] for eigenvalue estimates.

In this work we consider Dirac operators Dη acting as in (1.1) on spinors ϕ satisfying
ϕ = Bηϕ, with η ∈ [0, 2π). We give the precise definition of the self-adjoint realization
below. Assuming that the magnetic field satisfies infx∈Ω B(x) = b0 > 0 (besides certain
geometrical conditions, see Assumption 1.7), we provide asymptotic estimates for the
corresponding low-lying eigenvalues in the strong coupling constant limit b→∞.

The behavior of the corresponding operators in the physically most relevant cases
mentioned above are quite different from each other. Indeed, on the one hand, the
spectrum of a zig-zag operator is symmetric with respect to zero and zero is an eigenvalue
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of infinite multiplicity. On the other hand, the spectrum of the MIT-bag is far from
being symmetric for large magnetic fields and zero is never in its spectrum.

Our main results can be roughly summarized as follows: For k ∈ {1, 2, 3, . . . } we
denote by η+

k > 0 and η−k < 0 the non-negative and negative eigenvalues of D0, the MIT
bag operator with η = 0. They are ordered such that |η±k | 6 |η

±
k+1|. Then, there is a

constant C+
k > 0 such that, as b→∞,

η+
k = C+

k b
ke−2αb(1 + o(1)) . (1.4)

We provide explicit expressions for the constants C+
k and α > 0 in terms of the geometry

and the magnetic field B (see Theorem 1.10). In particular, the positive eigenvalues
of D0 accumulate exponentially fast to zero in the strong magnetic field limit. This
behavior is in contrast to the one of the negative eigenvalues. Indeed, for the first
negative eigenvalue we show that there is a constant C− > 0 such that

η−1 = −C−b
1
2 (1 + o(1)) . (1.5)

The constant C− obeys an effective minimization problem (see Theorem 1.14). We can
even describe the repartition of the first negative eigenvalues by means of an effective
operator obtained by microlocal technics (see Theorem 1.19).

The proof of (1.4) and (1.5) is based upon the asymptotic analysis of a min-max
principle for the corresponding operator D0. We show a new min-max characterization,
well adapted to our setting, whose proof is inspired by [15] and [19]. A result in the same
spirit has being recently used in [2]. It is easy to see that the min-max characterization
applies well to any boundary conditions with cos η 6= 0, as described in Appendix A one
obtains the same type of asymptotic formulas (1.4) and (1.5) with different constants.

As for the zig-zag case, when cos η = 0, we obtain analogous results for the energies
through a simple application of the asymptotic analysis performed in [6] and the relation
between zig-zag and Pauli-Dirichlet operators. This is explained in Section 1.4 and the
results can be summarized as follows: For k ∈ {1, 2, 3, . . . } we denote by µ−k and µ+

k

the k-th positive eigenvalue of Dπ/2 and D3π/2, respectively. Then, we find constants
0 < ck 6 Ck <∞ that, as b→∞,

ckb
(k+1)/2e−αb(1 + o(1)) 6 µ−k 6 Ckb

(k+1)/2e−αb(1 + o(1)) ,

and

µ+
k >

√
2bb0 ,

where α > 0 is the same constant appearing in (1.4).
Our results compare qualitatively well with the findings in the physics literature

[33, 20, 37] for constant magnetic fields on the disk. Let us mention nevertheless that
the exponential decays of η+

k and µ−k of the type e−αphyb
2 (αphy > 0) conjectured by the

physicists are too strong. We also show that the eigenvalues (η−k )k>1 do not merge to
form the Laudau levels since the eigenfunctions associated with the lowest eigenvalues
concentrate on the edge (see Theorem 1.14 and Proposition 6.2).
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1.1. Basic definitions and assumptions. We study the equivalent semiclassical prob-
lem given by the the action of

Dh,A = σ · (p−A) =

(
0 dh,A

d×h,A 0

)
, (1.6)

where p = −ih∇ for h > 0,
dh,A = −2ih∂z − A1 + iA2 , d×h,A = −2ih∂z − A1 − iA2 ,

with ∂z = ∂1+i∂2

2
and ∂z = ∂1−i∂2

2
. We focus on the boundary conditions described above

for η = 0, that is
B = σ · t = −iσ3(σ · n) ,

where n is the outward pointing normal to the boundary ∂Ω. The associated magnetic
Dirac operator with MIT bag (or infinite mass) boundary condition is (Dh,A,Dom(Dh,A))
with

Dom(Dh,A) =
{
ϕ ∈ H1(Ω,C2) , Bϕ = ϕ on ∂Ω

}
.

Remark 1.1. Note that
σ · n =

(
0 n
n 0

)
,

so that the boundary condition reads
u2 = inu1 ,

where ϕ = (u1, u2)T , and n = (n1, n2)T denotes the normal vector in R2 and also
n = n1 + in2 ∈ C.

Notation 1. We denote by 〈·, ·〉 the standard L2-scalar product (antilinear w.r.t. the
left argument) on Ω and by ‖ · ‖ the associated norm. In the same way, we denote by
〈·, ·〉∂Ω the L2-scalar product on L2(∂Ω).

The main purpose of the paper is to study the asymptotic behavior of the eigenvalues
near 0 in the semiclassical limit h→ 0.

Remark 1.2. The eigenvalues in the strong magnetic field limit given by the operator
D0 described in the introduction can be found by a simple scaling argument. We have

spD0 = b sp D1/b,A .

Then, (1.4) and (1.5) are direct consequences of Theorems 1.10 and 1.14, respectively
(see below).

Assumption 1.3.
(i) Ω is bounded, simply connected, ∂Ω is C2-regular,
(ii) B ∈ W 1,∞(Ω) .

Under Assumption 1.3, the operator Dh,0, without magnetic field, is self-adjoint on
L2(Ω)2 (see for instance [8]). We work in the so-called Coulomb gauge that is given
through the unique solution of the Poisson equation

∆φ = B , φ|∂Ω = 0 , (1.7)

by choosing A = (−∂2φ, ∂1φ)T = ∇φ⊥. Notice that by standard regularity theory the
components of A are bounded. Hence Dh,A is self-adjoint and it has compact resolvent
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since Dom(Dh,A) ⊂ H1. In particular, the spectrum Dh,A of is discrete. We denote by
(λ+

k (h))k>1 and (−λ−k (h))k>1 the positive and negative eigenvalues of Dh,A counted with
multiplicities. In fact, Dh,A has no zero modes. This can be seen using the following
lemma, which is a consequence of [21] and [6].

Lemma 1.4. For all h > 0, there exists C(h) > 0 such that, for all u ∈ H1
0 (Ω), we

have
‖d×h,Au‖

2 > C(h)‖u‖2 .

Proposition 1.5. The operator Dh,A has no zero modes.

Proof. Consider ϕ = (u, v)T ∈ Dom(Dh,A) such that Dh,Aϕ = 0. We have dh,Av =
d×h,Au = 0. Thus, integrating by parts, and using the boundary condition, we get

0 = 〈dh,Av, u〉 = 〈v, d×h,Au〉+ h〈−in v, u〉∂Ω = h‖u‖2
∂Ω .

Therefore u ∈ H1
0 (Ω), and Lemma 1.4 implies that u = 0. �

Since Dh,A has no zero mode, its spectrum is

sp(Dh,A) = {. . . , −λ−2 (h) , −λ−1 (h)} ∪ {λ+
1 (h) , λ+

2 (h) , . . . } . (1.8)

Assumption 1.6. B is positive. We define b0 = infΩ B > 0 and b′0 = min∂Ω B.

Under this assumption, φ is subharmonic so that

max
x∈Ω

φ = max
x∈∂Ω

φ = 0 ,

and the minimum of φ will be negative and attained in Ω.

Assumption 1.7.
(i) The minimum φmin of φ is attained at a unique point xmin.
(ii) The Hessian matrix Hessminφ of φ at xmin is positive definite i.e. xmin is non-

degenerate minimum. We also denote by zmin, the minimum xmin seen as a complex
number.

1.2. Main results. The magnetic Hardy space is

H 2
h,A(Ω) = {u ∈ L2(Ω) : d×h,Au = 0 , u|∂Ω ∈ L2(∂Ω)} .

We let
Hh,A = H1(Ω) + H 2

h,A(Ω) ,

and endow it with the Hermitian scalar product given by

∀(u1, u2) ∈ Hh,A × Hh,A , 〈u1, u2〉Hh,A = 〈u1, u2〉+ 〈d×h,Au1, d
×
h,Au2〉+ 〈u1, u2〉∂Ω .

1.2.1. About the positive eigenvalues. The following result gives us a non-linear min-max
characterization for the positive eigenvalues of Dh,A.

Theorem 1.8. Under Assumption 1.3. We have, for all h > 0 and k > 1,

λ+
k (h) = min

W⊂Hh,A
dimW=k

max
u∈W\{0}

h‖u‖2
∂Ω +

√
h2‖u‖4

∂Ω + 4‖u‖2‖d×h,Au‖2

2‖u‖2
.
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Remark 1.9. Due to the symmetry of the problem we can also use this min-max
characterization for the negative eigenvalues of Dh,A after changing the sign of the
magnetic field. Indeed, consider the charge conjugation operator

C : ϕ ∈ C2 7→ σ1ϕ ∈ C2 ,

where ϕ is the vector of C2 made of the complex conjugate of the coefficients of ϕ. We
have CDom(Dh,A) = Dom(Dh,A) , and CDh,AC = −Dh,−A . In particular, we get that

sp(Dh,A) = −sp(Dh,−A) .

In order to state our next result on the asymptotic estimates of the λ+
k (h) we introduce

some notation to explicitly define the constant C+
k from (1.4).

Notation 2. Let us denote by O(Ω) and O(C) the sets of holomorphic functions on Ω
and C. We consider the following (anisotropic) Segal-Bargmann space

B2(C) = {u ∈ O(C) : NB(u) < +∞} ,
where

NB(u) =

(∫
R2

∣∣u (y1 + iy2)
∣∣2 e−Hessxminφ(y,y)dy

)1/2

.

We also introduce the Hardy space
H 2(Ω) = {u ∈ O(Ω) : ‖u‖∂Ω < +∞} ,

where

‖u‖∂Ω =

(∫
∂Ω

∣∣u (y1 + iy2)
∣∣2 dy

)1/2

.

We also define for P ∈H 2(Ω), A ⊂H 2(Ω),

distH(P,A) = inf
{
‖P −Q‖∂Ω , for all Q ∈ A

}
,

and for P ∈ B2(C), A ⊂ B2(C),

distB(P,A) = inf
{
NB(P −Q) , for all Q ∈ A

}
.

The following constant is important in our asymptotic analysis

Ck(B,Ω) =

(
distH

(
(z − zmin)k−1,H 2

k (Ω)
)

distB
(
zk−1,Pk−2

) )2

, (1.9)

where Pk−2 = span
(
1, . . . , zk−2

)
⊂ B2(C), P−1 = {0} and

H 2
k (Ω) = {u ∈H 2(Ω), u(n)(zmin) = 0, for n ∈ {0, . . . , k − 1}} . (1.10)

Theorem 1.10. Under Assumptions 1.3, 1.6 and 1.7, we have for all k > 1,

λ+
k (h) = Ck(B,Ω)h1−ke2φmin/h(1 + oh→0(1)) .

Remark 1.11. Let us assume that Ω is the disk of radius R centered at 0, and that B is
radial. In this case zmin = 0 and Hessxmin

φ = B(0)Id/2. Moreover, using Fourier series,
we see that (zn)n>0 is an orthogonal basis for NB and ‖ · ‖∂Ω. In particular, H 2

k (Ω) is
‖ · ‖∂Ω-orthogonal to zk−1 so that

distH
(
zk−1,H 2

k (Ω)
)2

= ‖zk−1‖2
∂Ω = R2k−2|∂Ω| = 2πR2k−1 .
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In addition, Pk−2 is NB-orthogonal to zk−1 so that

distB
(
zk−1,Pk−2

)2

= NB(zk−1)2 = 2π
2k−1(k − 1)!

B(0)k
,

Thus, we get that

Ck(B,Ω) =
B(0)k

(k − 1)!

(R2

2

)k−1

R .

Remark 1.12. Theorem 1.10 can evoke some kind of tunneling estimate. In the semi-
classical study of electric Schrödinger operators with symmetric wells, it is well-known
that the lowest eigenvalues differ from each other modulo terms in the form e−S/h.
The quantity S reflects the interaction between the wells and is related to lengths of
geodesics connecting the wells. Here, the eigenvalues are themselves exponentially small
and the S is replaced by φmin. In our analysis we will even see that the corresponding
eigenfunctions are essentially localized near xmin. Nevertheless, this xmin is determined
by the global magnetic geometry. That is why, we could interpret Theorem 1.10 as
measure of a tunneling effect between every points of Ω.

1.2.2. About the negative eigenvalues. We now turn to the negative eigenvalues of Dh,A.
Consider, for all α > 0,

ν(α) = inf
u∈H2

−A0
(R2

+)

u6=0

∫
R2

+
|(−i∂x1 − x2 + i(−i∂x2))u|2dx1dx2 + α

∫
R |u(x1, 0)|2dx1

‖u‖2
, (1.11)

with A0 = (−x2, 0). Notice that the quadratic form minimized in (1.11) corresponds
to the magnetic Schrödinger operator on a half-plane with a constant magnetic field
(equaling 1) and equipped by a Robin-like boundary condition. More details are given
in Section 4.

Remark 1.13. We can prove (see Proposition 4.15) that the equation ν(α) = α2 has a
unique positive solution, denoted by a0. In fact, we will see that a0 equals

inf
u∈H2

−A0
(R2

+)

u6=0

∫
R |u(s, 0)|2ds+

√(∫
R |u(s, 0)|2ds

)2
+ 4‖u‖2

∫
R2

+
|(−i∂s − τ + i(−i∂τ ))u|2dsdτ

2‖u‖2
.

Moreover, a0 ∈ (0,
√

2). Numerical calculations suggest that a0 is approximately equal
to 1.31236.

Theorem 1.14. Under Assumptions 1.3 and 1.6, we have

λ−1 (h) = h
1
2 min(

√
2b0, a0

√
b′0) + oh→0(h

1
2 ) ,

where λ−1 (h) is defined in Section 1.1, b0 = minΩ B(x) and b′0 = min∂Ω B(x). In partic-
ular, when B ≡ b0 is constant, we have

λ−1 (h) = a0

√
b0h+ oh→0(h

1
2 ) .

Remark 1.15. The asymptotic analysis leading to Theorems 1.10 and 1.14 strongly
differ from each other. Indeed, the eigenfunctions are localized near xmin for the positive
energies, whereas, when B is constant, they are localized near the boundary for the
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negative ones. Moreover, in this last case, for non-constant magnetic fields (see the
discussion in Appendix B), the eigenfunctions might be localized inside if b0/b

′
0 is small

enough. Consequently, the underlying semiclassical problems do not share the same
structure.

1.2.3. Negative eigenvalues for a constant magnetic field. Let us now focus on the case
with constant magnetic field, and improve Theorem 1.14. In order to establish our
improvement, and to make the analysis more elegant, we make the following assumption
(see Appendix D for more detail). This assumption will allow to define “holomorphic
tubular coordinates”, which are particularly adapted to our operator.

Assumption 1.16. The boundary ∂Ω is an analytic curve.

Various properties of the eigenvalues of the operator M−
R+,α,ξ

associated with the
following (analytic) family of quadratic forms

q−R+,α,ξ
(u) =

∫
R+

(
|u′|2 + |(ξ − τ)u|2

)
dτ + (α− ξ)|u(0)|2 + ‖u‖2 , α > 0 , ξ ∈ R ,

play a fundamental role in the analysis of the negative eigenvalues. The Robin boundary
condition reads

∂tu(0) = (α− ξ)u(0) .

We denote by (ν−R+,j
(α, ξ))j>1 the non-decreasing sequence of its eigenvalues. For short-

ness, we let ν−(α, ξ) = ν−R+,1
, and we denote by uα,ξ the corresponding normalized

positive eigenfunction. We can prove (see Section 4) that ν−(α, ·) has a unique mini-
mum at some ξα, which is non-degenerate.

This operator appears after using the partial Fourier transform in relation with (1.11).
Let us consider the following differential operator

Qeff
h = (Ds + th)

2 − κ2

12
, (1.12)

where
th =

|Ω|
h|∂Ω|

− a0

h
1
2

+
π

|∂Ω|
,

a0 is defined in Remark 1.13 and

c0 :=
a0u

2
a0,a0

(0)

2a0 − u2
a0,a0

(0)
> 0 .

Remark 1.17. We will see that the denominator of c0 is indeed positive. Moreover,
this constant is directly related to the second derivative of the first negative dispersion
curve ϑ−1 at a0 of the Dirac operator on the half-plane with constant magnetic field
(equal to 1), see Section 1.3 and Theorem 4.3.

We denote by λn(Qeff
h ) the n-th eigenvalue of Qeff

h .

Remark 1.18. By gauge invariance, the spectrum of Qeff
h does not change whenever th

is replaced by th + 2kπ
|∂Ω| . Therefore, we can easily check that, for all n > 1, there exists

C > 0 such that, for all h ∈ (0, h0),

|λn(Qeff
h )| 6 C .
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Here comes our last main result.

Theorem 1.19. We have

λ−n (h) = h
1
2a0 + h

3
2 c0λn(Qeff

h ) + o(h
3
2 ) .

In the disk case, we can compute the eigenvalues λn(Qeff
h ) recursively.

Proposition 1.20. Let (mn(h))n>1 be a sequence of Z which satisfies

mn(h) ∈ arg min{|m+ th| ,m ∈ Z \ {m1(h), . . . ,mn−1(h)}} \ {m1(h), . . . ,mn−1(h)} .

If Ω is a disk of radius R > 0, we have for all n > 1,

λn(Qeff
h ) = |mn(h) + th|2 −

1

12R2
.

Remark 1.21. Since th depends continuously on h and th → +∞ as h→ 0, there are
infinitely many h > 0 for which there exists k ∈ Z such that

th =
1

2
+ k . (1.13)

In these cases, the spectrum of Qeff
h for the disk of radius R > 0 is

sp(Qeff
h ) =

{∣∣∣∣12 +m

∣∣∣∣2 − 1

12R2
,m ∈ N

}
,

each eigenvalue has multiplicity 2 and the sequence (mn(h))n>1 is not uniquely defined.
If (1.13) is not satisfied then, all the eigenvalues are simple.

Actually, the microlocal strategy used to obtain Theorem 1.19 also allows to get results
for variable magnetic fields. Such results are described with some details in Appendix
B. Somehow, the case with variable magnetic field is simpler since the variations of the
field have a stronger effect than the geometry.

Theorem 1.19 should also be compared to [17, Theorem 1.1] which deals with the
Neumann Laplacian with constant magnetic field. In their paper, Fournais and Helffer
show the crucial influence of the curvature on the spectral asymptotics and on the
spectral gap. This gap is directly related to the localization of the eigenfunctions near
the points of maximal curvature. We stress that it is not the case with Theorem 1.19
since the effective operator does not induce a particular localization on the boundary.
This reflects that our problem is more degenerate from the semiclassical point of view.
In order to deal with such a degeneracy, we use a microlocal dimensional reduction to
the boundary (also known as the Grushin method). As far as we know, such a method,
combined with a non-linear characterization of the eigenvalues, does not seem to have
been used before to study semiclassical Dirac operators. The version of this method
that we use in this paper is inspired by [26] and closely related to the Ph. D. thesis by
Keraval [23]. It was also recently used to establish a formula describing a pure magnetic
tunnel effect in [11].
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1.3. Dirac operators with constant magnetic field on R2 and R2
+. When con-

sidering Theorem 1.14, we can wonder what the interpretation of the positive constant
a0 is. In fact, an important part of the semiclassical analysis of spectral problems relies
on the study of some operators obtained (formally) after a semiclassical zoom around
each point of Ω. In the present article, these are magnetic Dirac operators with con-
stant magnetic field. Thus, let us consider homogenenous Dirac operators on R2 and
R2

+ = R×R+ with the same formalism by choosing the gauge associated with the vector
potential A0 = (−x2, 0)T .

Definition 1.22. The operators DR2 and DR2
+
act as σ · (−i∇−A0) on

Dom(DR2 ) =
{
ϕ ∈ H1(R2 ,C2) , x2ϕ ∈ L2(R2 ,C2)

}
and

Dom(DR2
+

) =
{
ϕ ∈ H1(R2

+,C2) , x2ϕ ∈ L2(R2
+,C2) , σ1ϕ = ϕ on ∂R2

+

}
.

The spectral properties of DR2 can be found for instance in [36, Theorem 7.2]. A
novelty in this paper is the study of DR2

+
.

Theorem 1.23. The operators DR2 and DR2
+
are self-adjoint and satisfy

sp(DR2 ) = {±
√

2k , k ∈ N} ,
and

sp(DR2
+

) = (−∞,−a0] ∪ [0,+∞) ,

where a0 ∈ (0,
√

2) is defined in Remark 1.13. The spectrum of DR2 is made of infinitely
degenerate eigenvalues. The spectrum of DR2

+
is purely absolutely continuous.

We will present with more details the study of the negative part of the spectrum of
DR2

+
since many of the associated results will be used in the proof of the asymptotics of

the negative eigenvalues.

1.4. The zig-zag case. In this paper, we consider the Dirac operator with MIT bag
boundary condition (and its variants in Appendix A). The so-called zig-zag boundary
condition also appears commonly in the description of the electrical properties of pieces
of graphene. It is worth noticing that the spectral properties of the related operators
exhibit completely different asymptotic behaviors compared with the ones studied here.
More precisely, the operators (Z ±

h,A,Dom(Z ±
h,A)) acting as σ · (p−A) on

Dom(Z −
h,A) = H1

0 (Ω,C)× {u ∈ L2(Ω,C) , ∂zu ∈ L2(Ω,C)} ,
Dom(Z +

h,A) = {u ∈ L2(Ω,C) , ∂zu ∈ L2(Ω,C)} ×H1
0 (Ω,C) ,

are self-adjoint. This is easily seen since by construction the operators Z ±
h,A have the

supersymmetric structure

Z ±
h,A =

(
0 D±
D∗± 0

)
,

where D+ and D∗− have Dirichlet boundary conditions. Moreover, 0 is an eigenvalue of
infinite multiplicity for both of them and their kernels can be determined explicitly (see
[36, Chapter 5], [32] and [6, Proposition 4.4]).
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Next notice that since σ3Z
±
h,A = −Z ±

h,Aσ3 holds, the spectra of both operators is
symmetric with respect to zero. Moreover, by simply squaring the operators one sees
that, due to the isospectrality of D±D∗± and D∗±D± away from zero,{
λ2, λ ∈ sp (Z +

h,A) \ {0}
}

= sp{D∗+D+}, and
{
λ2, λ ∈ sp (Z −

h,A) \ {0}
}

= sp{D−D∗−} .

Thus, their discrete spectrum satisfy

spd (Z ±
h,A) = sp (Z ±

h,A) \ {0} =

{√
α±k (h) , k ∈ N∗

}
∪
{
−
√
α±k (h) , k ∈ N∗

}
,

where (α+
k (h))k>1 and (α−k (h))k>1 are the ordered sequences of the eigenvalues (counted

with multiplicity) of the operators D∗+D+ and D−D∗− that act as

|p−A|2 + hB , and |p−A|2 − hB ,

on H1
0 (Ω,C)∩H2(Ω,C). Therefore, we deduce from [6, Theorem 1.3.], that there exists

(C̃k(B,Ω))k>1 and θ0 ∈ (0, 1] such that for all k > 1(
θ0C̃k(B,Ω)h1−ke2φmin/h

)1/2

(1 + oh→0(1)) 6
√
α−k (h)

6
(
C̃k(B,Ω)h1−ke2φmin/h

)1/2

(1 + oh→0(1)) ,

as h→ 0. Finally, it is well known that√
α+
k (h) >

√
2b0h .

1.5. Structure of the article. The article is organized as follows.
Section 2 is devoted to establish a non-linear min-max characterization of the positive

eigenvalues, see Proposition 2.8. A crucial step in our way of proving this proposition is
Proposition 2.12 which establishes an isomorphism between a positive eigenspace and
a kernel of Schrödinger operator.

In Section 3, we prove Theorem 1.10 by using the non-linear min-max characteriza-
tion. First, we establish an upper bound, see Lemma 3.1 and Proposition 3.5. Then,
we prove that the minimizers of our non-linear min-max are approximated by functions
such that d×h,Au = 0 (see Section 3.2). This allows to establish the lower bound, see
Corollary 3.16 and Proposition 3.10.

In Section 4, we prove Theorem 1.23 about the spectrum of homogeneous magnetic
Dirac operators on R2 and R2

+. Various properties of the corresponding dispersion
curves are also established. The characterization of a0 ∈ (0,

√
2) as the unique solution

of ν(α) = α2 is explained in Section 4.7. Numerical illustrations are also provided, see
Section 4.6.

Section 5 is devoted to the proof of Theorem 1.14. One of the main ingredients is
Proposition 5.1 which establishes a one-term asymptotics of the ground-state energy of
a Pauli-Robin operator. This proposition is proved by means of a semiclassical partition
of the unity. Near the boundary, due to the lack of ellipticity of the Cauchy-Riemann
operators, we are led to introduce conformal tubular coordinates thanks to the Riemann
mapping theorem. This is the price to pay to be able to approximate the magnetic field
by the constant magnetic field, and to control the remainders.
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In Section 6, we consider the case with constant magnetic field and we start the
proof of Theorem 1.19. The first step is to show that the first eigenfunctions of our
Pauli-Robin operator are localized near the boundary at the scale h

1
2 , see Proposition

6.2. This allows to reduce the analysis to a tubular neighborhood of the boundary, see
Corollary 6.5. In this neighborhood, we use the holomorphic tubular coordinates given
in Appendix D (where it is explained how to contruct such coordinates by imposing
a parametrization by arc length of ∂Ω), and put the operator under a normal form by
means of changes of gauge and of functions. The operator is rescaled with respect to
the normal variable and we get the operator Na,~, see (6.7).

In Section 7, up to inserting cutoff functions, this operator is seen as a pseudo-
differential operator with respect to the curvilinear coordinate, see (7.1) and Section
7.1.3. Corollary 7.3 tells us that it is enough to study our pseudo-differential with cutoff
functions ˇNa,~. Then, a parametrix is constructed by means of the Grushin formalism,
see Proposition 7.5. This parametrix is used to reveal an effective operator, see (7.4).
The connection with the spectrum of ˇNa,~ is made in Proposition 7.9. The spectral
analysis of the effective operator is done in Section 7.3, see especially Proposition 7.11.
Finally, the relation between the spectrum of the Pauli-Robin operator and the one of
the Dirac operator is explained in Section 7.4.

In Appendix C, for the convenience of the reader, we recall why the magnetic Hardy
space is a Hilbert space.

In Appendix A, we discuss some straightforward extensions of our results related to
variable boundary conditions.

In Appendix B, we explain how to describe all the negative eigenvalues when the
magnetic field is variable, under generic assumptions. The main steps are only sketched
since the analysis does not crucially involve subprincipal terms as for the constant
magnetic field case.

2. A non-linear min-max characterization

The aim of this section is to establish Theorem 1.8. To do so, we first establish
in Section 2.1 some fundamental properties of the natural minimization space Hh,A.
Then, we prove that the λ-eigenspace of Dh,A are isomorphic with the 0-eigenspace of
an auxiliary operator Lλ depending quadratically on λ, see Proposition 2.12. Section
2.3 is devoted to describe the spectrum of Lλ, and in particular when 0 ∈ sp(Lλ).

Throughout this section, h > 0 is fixed.

2.1. Magnetic Hardy spaces.

Definition 2.1. The magnetic Hardy space is

H 2
h,A(Ω) = {u ∈ L2(Ω) : d×h,Au = 0 , u|∂Ω ∈ L2(∂Ω)} .

We let
Hh,A = H1(Ω) + H 2

h,A(Ω) ,

and endow it with the Hermitian scalar product given by

∀(u1, u2) ∈ Hh,A × Hh,A , 〈u1, u2〉Hh,A = 〈u1, u2〉+ 〈d×h,Au1, d
×
h,Au2〉+ 〈u1, u2〉∂Ω .

Let us recall the following proposition.
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Proposition 2.2 ( [6, Proposition 2.1.]). The free Dirac operator and the magnetic
Dirac operator are related by the formula

eσ3φ/hσ · p eσ3φ/h = σ · (p−A) , (2.1)

as operators acting on H1(Ω,C2) functions.

Remark 2.3. By using the change of function u = e−φ/hw suggested by Proposition
2.2, we have

H 2
h,A(Ω) = e−φ/hH 2

0 (Ω) , Hh,A = e−φ/hH0 ,

where
H0 = H1(Ω) + H 2

0 (Ω) ,

and
H 2

0 (Ω) = {w ∈ L2(Ω) : ∂zw = 0 , w|∂Ω ∈ L2(∂Ω)} .
Note that, for all (u1, u2) ∈ Hh,A × Hh,A,

〈u1, u2〉Hh,A = 〈w1, w2〉L2(e−2φ/h) + 〈−2ih∂zw1,−2ih∂zw2〉L2(e−2φ/h) + 〈w1, w2〉∂Ω ,

where wj = eφ/huj for j = 1, 2. Then, by using the Riemann biholomorphism F : D→
Ω, the classical Hardy space H 2

0 (Ω) = H 2(Ω) becomes the canonical Hardy space

H 2(D) =

f ∈ O(D) :

(
f (n)(0)

n!

)
n>0

∈ `2(N)

 .

Note that, for f ∈H 2(D),

‖f‖2 = 2π
∑
n>1

(2n+ 2)−1|un|2 , ‖f‖2
∂Ω = 2π

∑
n>0

|un|2 , un =
f (n)(0)

n!
. (2.2)

The following lemma is a classical result. For the reader’s convenience, we recall the
proof in Appendix C.

Lemma 2.4. The space (H 2
h,A(Ω), 〈·, ·〉∂Ω) is a Hilbert space. Moreover, H 2

h,A(Ω) is
compactly embedded in L2(Ω).

The next lemma is related to elliptic estimates for magnetic Cauchy-Riemann oper-
ators.

Lemma 2.5 ([6, Theorem 4.6.]). There exists c > 0 such that, for all h > 0, and for
all u ∈ {v ∈ L2(Ω) , d×h,Av ∈ L2(Ω)},√

2hb0‖Π⊥h,Au‖ 6 ‖d×h,Au‖ , ch2(‖Π⊥h,Au‖∂Ω + ‖∇Π⊥h,Au‖) 6 ‖d×h,Au‖ ,
where Πh,A is the (orthogonal) spectral projection on the kernel of the adjoint of the
operator dh,A with Dirichlet boundary conditions, i.e. (dh,A, H

1
0 (Ω))?, and

Id = Πh,A + Π⊥h,A .

Let us now prove some properties of the spaces Hh,A.

Proposition 2.6. The following holds.
(i) (Hh,A, 〈·, ·〉Hh,A) is a Hilbert space.
(ii) H1(Ω) is dense in Hh,A.
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(iii) The embedding Hh,A ↪→ L2(Ω) is compact.

Proof. Let us prove (i). We consider a Cauchy sequence (un) for ‖ ·‖Hh,A . It is obviously
a Cauchy sequence for ‖ · ‖ and ‖ · ‖∂Ω. We write un = Πh,Aun + Π⊥h,Aun. From Lemma
2.5, we see that (Π⊥h,Aun) is a Cauchy sequence in H1(Ω), and thus converges to some
u⊥ ∈ H1(Ω). Moreover, by using again Lemma 2.5, (Πh,Aun) is a Cauchy sequence in
H 2

h,A(Ω). From Lemma 2.4, (Πh,Aun) converges to some u ∈ H 2
h,A(Ω). It follows that

(un) converges to u+ u⊥ in Hh,A.
Item (ii) is a consequence of [6, Lemma C.1].
By using again the orthogonal decomposition induced by Πh,A, and the compactness

of H1(Ω) ↪→ L2(Ω), and of H 2
h,A(Ω) ↪→ L2(Ω) (see Lemma 2.4), we get (iii).

�

2.2. Statement of the min-max characterization. The proof of Theorem 1.8 is a
consequence of Propositions 2.7 and 2.8, see below.

Notation 3. For all k > 1 and all h > 0, we define
µk(h) = inf

W⊂H1(Ω)
dimW=k

sup
u∈W\{0}

ρ+(u) ,

where

ρ+(u) =
h‖u‖2

∂Ω +
√
h2‖u‖4

∂Ω + 4‖u‖2‖d×h,Au‖2

2‖u‖2
. (2.3)

Proposition 2.7. We have, for all k > 1,

µk(h) = inf
W⊂Hh,A
dimW=k

sup
u∈W\{0}

ρ+(u) = min
W⊂Hh,A
dimW=k

sup
u∈W\{0}

ρ+(u) > 0 .

Proof. We use Proposition 2.6 (ii) & (iii), and observe that ρ+(u) > 0 for all u ∈
Hh,A \ {0}. �

Proposition 2.8. For all k > 1, and h > 0, we have

λ+
k (h) = µk(h) .

The following sections are devoted to the proof of Proposition 2.8.
In the following, we drop the h-dependence in the notation.

2.3. A characterization of the µk.

Notation 4. Let λ > 0. Consider the quadratic form defined by
∀u ∈ Hh,A , Qλ(u) = ‖d×h,Au‖

2 + hλ‖u‖2
∂Ω − λ2‖u‖2 ,

and, for all k > 1,

`k(λ) = inf
W⊂H1(Ω)

dimW=k

sup
u∈W\{0}

Qλ(u)

‖u‖2
.

Note that, for all u ∈ Hh,A \ {0},
Qλ(u) = −‖u‖2(λ− ρ−(u))(λ− ρ+(u)) , (2.4)

where ρ+(u) is defined in (2.3) and ρ−(u) is the other zero of the polynomial above.
From Proposition 2.6, we deduce the following.
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Lemma 2.9. For λ > 0, the (bounded below) quadratic form Qλ is closed. The asso-
ciated (unbounded) self-adjoint operator Lλ has compact resolvent, and its eigenvalues
are characterized by the usual min-max formulas

`k(λ) = inf
W⊂H1(Ω)

dimW=k

sup
u∈W\{0}

Qλ(u)

‖u‖2
= min

W⊂Hh,A
dimW=k

max
u∈W\{0}

Qλ(u)

‖u‖2
.

We prove some properties of `k seen as a function of λ.

Lemma 2.10. For all k > 1, the function `k : (0,+∞)→ R satisfies the following:
(i) `1 is concave,
(ii) for all µ ∈ (0, µ1), and all k > 1, `k(µ) > 0,
(iii) limλ→+∞ `k(λ) = −∞,
(iv) `k is continuous,
(v) the equation `k(λ) = 0 has exactly one positive solution, denoted by Ek.
(vi) for all λ > 0,

|`k(λ)| > λ|Ek − λ| .
Proof. Item (i) follows by observing that the infimum of a family of concave functions
is itself concave.

It is enough to check Item (ii) for k = 1. Consider µ > 0. Thanks to Proposition
2.7, there exists a normalized function u ∈ Hh,A such that `1(µ) = Qµ(u). If `1(µ) 6 0,
then, by (2.4), we have that µ > ρ+(u) > µ1.

By taking any finite dimensional space W ⊂ H1
0 (Ω), we readily see that

`k(λ) 6 sup
u∈W, ‖u‖=1

‖d×h,Au‖ − λ
2 .

We get Item (iii).
Since `1 is concave, it is also continuous. Then, the family (Lλ)λ>0 is analytic of type

(B) in the sense of Kato (i.e., Dom(Qλ) is independent of λ > 0). This implies that
the `k are continuous functions. Actually, this can directly be seen from the following
equality

λ−1
1 Qλ1(u)− λ−1

2 Qλ2(u) = (λ2 − λ1)
(
‖d×h,Au‖

2(λ1λ2)−1 + ‖u‖2
)
, (2.5)

for all λ1, λ2 > 0 and u ∈ Hh,A.
Let us now deal with Item (v). Firstly, let 0 < λ1 < λ2 and W ⊂ Hh,A with

dimW = k. By (2.5), for all u ∈ W \ {0}, we have

λ−1
1 Qλ1(u) > (λ2 − λ1)‖u‖2 + λ−1

2 Qλ2(u) .

and taking the supremum over the vectors u ∈ W \ {0},

λ−1
1 sup

u∈W\{0}

Qλ1(u)

‖u‖2
> (λ2 − λ1) + λ−1

2 sup
u∈W\{0}

Qλ2(u)

‖u‖2
.

Hence, taking the infimum over the subsets W ⊂ Hh,A of dimension k, we get

λ−1
1 `k(λ1) > (λ2 − λ1) + λ−1

2 `k(λ2) . (2.6)
By Items (ii), (iii) and (iv), there is at least one λ > 0 such that `k(λ) = 0. Assume
by contradiction that `k has two zeros 0 < λ1 < λ2. By (2.6), we get the contradition
0 > λ2 − λ1 > 0. Therefore, `k has only one positive zero.
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To deal with Item (vi), we take first λ1 = Ek < λ2 so that

−`k(λ2) > λ2(λ2 − Ek) ,
and |`k(λ2)| > λ2|λ2 − Ek|. Then, consider 0 < λ1 < λ2 = Ek,

`k(λ1) > λ1(Ek − λ1) ,

and |`k(λ1)| > λ1|λ1 − Ek|. These two inequalities give Item (vi).
�

Proposition 2.11. For all k > 1, µk is the only positive zero of `k, i.e.,

Ek = µk .

Proof. In virtue of Proposition 2.7, we notice that µk > 0. Then, we proceed in two
steps.

Firstly, consider a subspace Wk ⊂ Hh,A of dimension k such that

max
u∈Wk\{0}

ρ+(u) = µk .

For all u ∈ Wk \ {0}, ρ+(u) 6 µk. By the definition of `k(µk) and (2.4), we have

`k(µk) 6 max
u∈Wk\{0}

Qµk(u) 6 0 .

Secondly, for all subspace W ⊂ Hh,A of dimension k, we have

µk 6 max
u∈W\{0}

ρ+(u) .

There exists uk ∈ W \ {0} such that µk 6 ρ+(uk). Then, we have

max
u∈W\{0}

Qµk(u) > Qµk(uk) > 0 ,

and taking the infimum over W , we find `k(µk) > 0.
We deduce that `k(µk) = 0 and conclude by using Lemma 2.10 (v). �

2.4. Proof of Proposition 2.8.

2.4.1. An isomorphism. The following proposition is crucial.

Proposition 2.12. Let λ > 0. Then, the map

Jλ :


ker Lλ −→ ker(Dh,A − λ)

u 7−→
(

u
λ−1d×h,Au

)
is well-defined and it is an isomorphism.

Proof. First, we show that the range of Jλ is indeed contained ker(Dh,A − λ). Let
u ∈ ker(Lλ). Notice that u ∈ ker(Lλ) is equivalent to

∀w ∈ Hh,A , Qλ(u,w) = 〈d×h,Au, d
×
h,Aw〉+ hλ〈u,w〉∂Ω − λ2〈u,w〉 = 0 . (2.7)

We set

ϕ =

(
u
v

)
, v =

d×h,Au

λ
.
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For all ψ =

(
w1

w2

)
∈ Dom(Dh,A), we have

〈ϕ,Dh,Aψ〉 = 〈u, dh,Aw2〉+ 〈v, d×h,Aw1〉

= 〈d×h,Au,w2〉+ 〈u,−ihnw2〉∂Ω +

〈
d×h,Au

λ
, d×h,Aw1

〉

= 〈λv, w2〉+ h〈u,w1〉∂Ω +

〈
d×h,Au

λ
, d×h,Aw1

〉
= 〈λv, w2〉+ λ〈u,w1〉 = λ〈ϕ, ψ〉 ,

where
– the second equality comes from an integration by parts using Proposition 2.6 (ii),
– the third uses the boundary condition w2 = inw1,
– the fourth uses (2.7).
This shows, by the definition of the adjoint, that ϕ ∈ Dom(Dh,A

∗) = Dom Dh,A and in
particular that Dh,Aϕ = λϕ. Therefore, the map is well-defined, and we observe that it
is injective.

Let us show that Jλ is surjective. Consider
(
u
v

)
∈ ker(Dh,A − λ). The eigenvalue

equation reads

d×h,Au = λv , dh,Av = λu , and v = inu on ∂Ω .

Let w ∈ Hh,A. Using the eigenvalue equation, and again an integration by parts, we get

Qλ(u,w) = 〈d×h,Au, d
×
h,Aw〉+ hλ〈u,w〉∂Ω − λ2〈u,w〉

= λ〈v, d×h,Aw〉+ hλ〈−inv, w〉∂Ω − λ2〈u,w〉
= λ〈dh,Av, w〉 − λ2〈u,w〉 = λ2〈u,w〉 − λ2〈u,w〉 = 0 .

Hence, u ∈ Dom(L ∗
λ ) = Dom(Lλ) and u ∈ ker Lλ. �

Corollary 2.13. We set Λ = {λ+
j , j > 1} and M = {µk , k > 1}. We have Λ = M . In

particular, µ1 = λ+
1 .

Proof. Let λ ∈ Λ. Proposition 2.12 implies that 0 ∈ sp(Lλ). Then, there exists j > 1
such that `j(λ) = 0 and thus (Proposition 2.11) λ = Ej = µj ∈M .

Let µ ∈ M . Then, there exists j > 1 such that µ = Ej, and hence `j(µ) = 0. In
particular, 0 ∈ sp(Lµ) and thus µ ∈ sp(Dh,A) by the isomorphism. �

Notation 5. Let us denote by (ak)k>1 the unique increasing sequence such that Λ =
M = {ak , k > 1}. (µk)k>1 is just a priori a non decreasing sequence. In addition, for
all k > 1, we set mk = dim ker(Dh,A − ak).

2.4.2. Induction argument. Now, we can prove Proposition 2.8 by induction.
For n > 0, the induction statement is

P(n) : ∀j ∈ {1, . . . ,m1 + . . .+mn + 1} , µj = λ+
j .

Thanks to Corollary 2.13, P(0) is satisfied.



DIRAC BAG MODEL IN STRONG MAGNETIC FIELDS 19

Let n > 0. Assume that, for all 0 6 k 6 n, P(k) holds.
Notice that

µm1+...+mn+1 = λ+
m1+...+mn+1 = an+1 . (2.8)

By definition, we have an+1 ∈ sp(Dh,A). Moreover, by using the isomorphism,

mn+1 = dim ker(Lan+1) .

By the min-max theorem, there exists j0 > 0 such that

`j0+1(an+1) = . . . = `j0+mn+1(an+1) = 0 .

By Lemma 2.10 (v), we have

an+1 = Ej0+1 = . . . = Ej0+mn+1 ,

so that, using again Proposition 2.11,

an+1 = µj0+1 = . . . = µj0+mn+1 .

Let us now show that j0 = m1 + . . .+mn. By the induction hypothesis, we have

µm1+...+mn = an < an+1 .

Thus, j0 > m1 + . . .+mn.
Let us suppose, by contradiction, that j0 > m1 + . . .+mn + 1. With (2.8), we get

µm1+...+mn+1 = µj0+1 = . . . = µj0+mn+1 = an+1 .

In particular, we have the mn+1 + 1 relations:

`m1+...+mn+1(an+1) = `j0+1(an+1) = . . . = `j0+mn+1(an+1) = 0 .

By the min-max theorem, this shows that

dim ker Lan+1 > mn+1 + 1 > mn+1 = dim ker(Dh,A − an+1) .

This contradicts the isomorphism property. Therefore, j0 = m1 + . . .+mn. This argu-
ment also shows that the multiplicity of µm1+...+mn+1 equals mn+1. With the induction
hypothesis, we get

∀j ∈ {1, . . . ,m1 + . . .+mn+1} , µj = λ+
j .

By definition, we have

λ+
m1+...+mn+1+1 = min

(
Λ \ {a1, . . . , an+1}

)
= min

(
M \ {a1, . . . , an+1}

)
.

We observe that µm1+...+mn+1+1 > an+1 since the muliplicity of µm1+...+mn+1 equalsmn+1.
This proves that

λ+
m1+...+mn+1+1 = min

(
M \ {a1, . . . , an+1}

)
= µm1+...+mn+1+1 .

This concludes the induction argument.
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3. Semiclassical analysis of the positive eigenvalues

In this section we prove Theorem 1.10 by applying Theorem 1.8, and considering the
asymptotic analysis of a simpler problem. If one wants to estimate λ+

k (h), it is natural
to use the functions of the Hardy space H 2

h,A(Ω) introduced in Definition 2.1 as test
functions. This cancels the d×h,A-term in ρ+ and leads to define

νk(h) = inf
W⊂H 2

h,A(Ω)
dimW=k

sup
u∈W\{0}

h‖u‖2
∂Ω

‖u‖2
.

Theorem 1.10 is a consequence of the following three results.

Lemma 3.1. For all k ∈ N \ {0} and all h > 0, we have

λ+
k (h) 6 νk(h) .

Proof. It follows from the definition of νk(h). �

Actually, we can prove that νk(h) is also a good asymptotic lower bound for λ+
k (h),

see Section 3.2 where the following is proved.

Proposition 3.2. For all k > 1, we have

νk(h) 6 λ+
k (h)(1 + O(h∞)) .

In the next section, we study the asymptotic behavior of νk(h), which is summarized
in the following proposition.

Proposition 3.3. For all k > 1,

νk(h) = Ck(B,Ω)h1−ke2φmin/h(1 + o(1)) ,

where Ck(B,Ω) is defined in (1.9).

Remark 3.4. Proposition 3.3 shows that each νk(h) goes to zero exponentially when
h goes to zero. The analysis in Section 3.2 strongly relies on this fact.

3.1. About the proof of Proposition 3.3. Using the change of function u = e−φ/hv
suggested by Proposition 2.2 and detailed in Remark 2.3, we get

νk(h) = inf
W⊂H 2(Ω)

dimW=k

sup
v∈W\{0}

h‖v‖2
∂Ω

‖e−φ/hv‖2
.

In what follows we give upper and lower bounds for νk(h). The technics borrow ideas
from our previous work [6].

3.1.1. Upper bound. Let us consider k > 1 fixed.

Notation 6. Let us denote by (Pn)n∈N the NB-orthogonal family such that Pn(Z) =
Zn +

∑n−1
j=0 bn,jZ

j obtained after a Gram-Schmidt process on (1, Z, . . . , Zn, . . . ). Since
Pn is NB-orthogonal to Pn−1, we have
distB (Zn,Pn−1) = distB (Pn,Pn−1) = inf{NB(Pn −Q) , Q ∈ Pn−1}

= inf{
√
NB(Pn)2 +NB(Q)2 , Q ∈ Pn−1} = NB(Pn) , for n ∈ N .

(3.1)
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By the Cauchy-Schwarz inequality and the Cauchy formula, the subspace H 2
k (Ω) is

closed in H 2(Ω). Therefore, there exists a unique Qn ∈H 2
k (Ω) such that

distH
(
(z − zmin)n,H 2

k (Ω)
)

= ‖(z − zmin)n −Qn(z)‖∂Ω ,

for n ∈ {0, . . . , k− 1}. We recall that NB, Pn−1, and H 2
k (Ω) are defined in Notation 2.

The following proposition gives the wanted upper bound.

Proposition 3.5.

νk(h) 6

(
distH

(
(z − zmin)k−1,H 2

k (Ω)
)

distB
(
zk−1,Pk−2

) )2

h1−ke2φmin/h(1 + o(1)) .

Proposition 3.5 is a consequence of the following lemmas and relies on the introduction
of an appropriate k-dimensional vector space Vh,k of test functions. Let us define Vh,k
by

Vh,k = span(w0,h, . . . , wk−1,h) ⊂H 2(Ω) , (3.2)

wn,h(z) = h−
1
2Pn

(
z − zmin

h1/2

)
− h−

1+n
2 Qn(z), for n ∈ {0, . . . , k − 1} .

Lemma 3.6 ([6, Lemma 3.5]). Let h ∈ (0, 1], vh =
∑k−1

j=0 cjwj,h ∈ Vh,k with c0, . . . ck−1 ∈
C, and (wj,h)j∈{0,...,k−1} defined in (3.2). We have∫

Ω

|vh|2e−2(φ(x)−φmin)/hdx = (1 + o(1))
k−1∑
j=0

|cj|2NB(Pj)
2 , (3.3)

where o(1) does not depend on c = (c0, . . . , ck−1).

For the numerator, we have the following result.

Lemma 3.7. Let h ∈ (0, 1], vh =
∑k−1

j=0 cjwj,h ∈ Vh,k with c0, . . . ck−1 ∈ C. We have

‖vh‖2
∂Ω 6 |ck−1|2h−k

∥∥∥(z − zmin)k−1 −Qk−1

∥∥∥2

∂Ω
+ o(h−k)‖c‖2

`2 .

Here, o(1) does not depend on c0, . . . ck−1.

Proof. Let us estimate ‖vh‖∂Ω. From the triangle inequality, we get

‖vh‖∂Ω 6 |ck−1|‖wk−1,h‖∂Ω +
k−2∑
j=0

|cj|‖wj,h‖∂Ω .

Then, from degree considerations and the triangle inequality, we get, for 1 6 j 6 k− 2,

‖wj,h‖∂Ω = O
(
h

1−k
2

)
,

and
‖wk−1,h‖∂Ω = (1 + o(1))h−

k
2

∥∥∥(z − zmin)k−1 −Qk−1

∥∥∥
∂Ω

.

The conclusion follows. �

Proposition 3.5 follows from these last two lemmas and a straightforward study of a
finite dimensional min-max problem on vectors (c0, . . . , ck−1) ∈ Ck.
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3.1.2. Lower bound. Let k > 1. Let us consider an orthonormal family (vj,h)16j6k (for
the scalar product of L2(e−2φ/hdx)) associated with the eigenvalues (νj(h))16j6k. We
define

Ek(h) = span
16j6k

vj,h .

The next two lemmas gives a priori bounds on the functions in Ek(h).

Lemma 3.8. There exist C, h0 > 0 such that for all vh ∈ Ek(h) and h ∈ (0, h0), we
have,

‖vh‖2 6 Ch−ke2φmin/h

∫
Ω

e−2φ/h|vh|2dx .

Proof. From the continuous embedding H 2(Ω) ↪→ L2(Ω), and Proposition 3.5, there
exist c, C, h0 > 0 such that, for all h ∈ (0, h0) and all v ∈ Ek(h),

ch‖v‖2 6 h‖v‖2
∂Ω 6 νk(h)

∫
Ω

e−2φ/h|vh|2dx 6 Ch1−ke2φmin/h

∫
Ω

e−2φ/h|vh|2dx .

�

Lemma 3.9. Let α ∈ (1/3, 1/2). We have

lim
h→0

sup
vh∈Ek(h)\{0}

∣∣∣∣∣∣
∫
D(xmin, hα)

e−2φ/h|vh(x)|2dx∫
Ω
e−2φ/h|vh(x)|2dx

− 1

∣∣∣∣∣∣ = 0 ,

Proof. Assume that α ∈
(

1
3
, 1

2

)
. We have for all x ∈ D(xmin, h

α),

φ(x) = φmin +
1

2
Hessxmin

φ(x− xmin, x− xmin) + O(h3α) .

By the maximum principle,

min
x∈D(xmin, hα)c

φ(x) = min
x∈∂D(xmin, hα)c

φ(x) > φmin + h2α min sp(Hessxmin
) + O(h3α) .

The result follows from Lemma 3.8. �

We are now in a good position to study the lower bound.

Proposition 3.10. We have

νk(h) >

(
distH

(
(z − zmin)k−1,H 2

k (Ω)
)

distB
(
zk−1,Pk−2

) )2

h1−ke2φmin/h(1 + o(1)) .

Proof. Let α ∈ (1/3, 1/2). With Lemma 3.9,

he2φmin/h‖vh‖2
∂Ω (1 + o(1)) 6 νk(h)

∥∥∥e− 1
2h

Hessxminφ(x−xmin,x−xmin)vh

∥∥∥2

L2(D(xmin,hα))
. (3.4)

In the following, we split the proof into two parts. Firstly, we replace vh by its Taylor
expansion at the order k − 1 at xmin in the R. H. S. of (3.4). Secondly, we do the same
for the L.H.S. of the same equation.
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i. In view of the Cauchy formula, and the Cauchy-Schwarz inequality, there exist
C > 0, h0 > 0 such that, for all h ∈ (0, h0), for all v ∈H 2(Ω), all z0 ∈ D(xmin, h

α),
and all n ∈ {0, . . . k},

|v(n)(z0)| 6 C‖v‖∂Ω . (3.5)
Let us define, for all v ∈H 2(Ω),

Nh(v) =
∥∥∥e− 1

2h
Hessxminφ(x−xmin,x−xmin)v

∥∥∥
L2(D(xmin,hα))

.

By the Taylor formula, we can write

vh = Taylk−1vh +Rk−1(vh) ,

where

Taylk−1vh =
k−1∑
n=0

v
(n)
h (zmin)

n!
(z − zmin)n ,

and, for all z0 ∈ D(zmin, h
α),

|Rk−1(vh)(z0)| 6 C|z − zmin|k sup
D(zmin,hα)

|v(k)
h | .

With (3.5) and a rescaling, the Taylor remainder satisfies

Nh(Rk−1(vh)) 6 Ch
k
2h

1
2‖vh‖∂Ω .

Thus, by the triangle inequality,

Nh(vh) 6 Nh(Taylk−1vh) + Ch
k
2h

1
2‖vh‖∂Ω .

Thus, with (3.4), we get

(1 + o(1))eφmin/h
√
h‖vh‖∂Ω 6

√
νk(h)Nh(Taylk−1vh) + C

√
νk(h)h

1+k
2 ‖vh‖∂Ω ,

so that, thanks to Proposition 3.5,

(1 + o(1))eφmin/h
√
h‖vh‖∂Ω 6

√
νk(h)Nh(Taylk−1vh) 6

√
νk(h)N̂h(Taylk−1vh) , (3.6)

with
N̂h(w) =

∥∥∥e− 1
2h

Hessxminφ(x−xmin,x−xmin)w
∥∥∥
L2(R2)

.

This inequality shows in particular that Taylk−1 is injective on Ek(h) and

dimTaylk−1Ek(h) = k . (3.7)

ii. Let us recall that

H 2
k (Ω) = {u ∈H 2(Ω) : ∀n ∈ {0, . . . , k − 1} , u(n)(xmin) = 0} .

Since (vh − Taylk−1vh) ∈H 2
k (Ω), we have, by the triangle inequality,

‖vh‖∂Ω >

∥∥∥∥∥v(k−1)
h (zmin)

(k − 1)!
(z − zmin)k−1 + (vh − Taylk−1vh)

∥∥∥∥∥
∂Ω

−
∥∥Taylk−2vh

∥∥
∂Ω

>
|v(k−1)
h (zmin)|
(k − 1)!

distH((z − zmin)k−1,H 2
k (Ω))−

∥∥Taylk−2vh
∥∥
∂Ω

,
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where
dist((z − zmin)k−1,H 2

k (Ω))

= inf

{∥∥∥(z − zmin)k−1 −Q(z)
∥∥∥
∂Ω

, for all Q ∈H 2
k (Ω)

}
.

Using again the triangle inequality,

‖Taylk−2vh‖∂Ω 6 C
k−2∑
n=0

|v(n)
h (zmin)| .

Moreover,
k−2∑
n=0

|v(n)
h (zmin)| 6 h−

k−2
2

k−2∑
n=0

h
n
2 |v(n)

h (zmin)| 6 h−
k−2

2

k−1∑
n=0

h
n
2 |v(n)

h (zmin)|

6 Ch−
k−2

2 h−
1
2 N̂h(Taylk−1vh) ,

where we used the rescaling property

N̂h

k−1∑
n=0

cn(z − zmin)n

 = h
1
2 N̂1

k−1∑
n=0

cnh
n
2 (z − zmin)n

 , (3.8)

and the equivalence of the norms in finite dimension:

∃C > 0 ,∀d ∈ Ck , C−1

k−1∑
n=0

|dn| 6 N̂1

k−1∑
n=0

dn(z − zmin)n

 6 C
k−1∑
n=0

|dn| .

We find

‖vh‖∂Ω >
|v(k−1)
h (zmin)|
(k − 1)!

dist((z − zmin)k−1,H 2
k (Ω))− Ch−

k−2
2 h−

1
2 N̂h(Taylk−1vh) ,

and thus, by (3.6),

(1 + o(1))eφmin/h
√
h
|v(k−1)
h (zmin)|
(k − 1)!

dist((z − zmin)k−1,H 2
k (Ω))

6
(√

νk(h) + Ch
2−k

2 eφmin/h
)
N̂h(Taylk−1vh) . (3.9)

Let us now end the proof of the lower bound by using (3.9) and (3.7).
Since we have (3.7), we deduce that

(1 + o(1))eφmin/h
√
hdistH((z − zmin)k−1,H 2

k (Ω)) sup
c∈Ck

|ck−1|
N̂h(

∑k−1
n=0 cn(z − zmin)n)

6
√
νk(h) + Ch

2−k
2 eφmin/h . (3.10)

By (3.8), we infer

h
1
2 sup
c∈Ck

|ck−1|
N̂h(

∑k−1
n=0 cn(z − zmin)n)

= sup
c∈Ck

h
1−k

2 |ck−1|
N̂1(
∑k−1

n=0 cn(z − zmin)n)
.
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Since N̂1 is related to the Segal-Bargmann norm NB via a translation, and recalling
Notation 6, we get

sup
c∈Ck

|ck−1|
N̂1(
∑k−1

n=0 cn(z − zmin)n)
= sup

c∈Ck

|ck−1|
NB(

∑k−1
n=0 cnz

n)
=

1

NB(Pk−1)
.

Thus,

(1 + o(1))h
1−k

2 eφmin/h
distH((z − zmin)k−1,H 2

k (Ω))

NB(Pk−1)
6
√
νk(h) . (3.11)

The conclusion follows. �

3.2. Approximation results. Let us roughly explain the strategy to establish Propo-
sition 3.2. Recall Theorem 1.8 which gives a nonlinear min-max formulation for λ+

k (h).
Let us remark that the functions in the range of the orthogonal projector Πh,A defined
in Lemma 2.5,

ran Πh,A = {u ∈ L2(Ω) , d×h,Au = 0} = e−φ/hO(Ω) ∩ L2(Ω) ,

do not have in general an L2(∂Ω)-trace. Nevertheless, since

ran Π⊥h,A ⊂ H1(Ω) ,

the projection Πh,Au = u−Π⊥h,Au has an L2(∂Ω)-trace whenever u ∈ Hh,A (u itself has
an L2(∂Ω)-trace) :

rg Πh,A�Hh,A= H 2
h,A(Ω) .

Consider a minimizing subspace Wh ⊂ Hh,A = H 2
h,A(Ω) + H1(Ω) (of dimension k).

Then, we can prove that Wh is quasi invariant under the orthogonal projector Πh,A, see
Lemma 3.14. So, we would like to write ρ+(u) ' ρ+(Πh,Au) for all u ∈ Wh. In the
following, we will use approximate subspaces to highlight the stability of the projection
procedure. For that purpose, we will use a number Mk(h) > λ+

k (h) such that

Mk(h) = λ+
k (h)(1 + o(1)) .

Remark 3.11. By Remark 3.4, Mk(h) goes itself exponentially fast to zero.

Notation 7. For notational simplicity, we write M ≡Mk(h).

There exists Wh ⊂ Hh,A with dimWh = k such that

λ+
k (h) 6 sup

Wh\{0}
ρ+(u) 6M . (3.12)

The following lemma is straightforward.

Lemma 3.12. For all u ∈ Hh,A, we have

2h‖u‖2
∂Ω 6 Qh(u) , 2‖u‖‖d×h,Au‖ 6 Qh(u) ,

where
Qh(u) = h‖u‖2

∂Ω +
√
h2‖u‖4

∂Ω + 4‖u‖2‖d×h,Au‖2 .

Thanks to Lemma 3.12 and (3.12), we get the following.
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Lemma 3.13. For all u ∈ Wh,

h‖u‖2
∂Ω 6M‖u‖2 , (3.13)

and thus
‖d×h,Au‖

2 6M2‖u‖2 . (3.14)

Lemma 3.14. For all u ∈ Wh, we have

‖Π⊥h,Au‖ 6
M√
2hb0

‖u‖ , (3.15)

‖Π⊥h,Au‖∂Ω 6
M

ch2
‖u‖ . (3.16)

Moreover, for h small enough, Πh,A�Wh
is injective.

Proof. Combining (3.14) and Lemma 2.5, we readily get (3.15) and (3.16). The injec-
tivity follows from (3.15) and Remark 3.11. �

Proposition 3.15. For all u ∈ Wh, we have

λ+
k (h)(1 + O(h∞))‖Πh,Au‖2 > h‖Πh,Au‖2

∂Ω .

Proof. Let us consider (3.13). We have

M
1
2‖u‖ >

√
h‖u‖∂Ω =

√
h‖Πh,Au+ Π⊥h,Au‖∂Ω >

√
h(‖Πh,Au‖∂Ω − ‖Π⊥h,Au‖∂Ω) .

By (3.16), we get

M
1
2

(
1 + h−

3
2

1

c
M

1
2

)
‖u‖ >

√
h‖Πh,Au‖∂Ω .

From (3.15), and the triangle inequality, we have(
1− M√

2hb0

)
‖u‖ 6 ‖Πh,Au‖ .

By Remark 3.11, we see that, for h small enough, 1− M√
2hb0

> 0. Hence,

M
1
2

(
1 + h−

3
2

1

c
M

1
2

)(
1− M√

2hb0

)−1

‖Πh,Au‖ >
√
h‖Πh,Au‖∂Ω .

Squaring this, and using Remark 3.11, we obtain the desired estimate. �

Corollary 3.16. For all k > 1, we have

νk(h) 6 λ+
k (h)(1 + O(h∞)) .

Proof. Since Πh,A�Wh
is injective, we have dim Πh,A(Wh) = k. Moreover, Πh,A(Wh) ⊂

H 2
h,A(Ω). The conclusion follows from Proposition 3.15 and the definition of νk(h). �

4. Homogeneous Dirac operators

This section is devoted to the proof of Theorem 1.23. After using the fibration
induced by the partial Fourier transform with respect to the tangential variable, it
is a consequence of Theorem 4.3. More formulas related to the fibered operators are
established in Section 4.8 in our way of proving Theorem 1.19.
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4.1. The fibered operators. Using the Fourier transform in the x1-direction, we are
lead to introduce the following family of fiber operators that are one-dimensional Dirac
operators.

Definition 4.1. Let ξ ∈ R be the Fourier variable in the x1-direction. The operators
Dξ,R and Dξ,R+ act as

−iσ2∂t + σ1(ξ + t) ,

on

Dom(Dξ,R) = B1(R,C2) :=
{
ϕ ∈ H1(R,C2) , tϕ ∈ L2(R,C2)

}
and

Dom(Dξ,R+) =
{
ϕ ∈ B1(R2

+,C2) , σ1ϕ(0) = ϕ(0)
}
,

where

B1(R+,C2) :=
{
ϕ ∈ H1(R+,C2) , tϕ ∈ L2(R+,C2)

}
.

Let us state the main properties of these operators.

Proposition 4.2. Let ξ ∈ R. The operators Dξ,R and Dξ,R+ are self-adjoint with
compact resolvent.

Notation 8. (ϑ+
k,R(ξ))k>1 and (ϑ+

k,R+
(ξ))k>1 are the increasing sequences of the non-

negative eigenvalues of Dξ,R and Dξ,R+ . (−ϑ−k,R(ξ))k>1 and (−ϑ−k,R+
(ξ))k>1 are the de-

creasing sequences of the negative eigenvalues of Dξ,R and Dξ,R+ . The eigenvalues are
counted according to their multiplicity.

Let us present the properties of the dispersion curves.

Theorem 4.3. Let k > 1. We have

(i) ϑ+
k,R(ξ) =

√
2(k − 1) and ϑ−k,R(ξ) =

√
2k, for all ξ ∈ R,

(ii) ξ 7→ ϑ+
k,R+

(ξ) is a regular increasing function with no critical point such that

lim
ξ→−∞

ϑ+
k,R+

(ξ) =
√

2(k − 1) and lim
ξ→+∞

ϑ+
k,R+

(ξ) = +∞ ,

(iii) ξ 7→ ϑ−k,R+
(ξ) is a regular function with a single critical point ξk, that decreases on

(−∞, ξk) and increases on (ξk,+∞) and such that

lim
ξ→−∞

ϑ−k,R+
(ξ) = +∞ and lim

ξ→+∞
ϑ−k,R+

(ξ) =
√

2k .

Moreover, ξ1 = a0 where 0 < a0 := minϑ−1,R+
= ϑ−1,R+

(ξ1) <
√

2, and

∂2
ξϑ
−
1 (ξ1) =

2a0u
2
a0,a0

(0)

2a0 − u2
a0,a0

(0)
> 0 . (4.1)

Theorem 1.23 follows from Proposition 4.2, Theorem 4.3, Theorem XIII.86 and The-
orem XIII.85 of [31].
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4.2. Proof of Proposition 4.2. Let ξ ∈ R. Let us prove the proposition for Dξ,R+ .
The proof for Dξ,R follows the same line. Since σ1ξ is a bounded and symmetric matrix,
Dξ,R+ is self-adjoint if and only if D0,R+ is self-adjoint. Let D be the operator acting as
−iσ2∂t + σ1t on

Dom(D) =
{
ϕ ∈ H1

0 (R+,C2) , tϕ ∈ L2(R+,C2)
}
.

By the anti-commutation relations of the Pauli matrices, the operator D is symmetric
and for all ϕ ∈ Dom(D),

‖Dϕ‖2
R+

= ‖∂tϕ‖2
R+

+ ‖tϕ‖2
R+

+ 2 Re〈−iσ2∂tϕ, σ1tϕ〉

= ‖∂tϕ‖2
R+

+ ‖tϕ‖2
R+

+

∫ +∞

0

t∂t〈ϕ, σ3ϕ〉C2dt

= ‖∂tϕ‖2
R+

+ ‖tϕ‖2
R+
− 〈ϕ, σ3ϕ〉 .

Hence, D is closed. The adjoint D∗ acts as −iσ2∂t + σ1t on

Dom(D∗) =
{
ϕ ∈ L2(R+,C2) , (−iσ2∂t + σ1t)ϕ ∈ L2(R+,C2)

}
.

Studying the deficiency indices, we consider a solution ϕ ∈ L2(R+,C2) of

D∗ϕ = iϕ .

We get
(D∗)2ϕ =

(
−∂2

t + t2 − σ3

)
ϕ = −ϕ .

By [14, Eq. 12.2.2, 12.8.2, 12.8.3], we deduce that the only L2-solutions of D∗ϕ = iϕ
are of the form

t 7→ a

(
U(0,

√
2t)

i√
2
U(1,

√
2t)

)
:= aϕ+ ,

where a ∈ C and U(0, ·), U(1, ·) are parabolic cylinder functions. Similarly, the only
L2-solutions of D∗ϕ = −iϕ are of the form

t 7→ b

(
U(0,

√
2t)

−i√
2
U(1,

√
2t)

)
:= bϕ− ,

where b ∈ C. By [30, Theorem X.2], there is a one-to-one correspondance between the
set of self-adjoint extensions of D and the circle {eiθ, θ ∈ R}. The corresponding
operators Dθ act as −iσ2∂t + σ1t on

Dom(Dθ) =
{
ϕ+ a(ϕ+ + eiθϕ−) , ϕ ∈ Dom(D) , a ∈ C

}
.

We have D0,R+ = Dθ0 where θ0 ∈ (−π, π) is the unique θ ∈ (−π, π] such that

σ1(ϕ+ + eiθϕ−)(0) = ϕ+(0) + eiθϕ−(0) .

This means that

U(1, 0)
i√
2

(
1− eiθ

)
= U(0, 0)(1 + eiθ) ,
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so that θ 6= π (since U(1, 0) 6= 0) and
√

2U(0, 0)

U(1, 0)
= i

1− eiθ

1 + eiθ
= i
−2i sin

(
θ
2

)
2 cos

(
θ
2

) = tan

(
θ

2

)
.

This ends the proof of Proposition 4.2.

4.3. Min-max characterization of the eigenvalues of the fibered operators.

Notation 9. Let α > 0, ξ ∈ R. We introduce

q±R,ξ(u) =

∫
R
|(ξ ± t+ ∂t)u|2dt =

∫
R

(
|∂tu|2 + |(ξ ± t)u|2 ∓ |u|2

)
dt ,

for all u ∈ B1(R,C) and

q±R+,α,ξ
(v) =

∫
R+

|(ξ ± t+ ∂t)v|2dt+ α|v(0)|2

=

∫
R+

(
|∂tv|2 + |(ξ ± t)v|2 ∓ |v|2

)
dt+ (α− ξ)|v(0)|2 ,

for all v ∈ B1(R+,C).

These quadratic forms are closed and non-negative. The associated operators

M±
R,ξ = −∂2

t + (t± ξ)2 ∓ 1

and
M±

R+,α,ξ
= −∂2

t + (t± ξ)2 ∓ 1

with the boundary condition ϕ′(0) = (α−ξ)ϕ(0) are self-adjoint with compact resolvent.
Note also that the family (M±

R+,α,ξ
)α>0,ξ∈R is of type (B) in the sense of Kato:

(i) Dom(q±R+,α,ξ
) = B1(R+) does not depend on ξ or α,

(ii) for all u ∈ B1(R+), (α, ξ) 7→ q±R+,α,ξ
(u) is analytic.

Remark 4.4. For α > 0, the operator M±
R+,α,α

±1 coincides with the famous de Gennes
operator (see [18]).

Notation 10. Let α > 0, ξ ∈ R, k ∈ N \ {0}. We introduce

ν±R,k(ξ) = inf
V ⊂ B1(R)
dimV = k

sup
u∈V \{0}

q±R,ξ(u)

‖u‖2
R
,

and

ν±R+,k
(α, ξ) = inf

V ⊂ B1(R+)

dimV = k

sup
u∈V \{0}

q±R+,α,ξ
(u)

‖u‖2
R+

.

The arguments of Section 2 can be easily adapted to this setting and imply that

ϑ±k,R(ξ) =
√
ν±R,k(ξ) ,
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and ϑ±k,R+
(ξ) is the only solution α > 0 of

ν±R+,k
(α, ξ) = α2 ,

where ϑ±k,R(ξ) and ϑ±k,R+
(ξ) are defined in Notation 8.

By translation invariance, we have
ν±R,k(ξ) = ν±R,k(0) for k > 1 and ξ ∈ R .

These are related with the eigenvalues of the harmonic oscillator and Point (i) of The-
orem 4.3 follows.

4.4. About the dispersion curves ν±R+,k
. In this section, we prove the following

proposition concerning the dispersion curves ν±R+,k
.

Proposition 4.5. Let α > 0 and k > 1.
(i) The function ξ 7→ ν+

R+,k
(α, ξ) is smooth, has no critical point, is increasing, and

tends to +∞ as ξ → +∞ and to 2(k − 1) as ξ → −∞.
(ii) The function ξ 7→ ν−R+,k

(α, ξ) is smooth, has a unique critical point, which is a
minimum ξα, decreases on (−∞, ξα) and increases on (ξα,+∞), tends to +∞ as
ξ → −∞ and to 2k as ξ → +∞. Moreover, ν−R+,1

(α, ξα) < 2.

Remark 4.6. Actually, to prove ν−R+,1
(α, ξα) < 2, one could avoid the asymptotic

analysis by using the knowledge of the de Gennes function. Consider ξ = α > 0. Then,
ν−R+,1

(α, α) = µ(α) + 1 ,

where µ is the celebrated de Gennes function. We know that, on R+, µ < 1. Thus, for
all α > 0,

ν−R+,1
(α, ξα) 6 µ(α) + 1 < 2 = (

√
2)2 .

Let α > 0 and k > 1 be fixed. In this part, we remove the subscript R+ for the
sake of notation simplicity. By the analytic pertubation theory, we know that ν±k (·, ·)
are analytic functions of α and ξ. Let ξ 7→ ν±(α, ξ) be one the analytic branch of
eigenvalues of M±

α,ξ and u
±
α,ξ is a corresponding normalized eigenfunction.

The following elementary lemma will be used many times in this section.

Lemma 4.7. We have

〈−ψ′′, ϕ〉 = 〈ψ,−ϕ′′〉+ ψ′(0)ϕ(0)− ψ(0)ϕ′(0) .

Proof. We have
〈−ψ′′, ϕ〉 = 〈ψ′, ϕ′〉+ ψ′(0)ϕ(0) = −〈ψ, ϕ′′〉+ ψ′(0)ϕ(0)− ψ(0)ϕ′(0) .

�

In the following lemmas, we compute derivatives of ν± with respect to α and ξ.

Lemma 4.8. We have

∂ξν
±(α, ξ) =

∫ +∞

0

2(ξ ± t)u2
α,ξ(t)dt− uα,ξ(0)2 ,

and
(M±

α,ξ − ν
±)vα,ξ = (∂ξν

±)uα,ξ − 2(ξ ± t)uα,ξ , vα,ξ = ∂ξuα,ξ ,
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with
(∂t + ξ − α)vα,ξ(0) = −uα,ξ(0) .

Proof. We have
(M±

α,ξ − ν
±)uα,ξ = 0 .

Then,
(M±

α,ξ − ν
±)∂ξuα,ξ + ∂ξM

±
α,ξuα,ξ = ∂ξν

±(ξ)uα,ξ ,

so that

〈(M±
α,ξ − ν

±)∂ξuα,ξ, uα,ξ〉+ 2

∫ +∞

0

(ξ ± t)u2
α,ξ(t)dt = ∂ξν

±(ξ) .

By integrations by parts, we have

〈(M±
α,ξ − ν

±)∂ξuα,ξ, uα,ξ〉 = ∂t∂ξuα,ξ(0)uα,ξ(0)− ∂ξuα,ξ(0)∂tuα,ξ(0) .

Note that
∂ξ∂tuα,ξ(0) = −uα,ξ(0) + (α− ξ)∂ξuα,ξ(0) .

Thus,
〈(M±

α,ξ − ν
±)∂ξuα,ξ, uα,ξ〉 = −uα,ξ(0)2 .

�

In the following lemma, we focus on the second derivative in ξ.

Lemma 4.9. We have

(M±
α,ξ − ν

±)wα,ξ = 2(∂ξν
±)vα,ξ + ∂2

ξν
±uα,ξ − 4(ξ ± t)vα,ξ − 2uα,ξ , wα,ξ = ∂2

ξuα,ξ ,

with
(∂t + ξ − α)wα,ξ(0) = −2vα,ξ(0) .

Moreover,

−
∂2
ξν

2
+ 1 + 2〈(ξ ± t)vα,ξ, uα,ξ〉 = uα,ξ(0)vα,ξ(0) .

Proof. We have

〈(M±
α,ξ − ν

±)wα,ξ, uα,ξ〉 = ∂twα,ξ(0)uα,ξ(0)− wα,ξ(0)∂tuα,ξ(0) = −2uα,ξ(0)vα,ξ(0) .

In addition,

〈(M±
α,ξ − ν

±)wα,ξ, uα,ξ〉 = ∂2
ξν
± − 2− 4〈(ξ ± t)vα,ξ, uα,ξ〉 .

�

In the next lemma, we explicitely use the α-dependence of the eigenfunctions.

Lemma 4.10. We have
∂αν

±(α, ξ) = u2
α,ξ(0) ,

and
(M±

α,ξ − ν
±(α, ξ))∂αuα,ξ = ∂αν

±(α, ξ)uα,ξ ,

with
∂α∂tuα,ξ(0) = uα,ξ(0) + (α− ξ)∂αuα,ξ(0) .
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Proof. We get

∂αν
±(α, ξ) = 〈(M±

α,ξ − ν
±(α, ξ))∂αuα,ξ, uα,ξ〉 = ∂t∂αuα,ξ(0)uα,ξ(0)− ∂αuα,ξ(0)∂tuα,ξ(0) ,

and the conclusion follows. �

A consequence (which will be used later) of the previous lemma is the following.

Lemma 4.11. We have

∂2
αν
±(α, ξ) = −2uα,ξ(0)vα,ξ(0) + 4〈(ξ ± t)uα,ξ, ∂αuα,ξ〉 , vα,ξ := ∂ξuα,ξ .

Proof. Thanks to Lemma 4.8, and using that 〈uα,ξ, ∂αuα,ξ〉 = 0, we have

〈(M±
α,ξ − ν

±)vα,ξ, ∂αuα,ξ〉 = −2〈(ξ ± t)uα,ξ, ∂αuα,ξ〉 .
Integrating by parts, we get using Lemmas 4.8 and 4.10,
−2〈(ξ ± t)uα,ξ, ∂αuα,ξ〉 = ∂tvα,ξ(0)∂αuα,ξ(0)− vα,ξ(0)∂t∂αuα,ξ(0)

= ((α− ξ)vα,ξ(0)− uα,ξ(0))∂αuα,ξ(0)− vα,ξ(0)((α− ξ)∂αuα,ξ(0) + uα,ξ(0))

= −uα,ξ(0)∂αuα,ξ(0)− uα,ξ(0)vα,ξ(0) .

Lemma 4.10 gives
2uα,ξ(0)∂αuα,ξ(0) = ∂2

αν
±(α, ξ) ,

and the conclusion follows. �

Let us study the critical points of ξ 7→ ν±(α, ξ).

Proposition 4.12. We have

∂ξν
±(α, ξ) = ±

(
ν±(α, ξ) + α2 − 2αξ

)
u2
α,ξ(0) . (4.2)

In particular, if ξα is a critical point of ν±(α, ·), we have

ν±(α, ξα) = −α2 + 2αξα . (4.3)

Moreover,
∂2
ξν
±(α, ξα) = ∓2αu2

α,ξα(0) . (4.4)
All the critical points of ν− are local non-degenerate minima, and all the critical points
of ν+ are local non-degenerate maxima. In particular, there is at most one critical point.
If such a point exists for ν+(α, ·), then ν+(α, ·) is bounded from above.

Proof. With Lemma 4.8, we get

∂ξν
±(α, ξ) = ±

∫ +∞

0

∂t[(ξ ± t)2]u2
α,ξ(t)dt− uα,ξ(0)2

= ∓2

∫ +∞

0

(ξ − t)2uα,ξ(t)u
′
α,ξ(t)dt∓ ξ2uα,ξ(0)2 − uα,ξ(0)2

= ∓2

∫ +∞

0

(u′′α,ξ(t) + (ν±(α, ξ)± 1)uα,ξ)u
′
α,ξ(t)dt∓ ξ2uα,ξ(0)2 − uα,ξ(0)2

= ∓
∫ +∞

0

∂t

(
(u′α,ξ)

2 + (ν±(α, ξ)± 1)u2
α,ξ

)
dt∓ ξ2uα,ξ(0)2 − uα,ξ(0)2

=
(
±(ν±(α, ξ)± 1)± (α− ξ)2 ∓ ξ2 − 1

)
uα,ξ(0)2

=
(
±ν±(α, ξ)± α2 ∓ 2αξ

)
uα,ξ(0)2 .
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We get (4.3). Taking the derivative of (4.3), we deduce (4.4). The last sentence follows
from (4.3) and (4.4). �

Next, we show that ν−(α, ·) has always a critical point.

Corollary 4.13. For all j > 1, the function ν−j (α, ·) has a unique critical point ξ−j,α, and
it is a non-degenerate minimum. The function ξ 7→ ν−j (α, ξ) is decreasing on (−∞, ξ−j,α)

and is increasing on (ξ−j,α,+∞).

Proof. If ν−j (α, ·) has no critical points, then it is decreasing (it is decreasing on (−∞, 0)
by Proposition 4.12). From Proposition 4.12, we deduce that, for all ξ > 0,

−ν−j (α, ξ)− α2 + 2αξ 6 0 ,

and that limξ→+∞ ν
−
j (α, ξ) = +∞. This is in contradiction with the function being

decreasing. This shows that ν−j (α, ·) has a unique critical point. It is a local non-
degenerate minimum. Since there is only one critical point, this shows that it is a
global minimum. �

Let us study the asymptotic behavior of ν±k .

Lemma 4.14. Let k > 1. We have that

lim
ξ→+∞

ν+
k (α, ξ) = lim

ξ→−∞
ν−k (α, ξ) = +∞ ,

and
lim

ξ→−∞
ν+
k (α, ξ) = 2(k − 1) , lim

ξ→+∞
ν−k (α, ξ) = 2k .

Proof. Let us first remark that for ξ < 0 and u ∈ B1(R+), we have

q−α,ξ(u) > (ξ2 − 1)‖u‖2
R+
,

and
lim

ξ→−∞
ν−k (α, ξ) = +∞ .

For ξ > 0 and u ∈ B1(R+) \ {0}, we denote by τ = ξt and v(τ) = u(t) so that

q+
α,ξ(u)

‖u‖2
R+

=

∫
R+

(
|∂tu|2 + |(ξ + t)u|2 − |u|2

)
dt+ (α− ξ)|u(0)|2

‖u‖2
R+

=

∫
R+

(
ξ2|∂τv|2 + |(ξ + τ

ξ
)v|2 − |v|2

)
dτ + ξ(α− ξ)|v(0)|2

‖v‖2
R+

= ξ2

∫
R+

(
|∂τv|2 + |(1 + τ

ξ2 )v|2 − ξ−2|v|2
)

dτ + (α
ξ
− 1)|v(0)|2

‖v‖2
R+

> ξ2

(
1− ξ−2 +

∫
R+
|∂τv|2dτ + (α

ξ
− 1)|v(0)|2

‖v‖2
R+

)
.

Let us consider the Robin Laplacian associated with the quadratic form

v 7→
∫
R+

|∂τv|2dτ +

(
α

ξ
− 1

)
|v(0)|2 .
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Its essential spectrum is [0,+∞) and the only point in the negative spectrum is the
eigenvalue −(1− α/ξ)2 whose eigenspace is spanned by τ 7→ e−(1−α/ξ)τ . We get

q+
α,ξ(u)

‖u‖2
R+

> ξ2
(
1− ξ−2 − (1− α/ξ)2

)
= 2αξ − (1 + α2) ,

and thus
lim

ξ→+∞
ν+
k (α, ξ) = +∞ .

Let ξ < 0. Let us consider u ∈ B1(R+), we define u(t) = v(ξ + t)

q+
α,ξ(u)

‖u‖2
R+

=

∫
R+

(
|∂tu|2 + |(ξ + t)u|2 − |u|2

)
dt+ (α− ξ)|u(0)|2

‖u‖2
R+

=

∫ +∞
ξ

(
|∂τv|2 + |τv|2 − |v|2

)
dt+ (α− ξ)|v(ξ)|2

‖v‖2
(ξ,+∞)

.

Using truncated Hermite’s functions as test functions, we get that

lim sup
ξ→−∞

ν+
k (α, ξ) 6 2(k − 1) . (4.5)

Since
q+
α,ξ(u)

‖u‖2
R+

>

∫ +∞
ξ

(
|∂τv|2 + |τv|2 − |v|2

)
dt

‖v‖2
(ξ,+∞)

,

the eigenvalue ν+
k (α, ξ) is larger than the k-th eigenvalue of the operator −∂2

τ + τ 2 − 1
with Neumann boundary condition on (ξ,+∞). In other words,

ν+
k (α, ξ) > µk(ξ)− 1 ,

where µk is the k-th dispersion curve of the de Gennes operator. It is well-known that 1

lim
ξ→−∞

µk(ξ) = 2k − 1 .

Thus,
lim inf
ξ→−∞

ν+
k (α, ξ) > 2(k − 1) .

As in (4.5), using Hermite’s functions, we get that

lim sup
ξ→+∞

ν−k (α, ξ) 6 2k . (4.6)

Let ξ > α/2. Let us consider u, v ∈ B1(R+) such that u(t) = v(ξt). We have

q−α,ξ(u) =

∫
R+

(
|∂tu|2 + |(t− ξ)u|2 + |u|2

)
dt+ (α− ξ)|u(0)|2

=

∫ +∞

α/4

(
|∂tu|2 + |(t− ξ)u|2 + |u|2

)
dt

+ ξ−1

∫ ξα/4

0

(
ξ2|∂τv|2 + |(τ/ξ − ξ)v|2 + |v|2

)
dτ + (α− ξ)|v(0)|2 ,

1see, for instance, [18, Prop. 3.2.2 & 3.2.4]
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and

ξ−1

∫ αξ/4

0

(
ξ2|∂τv|2 + |(τ/ξ − ξ)v|2 + |v|2

)
dτ + (α− ξ)|v(0)|2

> ξ

(∫ αξ/4

0

|∂τv|2dτ + (α/ξ − 1)|v(0)|2
)

+ ξ−1(1 + (ξ − α/4)2)

∫ αξ/4

0

|v|2dτ .

By studying the spectrum of the Robin-Neumann Laplacian whose quadratic form is

v 7→
∫ αξ/4

0

|∂τv|2dτ + (α/ξ − 1)|v(0)|2 ,

we get,

ξ

(∫ αξ/4

0

|∂τv|2dτ + (α/ξ − 1)|v(0)|2
)
> ξ(−1 + α/ξ + o(ξ−1))

∫ αξ/4

0

|v|2dτ .

We deduce that

ξ−1

∫ ξα/4

0

(
ξ2|∂τv|2 + |(τ/ξ − ξ)v|2 + |v|2

)
dτ + (α− ξ)|v(0)|2

> (α/2 + o(1))

∫ αξ/4

0

|v|2dτ ,

so that

q−α,ξ(u) >
∫ +∞

α/4

(
|∂tu|2 + |(t− ξ)u|2 + |u|2

)
dt+ ξ(α/2 + o(1))

∫ α/4

0

|u|2dt . (4.7)

Let (u1,ξ, . . . , uk,ξ) be an orthonormal family of eigenfunctions of M−
α,ξ associated with

the k first eigenvalues.
We have, for all u ∈ span

16j6k
uj,ξ,

ν−k (α, ξ)‖u‖2 > q−α,ξ(u) >
∫ +∞

α
4

(
|∂tu|2 + |(t− ξ)u|2 + |u|2

)
dt+ ξ

(
α

2
+ o(1)

)∫ α
4

0

|u|2dt

> ξ

(
α

2
+ o(1)

)∫ α/4

0

|u|2dt .

By (4.7) and the upper bound (4.6), we get that for ξ large enough, the family of the
restrictions of u1,ξ, . . . , uk,ξ to the interval (α/4,+∞) is of dimension k and

(1+o(1))ν−k (α, ξ) > inf
V ⊂ B1(α/4,+∞)

dimV = k

sup
u ∈ V

‖u‖(α/4,+∞) = 1

∫ +∞

α/4

(
|∂tu|2 + |(t− ξ)u|2 + |u|2

)
dt .

In the same way as for the de Gennes operator (α = 0), we get

lim
ξ→+∞

ν−k (α, ξ) = 2k ,

and the conclusion follows. �
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End of the proof of Proposition 4.5. By Proposition 4.12 and Lemma 4.14, we get
that ξ 7→ ν+

k (α, ξ) has no critical point. Using again Lemma 4.14, we deduce that
ξ 7→ ν+

k (α, ξ) is increasing.
The behavior of ξ 7→ ν−k (α, ξ) is described in Corollary 4.13. The monotonicity of

ξ 7→ ν−1 (α, ξ) and its limit in +∞ ensure that ν−1 (α, ξα) < 2.

4.5. Proof of points (ii) and (iii) of Theorem 4.3. In this part, we remove the
subscript R+ for the sake of notation simplicity. Let k > 1 and ξ ∈ R. By the min-max
characterization of ϑ±k (ξ), we have that

0 < ν±k (α, ξ)− α2 , for all 0 < α < ϑ±k (ξ),

0 > ν±k (α, ξ)− α2 , for all α > ϑ±k (ξ),

0 = ν±k (ϑ±k (ξ), ξ)− ϑ±k (ξ)2 .

4.5.1. Limits of ϑ±k . Let α > 0 be fixed. By Proposition 4.5, there is M ∈ R such that
for all ξ > M

ν+
k (α, ξ)− α2 > 0 .

Hence, α < ϑ+
k (ξ). This shows that

lim
ξ→+∞

ϑ+
k (ξ) = +∞ .

The same kind of arguments ensure that

lim
ξ→−∞

ϑ+
k (ξ) =

√
2(k − 1)

lim
ξ→−∞

ϑ−k (ξ) = +∞ and lim
ξ→+∞

ϑ−k (ξ) =
√

2k .

4.5.2. Regularity of ϑ±k . We have, for all ξ ∈ R,

ν±k (ϑ±k (ξ), ξ)− ϑ±k (ξ)2 = 0 .

Let us explain why ϑ±k is smooth. Consider the function

F (α, ξ) = ν±k (α, ξ)− α2 .

We have
∂αF (α, ξ) = ∂αν

±
k (α, ξ)− 2α .

By Lemma 4.10, we get
∂αF (α, ξ) = [u±k,α,ξ(0)]2 − 2α .

Let us analyze the sign of ∂αF (ϑ±k (ξ), ξ). Notice that P : α 7→ q±α,ξ(u
±
k,ϑ±k (ξ),ξ

) − α2

is a polynomial of degree 2, which is zero at α = ϑ±k (ξ). Moreover, by the min-max
principle, we have

P (α) > ν±k (α, ξ)− α2 ,

so that, for all α ∈ (0, ϑ±k (ξ)), P (α) > 0. It follows that P ′(ϑ±k (ξ)) < 0. Since

P ′(ϑ±k (ξ)) = [u±k,α,ξ(0)]2 − 2α = ∂αF (ϑ±k (ξ), ξ) ,
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we get that ∂αF (ϑ±k (ξ), ξ) < 0. With the Implicit Function Theorem, we deduce that
ϑ±k is a smooth function (since F is smooth). Moreover, the derivative of the implicit
function is given by the usual formula

∂ξϑ
±
k (ξ) = − ∂ξF (ϑ±k (ξ), ξ)

∂αF (ϑ±k (ξ), ξ)
=

∂ξν
±
k (ϑ±k (ξ), ξ)

2ϑ±k (ξ)− ∂αν±k (ϑ±k (ξ), ξ)
, (4.8)

where we see that the denominator of the last expression is a positive function.

4.5.3. Critical points of ϑ±k . We deduce that ∂ξϑ±k (ξ) has the sign of ∂ξν±k (ϑ±k (ξ), ξ).
Thus, by Proposition 4.5, ξ 7→ ϑ+

k (ξ) increases and has no critical points.
Moreover, ξ0 is a critical point of ξ 7→ ϑ−k (ξ) if and only if ξ0 is a (actually the)

critical point of ξ 7→ ν−k (ϑ−k (ξ0), ξ). Let ξ0 ∈ R be such a critical point. By (4.8) and
Proposition 4.12, we have

∂2
ξϑ
−
k (ξ0) =

[∂2
ξν
−
k ](ϑ−k (ξ0), ξ0)

2ϑ−k (ξ0)− ∂αν−k (ϑ−k (ξ0), ξ0)
> 0 .

Hence, there is at most one critical point which is a non-degenerate minimum. The func-
tion ϑ−k has exactly one minimum ξk, increases on (ξk,+∞) and decreases on (−∞, ξk).
For α = ϑ−1 (ξ1), we also get that ξ1 is the minimum of the function ξ 7→ ν−1 (α, ξ) . By
Proposition 4.12,

0 = ν−1 (α, ξ1)− α2 = −2α2 + 2αξ1 ,

so that ξ1 = α = ϑ−1 (ξ1). Using again Proposition 4.12 and Lemma 4.10, we get

∂2
ξϑ
−
1 (ξ1) =

2αuα,α(0)2

2α− uα,α(0)2
> 0 .

4.6. Numerical illustrations. By using naive finite difference method and dichotomy
method, it is a possible to compute the eigenvalues ν±R+,k

(α, ·) and ϑ±k,R+
by using a short

Python script. Subfigures (a) and (b) of Figure 1 below present ν−R+,k
(α, ·) in colored

lines. The horizontal dashed lines represent the Landau levels and the dotted affine line
of (b) is the graph of the function ξ 7→ −α2 + 2αξ (see Proposition 4.12).
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(a) The function ν−R+,1
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(b) Functions ν−R+,k
(2, ·) and the function

ξ 7→ −α2 + 2αξ

Figure 1. Dispersion curves ν−R+,k



38 J.-M. BARBAROUX, L. LE TREUST, N. RAYMOND, AND E. STOCKMEYER

Figure 2 displays the increasing behavior of the ν+
R+,j

(α, ·) and the associated Landau
levels 2(j − 1) for j > 1.
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+ j
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Figure 2. The functions ν+
R+,j

(2, ·)

Figure 3 shows the dispersion curves ±ϑ±R+,j
representing the spectrum of the fibered

Dirac operators Dξ,R+ with the associated Landau levels ±
√

2k as dashed lines.

2 1 0 1 2

4

2

0

2

4

± j
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+
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)

Figure 3. Functions ±ϑ±R+,j

All these simulations agree with all our theoretical results.
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4.7. On the function ν. We recall that ν is defined in (1.11).

Proposition 4.15. The function ν is non-negative on [0,+∞), increasing, concave and
it satisfies

ν(0) = 0 , ν(+∞) = 2 , lim inf
α→0+

ν(α)

α
> 0 .

In particular, the constant a0 defined in Theorem 4.3 is the unique positive solution of
the equation ν(α) = α2. Moreover, ξa0 = a0, where, for all α > 0, ξα is the unique ξ
such that ν(α) = ν−1 (α, ξ) and

a0 = inf
u∈H2

−A0
(R2

+)

u6=0

‖u‖2
∂R2

+
+
√
‖u‖4

∂R2
+

+ 4‖u‖2
∫
R2

+
|(−i∂s − τ + i(−i∂τ ))u|2dsdτ

2‖u‖2
.

Proof. The function ν is concave as an infimum of linear functions. The equality ν(0) =
0 follows by considering the zero modes2, and ν(+∞) = 2 comes from the fact that, when
α → +∞, ν(α) converges to the groundstate energy on the half-space with Dirichlet
boundary condition. Then, the concavity implies that

lim inf
α→0+

ν(α)

α
> 0 . (4.9)

Let us explain why ν is a smooth function on (0,+∞). Let us recall that by Proposition
4.12,

ν(α) = min
ξ∈R

ν−1 (α, ξ) = ν−1 (α, ξα) < 2 , (4.10)

and that, for all α > 0, ξα > 0 is the unique solution of

∂ξν
−
1 (α, ξ) = 0 . (4.11)

For all α > 0, we have ∂2
ξν
−
1 (α, ξα) > 0, and thus the analytic implicit function theorem

applied to (4.11) implies that α 7→ ξα is analytic. Since ν−1 is analytic, we deduce that
α 7→ ν(α) is analytic. We notice that

ν ′(α) = ∂αν
−
1 (α, ξα) + ∂ξν

−
1 (α, ξα)

dξα
dα

= ∂αν
−
1 (α, ξα) .

Thanks to Lemma 4.10, we get

ν ′(α) = u2
α,ξα(0) > 0 . (4.12)

Let us now consider the function

f(α) = ν(α)− α2 .

From (4.9), we see that f is positive on some interval (0, a) with a > 0. Then, by
ν(+∞) = 2, we see that f is negative on some interval (b,+∞). By the Intermediate
Value Theorem, we deduce that f has at least one zero in (0,+∞). Let us prove that
there is only one zero. Consider α > 0 such that f(α) = 0. We have f ′(α) = ν ′(α)−2α.
Due to (4.3), we have ξα = α, and with Lemma 4.8, we get

2α− u2
α,ξα(0) =

∫ +∞

0

tu2
α,ξα(t)dt > 0 .

2We can also check that ν is right continuous at 0.
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This, with (4.12), implies that f ′(α) < 0. We deduce that f has at most one positive
zero (and thus exactly one, denoted by a1). By (4.10), we get that

ν(a1) = ν−1 (a1, a1) = a2
1 ,

so that a1 = ϑ−1 (a1). By (4.8) and Theorem 4.3, a1 is the only critical point of ϑ−1 so
that a0 = a1.

Let us denote by a2 the constant introduced in Remark 1.13 :

a2 := inf
u∈H2

−A0
(R2

+)

u6=0

ρ(u) ,

with

ρ(u) :=

∫
R |u(s, 0)|2ds+

√(∫
R |u(s, 0)|2ds

)2
+ 4‖u‖2

∫
R2

+
|(−i∂s − τ + i(−i∂τ ))u|2dsdτ

2‖u‖2
.

Let u ∈ H2
−A0

(R2
+) \ {0} such that ‖u‖ = 1. ρ(u) is the only positive root of the second

order polynomial

Qu : α 7→
∫
R2

+

|(−i∂x1 − x2 + i(−i∂x2))u|2dx1dx2 + α

∫
R
|u(x1, 0)|2dx1 − α2 .

By (1.11), we get that 0 = Qu(α) > ν(α) − α2 with α = ρ(u). Hence, a0 6 α and
taking the infimum over u ensures that a0 6 a2. Let ε > 0. We have ν(α) − α2 < 0
with α = a0 + ε. Therefore, there exists a normalized function u ∈ H2

−A0
(R2

+) such that

Qu(α) < 0 .

By definition of ρ(u), we get that ρ(u) < α. By definition of a2, we get a2 < a0 + ε and
the result follows.

�

4.8. More formulas for ν−1 . In this usection, we study other properties of the eigen-
functions associated with the negative eigenvalues. Let α > 0, ξ ∈ R, ν = ν−1 and
uα,ξ is a regular branch of real normalized eigenfunctions associated with the eigenvalue
ν(α, ξ):

M−
α,ξuα,ξ = ν(α, ξ)uα,ξ , on R+ ,

(∂τ + ξ − α)uα,ξ(0) = 0 .

4.8.1. About the momenta of uα,ξ and Cξ. We consider the operator

Cξ = 2
(
τM−

α,ξ + ξ − ∂τ + τ 2(ξ − τ)
)
, (4.13)

which will appear in the computation of the asymptotics of the negative eigenvalues.

Lemma 4.16. The operator Cξ is symmetric on H2(R+).

Proof. For shortness, we let n0 = M−
α,ξ. We write

〈(τn0 − ∂τ )u, v〉 = 〈n0u, τv〉 − 〈u′, v〉
= 〈u, n0(τv)〉+ u′(0)(τv)(0)− u(0)(τv)′(0)− 〈u′, v〉 ,
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so that
〈(τn0 − ∂τ )u, v〉 = 〈n0u, τv〉 − u(0)v(0) + 〈u, v′〉+ u(0)v(0) ,

and
〈(τn0 − ∂τ )u, v〉 = 〈u, (n0τ + ∂τ )v〉 = 〈u, (τn0 − ∂τ )v〉 .

�

We let

Mj =

∫ +∞

0

(ξ − τ)ju2
α,ξ dτ ,

and
Pj(τ) = (ξ − τ)j .

In order to compute the momenta Mj, the following lemma will be convenient.

Lemma 4.17. Let p be any polynomial in the τ variable. We have(
M−

α,ξ − ν(α, ξ)
)

(2pu′α,ξ − p′uα,ξ)

=
(
p(3) − 4((ξ − τ)2 + 1− ν(α, ξ))p′ + 4(ξ − τ)p

)
uα,ξ .

Moreover, we have

〈
(
M−

α,ξ − ν(α, ξ)
)

(2pu′α,ξ − p′uα,ξ), uα,ξ〉

=u2
α,ξ(0)

(
−p′′(0) + 2p′(0)(α− ξ) + 2p(0)(ξ2 + 1− ν(α, ξ)− (α− ξ)2)

)
.

Proof. The first part follows by a straightforward computation. For the second identity,
we use Lemma 4.7 and the equation and the boundary condition satisfied by uα,ξ,

〈
(
M−

α,ξ − ν(α, ξ)
)

(2pu′α,ξ − p′uα,ξ), uα,ξ〉

=− (2pu′α,ξ − p′uα,ξ)u′α,ξ(0) + (2pu′α,ξ − p′uα,ξ)′(0)uα,ξ(0)

=− 2p(0)(ξ − α)2u2
α,ξ(0) + p′(0)(α− ξ)u2

α,ξ(0)

+ (2p(0)u′′α,ξ(0) + 2p′(0)(α− ξ)uα,ξ(0)− p′′(0)uα,ξ(0)− p′(0)(α− ξ)uα,ξ(0))uα,ξ(0)

=u2
α,ξ(0)

(
−2p(0)(ξ − α)2 + 2p′(0)(α− ξ) + 2p(0)(ξ2 + 1− ν(α, ξ))− p′′(0)

)
.

�

In the following lemma, we compute the first momenta Mj.

Lemma 4.18. We have

M1 =
u2
α,ξ(0)

2
(ξ2 + 1− ν(α, ξ)− (α− ξ)2) ,

M2 =
ν(α, ξ)− 1

2
+
u2
α,ξ(0)

4

(
−(α− ξ) + ξ(ξ2 + 1− ν(α, ξ)− (α− ξ)2)

)
,

M3 =
u2
α,ξ(0)

12

(
(4ν(α, ξ)− 4 + 2ξ2)(ξ2 + 1− ν(α, ξ)− (α− ξ)2)− 2− 4ξ(α− ξ)

)
,
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and

M4 =
3

8
+

3

8
(ν − 1)2 +

u2
α,ξ(0)

16

(
−6ξ +

(
3(1− ν)− 6ξ2

)
(α− ξ)

)
+
u2
α,ξ(0)

16
(2ξ3 + 3(ν − 1)ξ)(ξ2 + 1− ν − (α− ξ)2)

Assume that α = ξ = a0. Then, we have

M1 =
u2
α,ξ(0)

2
,

M2 =
ξ2 − 1

2
+
ξu2

α,ξ(0)

4
,

M3 =
ξ2 − 1

2
u2
α,ξ(0) ,

M4 =
3

8
+

3

8
(ξ2 − 1)2 +

u2
α,ξ(0)

16
(5ξ3 − 9ξ) .

Remark 4.19. The assumption on α and ξ comes from that fact that we will need the
momenta with ξ = ξα when α satisfies ν(α) = α2. In this case, ξ = α = a0. See (4.3).

Proof. In Lemma 4.17, we take p = 1 and get

4M1 = 2u2
α,ξ(0)(ξ2 + 1− ν(α, ξ)− (α− ξ)2) .

We recover the results of Lemma 4.8 and Proposition 4.2. Taking p = (ξ − τ), we get

8M2 + 4M0(1− ν(α, ξ)) = u2
α,ξ(0)

(
−2(α− ξ) + 2ξ(ξ2 + 1− ν(α, ξ)− (α− ξ)2)

)
,

and the result follows. Taking p = (ξ − τ)2, we get
8(1− ν(α, ξ))M1 + 12M3

= u2
α,ξ(0)

(
−2− 4ξ(α− ξ) + 2ξ2(ξ2 + 1− ν(α, ξ)− (α− ξ)2)

)
,

and

M3 =
u2
α,ξ(0)

12

(
(4ν(α, ξ)− 4 + 2ξ2)(ξ2 + 1− ν(α, ξ)− (α− ξ)2)− 2− 4ξ(α− ξ)

)
.

Finally, taking p = (ξ − τ)3, we get
−6 + 16M4 + 12(1− ν(α, ξ))M2

= u2
α,ξ(0)

(
−6ξ + 2(−3ξ2)(α− ξ) + 2ξ3(ξ2 + 1− ν(α, ξ)− (α− ξ)2)

)
,

and

M4 =
6

16

+
12

16
(ν − 1)

(
ν − 1

2
+
u2
α,ξ(0)

4

(
−(α− ξ) + ξ(ξ2 + 1− ν − (α− ξ)2)

))

+
u2
α,ξ(0)

16

(
−6ξ − 6ξ2(α− ξ) + 2ξ3(ξ2 + 1− ν(α, ξ)− (α− ξ)2)

)
.

The remaining identities follows from the fact that ν(a0, a0) = a2
0 (see Theorem 4.3 and

Notation 10). �
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The following quantities appear in the construction of the effective operator on the
boundary that we obtain expanding the operator (written in appropriate coordinates)
in powers of h.

Lemma 4.20. We have
〈Cξuξ, uξ〉 = 2B(α, ξ)u2

α,ξ(0) ,

where

B(α, ξ) =− ν(α, ξ)

2
(ξ2 + 1− ν(α, ξ)− (α− ξ)2) +

1

2

+
1

12

(
(4ν(α, ξ)− 4 + 2ξ2)(ξ2 + 1− ν(α, ξ)− (α− ξ)2)− 2− 4ξ(α− ξ)

)
− ξ

2

(
−(α− ξ) + ξ(ξ2 + 1− ν(α, ξ)− (α− ξ)2)

)
+
ξ2

2

(
ξ2 + 1− ν(α, ξ)− (α− ξ)2

)
.

If α = ξ = a0, then

〈Cξuα,ξ, uα,ξ〉 = 0 , ∂ξ〈Cξuα,ξ, uα,ξ〉 = −
∂2
ξν(α, ξ)

2
.

Proof. We let n0 = M−
α,ξ. Let us write

〈
(
τn0 − ξ − ∂τ + τ 2(ξ − τ)

)
uα,ξ, uα,ξ〉

= ν(α, ξ)

∫ +∞

0

τu2
α,ξdτ − ξ +

u2
α,ξ(0)

2
+

∫ +∞

0

(ξ − τ − ξ)2(ξ − τ)u2
α,ξdτ ,

so that

〈
(
τn0 − ξ − ∂τ + τ 2(ξ − τ)

)
uα,ξ, uα,ξ〉

= ξ(ν(α, ξ)− 1)− ν(α, ξ)M1 +
u2
α,ξ(0)

2
+M3 − 2ξM2 + ξ2M1 .

Therefore,
〈Cξuα,ξ, uα,ξ〉 = 2

(
A(α, ξ) +B(α, ξ)u2

α,ξ(0)
)
,

where
A(α, ξ) = ξ(ν(α, ξ)− 1)− ξ(ν(α, ξ)− 1) = 0 .

When α = ξ and ν(α, ξ) = ξ2, we easily check that

B(α, ξ) = 0 , 〈Cξuα,ξ, uα,ξ〉 = 0 .

Let us compute the derivative ∂ξB(α, ξ) when α = ξ and ν(α, ξ) = ξ2. We have

∂ξB(α, ξ) = −ξν(α, ξ) +
1

12

(
4ξ + 2ξ(6ξ2 − 4) + 4ξ

)
− ξ

2
− ξ

2
(1 + 1 + 2ξ2) + ξ + ξ3

= −ξ
2
.

Thus,

∂ξ〈Cξuα,ξ, uα,ξ〉 = −ξu2
α,ξ(0) = −

∂2
ξν(α, ξ)

2
.
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�

Remark 4.21. Note that, when α = ξ = ξα, we have

u′ξα(0) = 0 ,

and this means that ν(α, ξα) is an eigenvalue of the de Gennes operator with parameter
ξα > 0. This eigenvalue lies on the parabola ξ 7→ ξ2.

The functions gα,ξ and kα,ξ studied in the next two sections appear in the construction
of the symbol of the effective operator on the boundary.

4.8.2. About the function gα,ξ.

Lemma 4.22. For all α > 0, ξ ∈ R, there exists a unique gα,ξ such that

(M−
α,ξ − ν(α, ξ))gα,ξ = u2

α,ξ(0)uα,ξ , (ξ − α + ∂τ )gα,ξ(0) = uα,ξ(0) , 〈gα,ξ, uα,ξ〉 = 0 .

Moreover,
uα,ξ(0)vα,ξ(0)− 2〈(ξ − τ)gα,ξ, uα,ξ〉 = −uα,ξ(0)gα,ξ(0) ,

and

(M−
α,ξ − ν(α, ξ))∂ξgα,ξ = ∂ξν(α, ξ)gα,ξ + 2uα,ξ(0)vα,ξ(0)uα,ξ + u2

α,ξ(0)vα,ξ − 2(ξ − τ)gα,ξ .

Proof. For shortness, we write u, v and g instead of uα,ξ, vα,ξ and gα,ξ. For any g
satisfying the boundary condition, we have

〈(M−
α,ξ − ν(α, ξ))g, u〉 = g′(0)u(0)− g(0)u′(0) = (g′(0)− g(0)(α− ξ))u(0) = u2(0) .

We have

(M−
α,ξ − ν(α, ξ))∂ξg = ∂ξν(α, ξ)g + 2u(0)v(0)u+ u2(0)v − 2(ξ − τ)g .

Then, using the fact that 0 = ∂ξ‖u‖2 = 2〈u, v〉, and Lemma 4.7,

〈(M−
α,ξ − ν(α, ξ))∂ξg, u〉 = 2u(0)v(0)− 2〈(ξ − τ)g, u〉

= ∂τ∂ξg(0)u(0)− ∂ξg(0)u′(0)

=
(
∂τ∂ξg(0) + (ξ − α)∂ξg(0)

)
u(0) .

Note that
(ξ − α + ∂τ )∂ξg(0) = v(0)− g(0) .

Thus
2u(0)v(0)− 2〈(ξ − τ)g, u〉 = u(0)v(0)− u(0)g(0) .

�

Lemma 4.23. We have

(M−
α,ξ − ν(α, ξ))(vα,ξ + gα,ξ) = ∂ξν(α, ξ)uα,ξ − 2(ξ − t)uα,ξ + u2

α,ξ(0)uα,ξ ,

with the boundary condition

(∂t + ξ − α)(vα,ξ + gα,ξ)(0) = 0 ,

and 〈vα,ξ + gα,ξ, uα,ξ〉 = 0.

Proof. It follows from Lemmata 4.8 and 4.22. �
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Lemma 4.24. We have

uα,ξ(0)gα,ξ(0) =
1

2
∂2
αν(α, ξ) .

Proof. For shortness, we write u, v and g instead of uα,ξ, vα,ξ and gα,ξ. Thanks to
Lemma 4.10, we have

(M−
α,ξ − ν(α, ξ))g = ∂αν(α, ξ)u .

Taking the derivative with respect to α and then the inner product with u, we get

〈(M−
α,ξ − ν(α, ξ))∂αg, u〉 = ∂αν(α, ξ)〈g, u〉+ ∂2

αν(α, ξ) + ∂αν(α, ξ)〈∂αu, u〉 = ∂2
αν(α, ξ) ,

and an integration by parts provides us with

∂t∂αg(0)u(0)− ∂αg(0)∂tu(0) = ∂2
αν(α, ξ) .

We have
(∂t + ξ − α)∂αg(0) = ∂αu(0) + g(0) ,

so that
∂αu(0)u(0) + u(0)g(0) = ∂2

αν(α, ξ) .

∂2
αν(α, ξ) = 2u(0)∂αu(0) ,

so that

u(0)g(0) =
∂2
αν(α, ξ)

2
.

�

4.8.3. About the function kα,ξ. Let kα,ξ be the unique solution orthogonal to uα,ξ of

(M−
α,ξ − ν(α, ξ))kα,ξ = −Π⊥(Cξuα,ξ) . (4.14)

with
(ξ − α + ∂τ )kα,ξ(0) = 0 ,

where Π⊥ is the orthogonal projection on the orthogonal of uα,ξ,

Lemma 4.25. We have

〈Cξuα,ξ, vα,ξ〉 = −kα,ξ(0)uα,ξ(0) + 2〈(ξ − τ)kα,ξ, uα,ξ〉 .

Proof. We recall (4.14), and Lemma 4.8. Then, since 〈uα,ξ, vα,ξ〉 = 0 and 〈uα,ξ, kα,ξ〉 = 0,
we get, by an integration by parts,

−〈Cξuα,ξ, vα,ξ〉 = −〈Π⊥Cξuα,ξ, vα,ξ〉 = 〈
(
M−

α,ξ − ν(α, ξ)
)
kα,ξ, vα,ξ〉

= k′α,ξ(0)vα,ξ(0)− kα,ξ(0)v′α,ξ(0) + 〈kα,ξ,
(
M−

α,ξ − ν(α, ξ)
)
vα,ξ〉

= uα,ξ(0)kα,ξ(0)− 2〈(ξ − τ)uα,ξ, kα,ξ〉 .

�

In fact the function kα,ξ can be computed explicitly when α = ξ and ν(α, ξ) = α2.
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Lemma 4.26. Assume that α = ξ = a0. Consider the function

k0 =

(
−ξ

2
+

2

3
P1

)
uα,ξ +

(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′α,ξ .

It solves
(Mα,ξ − ν(α, ξ))k0 = −Cξuα,ξ ,

and satisfies the Neumann condition.

Proof. We take α = ξ = a0. For shortness, we remove the reference to (α, ξ). We want
to solve the equation

(M − ν)k = −Cξu .

We have

(M − ν)(pu+ qu′) = −p′′u− q′′u′ − 2p′u′ − 2q′u′′ + q(M − ν)u′ ,

and
(M − ν)u′ − 2(ξ − τ)u = 0 , −u′′ = (ν − 1)u− (ξ − τ)2u .

Thus,

(M − ν)(pu+ qu′) = (−p′′ + 2q′((ν − 1)− P2) + 2qP1)u+ (−2p′ − q′′)u′ .

Looking at the expression of Cξ in (4.13), we want that

−2p′ − q′′ = 2 ,

so that we take

p = −τ − q′

2
.

Let us now determine the function q. We want that

−q
(3)

2
+ 2q′((ν − 1)− P2) + 2qP1 = −2ντ + 2ξ − 2τ 2P1 .

We get

−q
(3)

2
+ 2q′((ν − 1)− P2) + 2qP1 = 2νP1 − 2ξν + 2ξ − 2(ξ − τ − ξ)2P1 ,

which can be written as

−q
(3)

2
+ 2q′((ν − 1)− P2) + 2qP1 = −2ξ(ν − 1) + (2ν − 2ξ2)P1 + 4ξP2 − 2P3 .

We look for q in the form

q = α3P3 + α2P2 + α1P1 + α0 .

We have q(3) = −6α3 and

q′ = −3α3P2 − 2α2P1 − α1 .
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We get

3α3 − 2α1(ν − 1) = −2ξ(ν − 1) ,

−4α2(ν − 1) + 2α0 = 2(ν − ξ2) = 0 ,

2α1 − 6α3(ν − 1) + 2α1 = 4ξ ,

4α2 + 2α2 = −2 ,

6α3 + 2α3 = 0 .

This gives

α3 = 0 , α2 = −1

3
, α1 = ξ , α0 =

2

3
(1− ξ2) .

Thus,

q =
2

3
(1− ξ2) + ξP1 −

1

3
P2 ,

and

p = −τ − q′

2
= P1 − ξ −

1

2
(−ξ +

2

3
P1) = −ξ

2
+

2

3
P1 .

Let us check that k0 satisfies the Neumann condition. Notice that u′(0) = 0 and
u′′(0) = u(0). We have

∂τk0(0) =

(
−2

3
+

2

3
(1− ξ2) + ξ2 − ξ2

3

)
u(0) = 0 .

�

The following two lemmata will be used in the proof of Theorem 1.19, especially to
find the constant − 1

12
in (1.12).

Lemma 4.27. Assume that α = ξ = a0. Then,

〈Cξkα,ξ, uα,ξ〉 = −3

4
+

11

4
ξ2 − 19

8
ξ4 +

(
−37

48
ξ +

19

16
ξ3

)
u2
α,ξ(0) .

Proof. We drop the index (α, ξ). We have

〈C k, u〉 = 〈C k0, u〉 = 〈k0,C u〉 = 2〈k,
(
ξ(ξ2 − 1)− 2ξP2 + P3 − ∂τ

)
u〉 ,

where we used Lemmata 4.16 and 4.20, and the explicit expression of Cξ in (4.13).
Therefore, with Lemma 4.26, we have to estimate

I =

〈(
−ξ

2
+

2

3
P1

)
u+

(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′, (ξ(ξ2 − 1)− 2ξP2 + P3)u− u′

〉
.

It can be written as

I = I1 + I2 + I3 + I4 ,
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where

I1 =

〈(
−ξ

2
+

2

3
P1

)
(ξ(ξ2 − 1)− 2ξP2 + P3)u, u

〉
,

I2 = −

〈(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′, u′

〉
,

I3 = −
〈

(−ξ
2

+
2

3
P1)u, u′

〉
,

I4 =

〈(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′, (ξ(ξ2 − 1)− 2ξP2 + P3)u

〉
.

We have(
−ξ

2
+

2

3
P1

)
(ξ(ξ2−1)−2ξP2 +P3) = −ξ

2
(ξ3− ξ)+

2

3
(ξ3− ξ)P1 + ξ2P2−

11

6
ξP3 +

2

3
P4 ,

so that
I1 = −ξ

2
(ξ3 − ξ) +

2

3
(ξ3 − ξ)M1 + ξ2M2 −

11

6
ξM3 +

2

3
M4 . (4.15)

Then, by integrating by parts and using u′(0) = 0,

I2 =

〈((
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′

)′
, u

〉
We get

I2 =

〈(
−ξ +

2

3
P1

)
u′, u

〉
+

〈(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′′, u

〉
.

By integration by parts, 〈
(−ξ +

2

3
P1)u′, u

〉
=

1

3
+
ξ

6
u2(0) .

We recall that u′′ = (P2 + 1− ξ2)u so that〈(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′′, u

〉
= 〈(2

3
(1− ξ2) + ξP1 −

1

3
P2)(P2 + 1− ξ2)u, u〉 ,

and then〈(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
u′′, u

〉
=

2

3
(1−ξ2)2+ξ(1−ξ2)M1+

1

3
(1−ξ2)M2+ξM3−

1

3
M4 .

We deduce that

I2 =
1

3
+
ξ

6
u2(0) +

2

3
(1− ξ2)2 + ξ(1− ξ2)M1 +

1

3
(1− ξ2)M2 + ξM3 −

1

3
M4 . (4.16)

Integrating by parts, we get

I3 = −1

3
+

ξ

12
u2(0) . (4.17)
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Finally, we again integrate by parts to find

I4 =
ξ

3
u2(0) − 1

2

∫ +∞

0

[(
2

3
(1− ξ2) + ξP1 −

1

3
P2

)
(ξ(ξ2 − 1)− 2ξP2 + P3)

]′
u2dτ ,

so that

I4 =
ξ

3
u2(0)− 1

2

(
−ξ2(ξ2 − 1) + 2ξ(1− ξ2)M1 + (8ξ2 − 2)M2 −

20ξ

3
M3 +

5

3
M4

)
.

(4.18)
It remains to notice that 〈C k, u〉 = 2I, to use (4.15), (4.16), (4.17), (4.18), and to
remember Lemma 4.18. �

Lemma 4.28. Assume that α = ξ = a0. Let

Cξ,2 = −4τ(∂τ + ξ − τ) + 2τ 2n0 +
8

3
(ξ − τ)τ 3 − 4τ 2 + τ 4 , n0 = Mα,ξ .

We have

〈Cξ,2uα,ξ, uα,ξ〉 =
3

4
− 11

4
ξ2 +

19

8
ξ4 +

(
15

16
ξ − 19

16
ξ3

)
u2
α,ξ(0) .

Proof. We have

τ 2 = (τ − ξ + ξ)2 = P2 − 2ξP1 + ξ2 ,

τ 3 = (τ − ξ + ξ)3 = −P3 + 3ξP2 − 3ξ2P1 + ξ3 ,

τ 4 = (ξ − τ − ξ)4 = P4 − 4ξP3 + 6ξ2P2 − 4ξ3P1 + ξ4 .

Thus,

Cξ,2 = −4τ∂τ + 4P2 − 4ξP1 + 2(P2 − 2ξP1 + ξ2)n0 +
8

3
(−P4 + 3ξP3 − 3ξ2P2 + ξ3P1)

− 4(P2 − 2ξP1 + ξ2) + P4 − 4ξP3 + 6ξ2P2 − 4ξ3P1 + ξ4 .

Since we consider 〈Cξ,2uα,ξ, uα,ξ〉, we can replace n0 by ν. Rearranging the terms, we
get

〈Cξ,2uα,ξ, uα,ξ〉 = 2− 5

3
M4 + 4ξM3 + (4ξ − 16

3
ξ3)M1 − 4ξ2 + 3ξ4 .

It remains to use Lemma 4.18.
�

Lemmata 4.27 and 4.28 can be combined with Proposition 4.12 to get the following.

Lemma 4.29. Assume that α = ξ = a0. Then,

〈Cξuα,ξ, kα,ξ〉+
〈
Cξ,2uα,ξ, uα,ξ

〉
=
ξu2

α,ξ(0)

6
=
∂2
ξν(α, ξ)

12
.
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5. Semiclassical analysis of the first negative eigenvalue

5.1. About the proof of Theorem 1.14. Thanks to the charge conjugation (see
Remark 1.9), the negative eigenvalues λ−k (h) can be characterized as follows. For λ > 0,
consider the quadratic form

Q̃λ(u) = qλ,h(u)− λ2‖u‖2 , qλ,h(u) = ‖d×h,−Au‖
2 + λh‖u‖2

∂Ω .

Let us denote by (˜̀
k(λ))k>1 the eigenvalues of the corresponding operator. As in Section

2, for all k > 1, the equation ˜̀
k(λ) = 0 has a unique positive solution; this solution is

λ−k (h). On the other hand, we have
˜̀
k(λ) = γk(λ, h)− λ2 ,

where the (γk(λ, h))k>1 are the eigenvalues of the operator associated with qλ,h. Note
that, by Lemma 2.10(vi), for all λ > 0,

|γk(λ, h)− λ2| = |˜̀k(λ)| > λ|λ− λ−k (h)| , (5.1)

and λ−k (h) is the unique solution of

γk(λ, h) = λ2 .

We write λ−k (h) = ek(h)h
1
2 , and the equation becomes

γ1(ek(h)h
1
2 , h) = ek(h)2h . (5.2)

Note that, by setting λ = ah
1
2 with a > 0, we have the reformulation of (5.1):

|h−1γk(ah
1
2 , h)− a2| > a|a− ek(h)| . (5.3)

The main goal of the next section is to establish the following estimate.

Proposition 5.1. We have, for all a > 0,

γ1(ah
1
2 , h) = hΛ(a) + o(h) , Λ(a) = min

(
2b0, b

′
0ν(a(b′0)−1/2)

)
.

Proposition 5.1 implies Theorem 1.14. Indeed, observe that, substituing this asymp-
totic expansion into (5.3), we get

|Λ(a)− a2 + o(1)| > a|a− e1(h)| .
Notice that, if a > 0 is such that Λ(a) = a2, then

e1(h) = a+ o(1) .

Actually, there is a unique positive a such that

min
(

2b0, b
′
0ν(a(b′0)−1/2)

)
= a2 ,

which is given by
a = min(

√
2b0, a0

√
b′0) ,

where a0 is the unique positive solution of ν(α) = α2, see Proposition 4.15. We deduce
that

lim
h→0

e1(h) = min(
√

2b0, a0

√
b′0) ,

or equivalently
λ−1 (h) = h

1
2 min(

√
2b0, a0

√
b′0) + o(h

1
2 ) .
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5.2. Ground energy of a Pauli-Robin type operator. Let a > 0. We consider the
quadratic form

Qa,h(u) = qah1/2,h(u) = ‖d×h,−Au‖
2 + ah

3
2‖u‖2

∂Ω ,

and we have

γ1(ah
1
2 , h) = inf

u∈H2
−A(Ω)
u6=0

Qa,h(u)

‖u‖2
.

5.2.1. Localization formula. Let ρ ∈
(
0, 1

2

)
. Let us consider a semiclassical partition of

the unity (χj)j∈Z2 with suppχj ⊂ D(xj, h
ρ), and such that∑

j∈Z2

χ2
j = 1 ,

∑
j∈Z2

|∇χj|2 6 Ch−2ρ , (C > 1) .

Lemma 5.2. We have

Qa,h(u) =
∑
j∈Z2

Qa,h(χju)− h2
∑
j∈Z2

‖(∇χj)u‖2 .

In particular,

Qa,h(u) >
∑
j∈Z2

Qa,h(χju)− Ch2−2ρ‖u‖2 .

Proof. Let us write

‖d×h,−Au‖
2 =

∑
j∈Z2

〈d×h,−Au, d
×
h,−A(χ2

ju)〉

=
∑
j∈Z2

(
〈d×h,−Au, [d

×
h,−A, χj]χju〉+ 〈χjd×h,−Au, d

×
h,−A(χju)〉

)
=
∑
j∈Z2

(
〈χjd×h,−Au, [d

×
h,−A, χj]u〉+ 〈χjd×h,−Au, d

×
h,−A(χju)〉

)
=
∑
j∈Z2

(
−‖[d×h,−A, χj]u‖

2 + 〈d×h,−A(χju), [d×h,−A, χj]u〉+ 〈χjd×h,−Au, d
×
h,−A(χju)〉

)
=
∑
j∈Z2

(
‖d×h,−A(χju)‖2 − ‖[d×h,−A, χj]u‖

2 + 2iIm 〈d×h,−A(χju), [d×h,−A, χj]u〉
)
,

where we used that the commutator [d×h,−A, χj] = −2ih∂zχj is a function. Taking the
real part, we get

‖d×h,−Au‖
2 =

∑
j∈Z2

(
‖d×h,−A(χju)‖2 − ‖h(∇χj)u‖2

)
.

�
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5.2.2. Lower bound. Let j be such that supp(χj) ⊂ Ω. Then, we have

Qa,h(χju) = ‖d×h,−A(χju)‖2 > 2hb0‖χju‖2 , (5.4)

since the Dirichlet realization of

dh,−Ad
×
h,−A = (−ih∇+ A)2 + hB

is bounded from below by 2hb0.
Therefore, let us focus on the j such that supp(χj) ∩ ∂Ω 6= ∅. We may assume that

xj ∈ ∂Ω.
Let us bound the local energy Qa,h(χju) from below.

Proposition 5.3. We have

Qa,h(χju) >
[
b′0ν(a(b′0)−1/2)h− Ch

1
2

+2ρ
]
‖χju‖2 . (5.5)

Proof. Before starting the proof, let us say a few words about the strategy. The general
idea is to approximate the magnetic field, on the support of χj, by a constant magnetic
field, and to flatten the boundary by means of tubular coordinates. Due to the lack of
ellipticity of the Cauchy-Riemann operators, we cannot choose the canonical tubular
coordinates (given by the curvilinear abscissa and the distance to the boundary). How-
ever, with the exponential coordinates (5.6), we are able to avoid this problem for the
disc, and then, by means of the Riemann mapping, for Ω. This amounts to constructing
“conformal” tubular coordinates for Ω.

It is convenient to use the change of function

u = eφ/hv .

For notational simplicity, we let uj = χju and vj = χjv. We have

Qa,h(uj) = h2

∫
Ω

e2φ/h|2∂zvj|2dx+ ah
3
2‖vj‖2

∂Ω .

Let us use the Riemann biholomorphism F : D→ Ω. We let wj = vj ◦ F . We get

Qa,h(uj) = 4h2

∫
D
e2φ◦F (y)/h|∂ywj|2dy + ah

3
2

∫
∂D
|wj|2|F ′|dσ , ∂y =

1

2
(∂y1 + i∂y2) .

Note that wj is supported in a neighborhood of order hρ of ∂D. Let us now use a
change of coordinates near the boundary. Let δ > 0. Consider the “exponential polar
coordinates”, y = P (s, τ), given by

y1 = e−τ cos s , y2 = e−τ sin s (s, τ) ∈ Tδ := [0, 2π)× (0, δ) . (5.6)

P is a smooth diffeomorphism in a neighborhood of the boundary. We have

−eτ∂s = sin s∂y1 − cos s∂y2 , −eτ∂τ = cos s∂y1 + sin s∂y2 ,

and we get
∂y1 + i∂y2 = ieτ+is(∂s + i∂τ ) .

The coordinates of the center xj of the support of χj are denoted by (sj, 0).
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In terms of these new coordinates, we have

Qa,h(uj) = h2

∫
Tδ
e2φ◦F (P (s,τ))/h|(∂s + i∂τ )(wj ◦ P )|2dsdτ

+ ah
3
2

∫ 2π

0

|wj ◦ P (s, 0)|2|F ′(eis)|ds .

We let φ̌ = φ◦F ◦P . Since φ is zero at the boundary, we have that e2φ̌(s,0)/h = 1. Then,
by using that |F ′(eis)| > (1 − Chρ)|F ′(eisj)|, and by commuting the exponential with
the Cauchy-Riemann derivative, we get

(1− Chρ)−1Qa,h(uj) >
∫
Tδ
|(h∂s − ∂sφ̌+ ih∂τ − i∂τ φ̌)eφ̌(s,τ))/h(wj ◦ P )|2dsdτ

+ah
3
2

∫ 2π

0

|eφ̌(s,0))/hwj ◦ P (s, 0)|2|F ′(eisj)|ds .

Then,

(1− Chρ)−1Qa,h(uj) >
∫
Tδ
|(−ih∂s + Ǎ1 + i(−ih∂τ + Ǎ2))Wj|2dsdτ

+ |F ′(eisj)|ah
3
2

∫ 2π

0

|Wj(s, 0)|2ds ,

where Wj = eφ̌(s,τ))/h(wj ◦ P ) and Ǎ = ∇φ̌⊥ = (−∂τ φ̌, ∂sφ̌). Now, we have a magnetic
Cauchy-Riemann problem on a flat space, with a uniform Robin condition.

A computation that uses the identity (∂s + i∂τ )(e
−τ+is) = 0 and

∇× Ǎ = (∂2
s + ∂2

τ )(φ ◦ F ◦ P ) = e−2τ∆y(φ ◦ F )(P (s, τ))

= e−2τ |F ′(P (s, τ))|2B(F (P (s, τ)))

= βj + O(|s− sj|+ |τ − τj|) ,

gives the new constant magnetic field βj = |F ′(yj)|2B(xj).
Using the Young inequality, we get∫
Tδ
|(−ih∂s + Ǎ1 + i(−ih∂τ + Ǎ2))Wj|2dsdτ

> (1− ε)
∫
Tδ
|(−ih∂s+ Ǎ1,j + i(−ih∂τ + Ǎ2,j))Wj|2dsdτ − ε−1

∫
Tδ
|Ǎ− Ǎj|2|Wj|2dsdτ ,

where Ǎj = (Ǎ1,j, Ǎ2,j) is the Taylor approximation of Ǎ at the order one at (sj, τj):

|Ǎ− Ǎj| 6 Ch2ρ ,

on the support of Wj. We get that

(1− Chρ)−1Qa,h(uj) > (1− ε)Qj(Wj)− Ch4ρε−1

∫
Tδ
|Wj|2dsdτ , (5.7)
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with

Qj(W ) =

∫
R2

+

|(−ih∂s + Ǎ1,j + i(−ih∂τ + Ǎ2,j))W |2dsdτ

+ |F ′(eisj)|ah
3
2

∫
R
|W (s, 0)|2ds .

Let us remark that, by construction,

∇× Ǎj = βj ,

so that after a change of gauge, we can assume that Ǎj = (−βjτ, 0).
Thus, we get a new quadratic form on L2(R2

+) which is associated with a new operator
Lj. We are interested in the bottom of its spectrum:

inf sp(Lj) = inf
W∈H2

−Ǎj
(R2

+)

W 6=0

Qj(W )

‖W‖2
.

Let us consider the rescaling

(s, τ) = h
1
2β
− 1

2
j (s̃, τ̃) .

We get

inf sp(Lj) = hβjµj , µj = inf
W∈H2

−Ǎj
(R2

+)

W 6=0

Q̃j(W )

‖W‖2
,

where

Q̃j(W ) =

∫
R2

+

|(−i∂s − τ + i(−i∂τ ))W |2dsdτ + aB(xj)
− 1

2

∫
R
|W (s, 0)|2ds .

Then,

(1− Chρ)−1Qa,h(uj) >
[
(1− ε)hβjµj − Ch4ρε−1

]
‖Wj‖2 .

We choose ε such that

εh = ε−1h4ρ ,

so that

ε = h−
1
2

+2ρ ,

and

(1− Chρ)−1Qa,h(uj) >
[
hβjµj − Ch

1
2

+2ρ
]
‖Wj‖2 .

In particular, we get

Qa,h(uj) >
[
hβjµj − Ch

1
2

+2ρ − Ch1+ρ
]
‖Wj‖2 .
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Then,

Qa,h(uj) >
[
hβjµj − Ch

1
2

+2ρ
] ∫
Tδ
e2φ̌(s,τ))/h|(vj ◦ F ◦ P )|2dsdτ

>
[
hβjµj − Ch

1
2

+2ρ − Ch1+ρ
] ∫

D
e2φ(F (y)))/h|(vj ◦ F (y))|2dy

=
[
hβjµj − Ch

1
2

+2ρ − Ch1+ρ
] ∫

Ω

e2φ/h|vj(x)|2|(F−1)′(x)|2dx

> |(F−1)′(xj)|2
[
hβjµj − Ch

1
2

+2ρ − Ch1+ρ
] ∫

Ω

e2φ/h|vj(x)|2dx

>
[
hB(xj)µj − Ch

1
2

+2ρ − Ch1+ρ
] ∫

Ω

e2φ/h|vj(x)|2dx

>
[
hB(xj)µj − Ch

1
2

+2ρ
] ∫

Ω

e2φ/h|vj(x)|2dx

=
[
hB(xj)µj − Ch

1
2

+2ρ
] ∫

Ω

|χju(x)|2dx .

Then, letting A0 = (−τ, 0), we have

B(xj)µj = inf
u∈H2

−A0
(R2

+)

u6=0

B(xj)
∫
R2

+
|(−i∂s − τ + i(−i∂τ ))u|2dsdτ + aB(xj)

1
2

∫
R |u(s, 0)|2ds

‖u‖2

> inf
u∈H2

−A0
(R2

+)

u6=0

b′0
∫
R2

+
|(−i∂s − τ + i(−i∂τ ))u|2dsdτ + a(b′0)

1
2

∫
R |u(s, 0)|2ds

‖u‖2

= b′0ν(a(b′0)−1/2) .

The result follows. �

Remark 5.4. It is clear from the proof that we also have a reverse inequality of (5.7):

(1− Chρ)−1Qa,h(uj) 6 (1 + ε)Qj(Wj) + Ch4ρε−1

∫
Tδ
|Wj|2dsdτ . (5.8)

Gathering the estimates (5.4) and (5.5), and using Lemma 5.2, we find that

Qa,h(u) >
[
Λ(a)h− Ch

1
2

+2ρ − Ch2−2ρ
]
‖u‖2 .

We choose ρ such that
1

2
+ 2ρ = 2− 2ρ .

Thus, ρ = 3
8
and

Qa,h(u) >
[
Λ(a)h− Ch

5
4

]
‖u‖2 .

The min-max principle implies the lower bound in Proposition 5.1.
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5.2.3. Upper bound. The upper bound in Proposition 5.1 follows by inserting appropri-
ate localized test functions in Qa,h. Let us provide the main lines of the strategy for
this classical analysis.

We recall that
γ1(ah

1
2 , h) = inf

u∈H2
−A(Ω)
u6=0

Qa,h(u)

‖u‖2
.

In particular, we have

γ1(ah
1
2 , h) 6 inf

u∈H1
0 (Ω)

u6=0

Qa,h(u)

‖u‖2
= inf

u∈H1
0 (Ω)

u6=0

‖(−ih∇+ A)u‖2 +
∫

Ω
hB|u|2dx

‖u‖2
.

The last quantity is the groundstate energy of (−ih∇ + A)2 + hB. Pick up a point
x0 ∈ Ω. We can always find a normalized test function ϕh in C∞0 (Ω), localized at the
scale h

1
2 near x0, and such that

‖(−ih∇+ A)ϕh‖2 +

∫
Ω

hB|ϕh|2dx 6 2B(x0)h+ o(h) .

Now, if B attains its minimum inside at x0, then we deduce that

γ1(ah
1
2 , h) 6 2b0h+ o(h) . (5.9)

If not, for any ε > 0, we may find x0 ∈ Ω such that |B(x0)− b0| 6 ε, and (5.9) is true
as well.

On the other hand, let us consider x0 ∈ ∂Ω where the minimum of B|∂Ω is attained.
Take a fixed cutoff function χ centered at x0, and a minimizing sequence (Wn) ⊂ S (R2

+)

associated with µ. Then, we consider the function ψh(s, τ) = χ(s, τ)Wn((b′0)
1
2h−

1
2 (s, τ))

and its avatar ϕh in the original coordinates (afer the maps P and F ). Using Remark
5.4 (where uj is replaced by ϕh), we get

γ1(ah
1
2 , h) 6 hb′0ν(a(b′0)−1/2) + o(h) .

This, together with (5.9), gives the desired upper bound.

6. A first normal form

The aim of this section is to start the proof of Theorem 1.19 by reducing the analysis
to a tubular neighborhood of the boundary.

6.1. Description of the operator. We consider the closed quadratic form

Qa,h(u) = ‖d×h,−Au‖
2 + ah

3
2‖u‖2

∂Ω , d×h,−A = −2ih∂z + A1 + iA2 , (6.1)

for u ∈ Dom(Qa,h) = Hh,−A with

Hh,−A = H1(Ω) + H 2
h,−A(Ω) ,

H 2
h,−A(Ω) = {u ∈ L2(Ω) : d×h,−Au = 0 , u|∂Ω ∈ L2(∂Ω)} .

We also let
dh,−A = −2ih∂z + A1 − iA2 .

Let us describe the associated self-adjoint operator La,h. For that purpose, we will need
the following lemma.
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Lemma 6.1. For all u, v ∈ H1(Ω),

〈u, d×h,−Av〉 = 〈dh,−Au, v〉+ ih

∫
∂Ω

nuvdσ .

Proof. We recall that

〈u, ∂jv〉 = −〈∂ju, v〉+

∫
∂Ω

njuvdσ .

Thus,

〈u,−2i∂zv〉 = 〈−2i∂zu, v〉+ i

∫
∂Ω

nuvdσ .

�

By Proposition 2.6 and Lemma 6.1, we write for all u ∈ Dom(La,h), and all v ∈ Hh,−A,

〈d×h,−Au, d
×
h,−Av〉+ ah

3
2

∫
∂Ω

uvdσ

= 〈
(
dh,−Ad

×
h,−A

)
u, v〉+ ih

∫
∂Ω

d×h,−Aunvdσ + ah
3
2

∫
∂Ω

uvdσ ,

so that the operator La,h acts on L2(Ω) as(
dh,−Ad

×
h,−A

)
= (−ih∇+ A)2 + hB , (6.2)

and the boundary condition is

− ind×h,−Au = ah
1
2u , on ∂Ω . (6.3)

6.2. Localization near the boundary. We can prove that the eigenfunctions associ-
ated with the low-lying eigenvalues have an exponential localization near the boundary,
at the scale h

1
2 .

Proposition 6.2. Let ε0 ∈ (0, 2b0) and γ ∈ (0,
√
ε0). There exist C, h0 > 0 such

that for all h ∈ (0, h0), all a > 0 and all eigenvalue λ 6 (2b0 − ε0)h of La,h and any
eigenfunction ψh of La,h associated with λ, we have∥∥∥∥∥ψh exp

(
γdist(·, ∂Ω)

h1/2

)∥∥∥∥∥
2

L2(Ω)

+ h−1

∣∣∣∣∣∣Qa,h

(
ψh exp

(
γdist(·, ∂Ω)

h1/2

))∣∣∣∣∣∣ 6 C‖ψh‖2
L2(Ω).

Before giving the proof, let us recall the following lemma.

Lemma 6.3. Let h > 0, χ be a real Lipschitzian function on Ω and ψ ∈ Hh,−A, we
have

Re 〈d×h,−Aψ, d
×
h,−A(χ2ψ)〉

Ω
= ‖d×h,−A(χψ)‖2 − h2‖ψ∇χ‖2.

Let us now give the proof of Proposition 6.2.

Proof. Let us define the following Lipschitzian functions

Ω 3 x 7→ Φ(x) = γdist(x, ∂Ω) ∈ R ,
and

Ω 3 x 7→ χh(x) = eΦ(x)h−1/2 ∈ R .
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Since H1(Ω) is dense in Dom(Qa,h) and χh is Lipschitzian, we get that χ2
hψh belongs to

Dom(Qa,h). We have that

Qa,h(ψh, χ
2
hψh) = Re 〈La,hψh, χ

2
hψh〉Ω

= Re
{
〈d×h,−Aψh, d

×
h,−A(χ2

hψh)〉Ω + ah3/2‖χhψh‖2
∂Ω

}
.

By Lemma 6.3, we get that

Qa,h(ψh, χ
2
hψh) = Qa,h(χhψh)− h2‖ψh∇χh‖2

L2(Ω) .

Recall that ψh is an eigenfunction of La,h associated with the eigenvalue λ, so that

Qa,h(χhψh)− h2‖ψh∇χh‖2
L2(Ω) = λ‖χhψh‖2

L2(Ω) . (6.4)

Let R > 1 and c > 1. We introduce a quadratic partition of unity of Ω,

χ2
1,h,R + χ2

2,h,R = 1 ,

in order to study the asymptotic behavior of ψh in the interior and near the boundary
∂Ω separately. We assume that χ1,h,R satisfies

χ1,h,R(x) =

{
1 if dist(x, ∂Ω) > h1/2R

0 if dist(x, ∂Ω) 6 h1/2R/2,

and that,
max(|∇χ1,h,R(x)|, |∇χ2,h,R(x)|) 6 2ch−1/2/R ,

for all x ∈ Ω. Using again Lemma 6.3, we get

Qa,h(χhψh) =
∑
k=1,2

Qa,h(χk,h,Rχhψh)− h2‖χhψh∇χk,h,R‖2
L2(Ω) .

We have Qa,h(χ1,h,Rχhψh) > 2b0h‖χ1,h,Rχhψh‖2 by support considerations. Let us also
remark that

h2‖χhψh∇χk,h,R‖2
L2(Ω) 6 4hc2/R2‖χhψh‖2

L2(Ω)

and
h2‖ψh∇χh‖2

L2(Ω) 6 hγ2‖χhψh‖2
L2(Ω) .

We deduce from (6.4) that

λ‖χhψh‖2
L2(Ω) > Qc,h(χ1,h,Rχhψh) + Qc,h(χ2,h,Rχhψh)− h‖ψhχh‖2

L2(Ω)

(
γ2 + 8c2R−2

)
,

Since Qa,h(χ2,h,Rχhψh) > 0, we get

λ‖χhψh‖2
L2(Ω) > 2b0h‖χ1,h,Rχhψh‖2 − h‖ψhχh‖2

L2(Ω)

(
γ2 + 8c2R−2

)
,

Then,2b0h− λ− h

(
γ2 +

8c2

R2

) ‖χ1,h,Rχhψh‖2

6 λ‖χ2,h,Rχhψh‖2 + h

(
γ2 +

8c2

R2

)
‖χ2,h,Rχhψh‖2 .
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Using the assumption on λ and the support of χ2,h,R, we get

h

ε0 −

(
γ2 +

8c2

R2

) ‖χ1,h,Rχhψh‖2

6 λ‖χ2,h,Rχhψh‖2 + h

(
γ2 +

8c2

R2

)
‖χ2,h,Rχhψh‖2 6 C(R)h‖ψh‖2 .

With γ ∈ (0,
√
ε0), and choosing R such that

ε0 − (γ2 +
8c2

R2
) > 0 ,

we infer the existence of c̃ > 0 such that

c̃‖χ1,h,Rχhψh‖2 6 C(R)‖ψh‖2 .

We deduce that
‖χhψh‖L2(Ω) 6 C‖ψh‖L2(Ω) ,

and the conclusion follows by coming back to (6.4). �

Remark 6.4. When B = b0 = 1 is constant, by Proposition 5.1, for all a > 0,

γ1(ah
1
2 , h) = hΛ(a) + o(h) = hmin(2, ν(a)) + o(h) .

By Proposition 4.15, ν(a) < 2 for all a > 0 so that Λ(a) = ν(a).
Thus, for any 0 < ε < 2− ν(a), there exist h0 > 0 such that, for all h ∈ (0, h0),

γ1(ah
1
2 , h) 6 (2b0 − ε)h .

With the same proof as the one of Theorem 1.14, we also have for all n > 1,

γn(ah
1
2 , h) = hν(a) + o(h) ,

and thus up to choosing a smaller h0 > 0 we get for all 0 < h < h0,

γn(ah
1
2 , h) 6 (2b0 − ε)h ,

and the hypothesis of Proposition 6.2 are satisfied for the n-first eigenvalues of La,h.

From now on, we assume that B = b0 = 1. Let us fix 0 < ε < 2− ν(a). Consider

Nh(a) = {n > 1 : γn(ah
1
2 , h) 6 (2b0 − ε)h} .

With Remark 6.4, we see that, for h small enough, Nh(a) contains any given n > 1.
Let us consider the operator L̃a,h acting on the square integrable functions of the

small neighborhood of the boundary Ωδ = ϕ(Sδ), with Sδ = R/(|∂Ω|Z) × (0, δ), and
where x = ϕ(s, t) corresponds to the holomorphic tubular coordinates given in Section D
(where we explain how to construct these coordinates in such a way that |∂sϕ(s, 0)| = 1).
The operator L̃a,h acts on L2(Ωδ) as

(−ih∇+ A)2 + hB , (6.5)
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and the boundary conditions are

−ind×h,−Au = ah
1
2u , on ∂Ω ,

u = 0 , on ∂Ωδ \ ∂Ω .
(6.6)

We denote by (γ̃n(ah
1
2 , h))n>1 the increasing sequence of the eigenvalues of the operator

L̃a,h counted with multiplicity.
We take δ = h

1
2
−η with η ∈

(
0, 1

2

)
.

As a consequence of Proposition 6.2 and Remark 6.4, we have the following.

Corollary 6.5. For all n > 1, we have

γn(ah
1
2 , h) 6 γ̃n(ah

1
2 , h) ,

and
γ̃n(ah

1
2 , h) 6 γn(ah

1
2 , h) + O(h∞) ,

uniformly in a, for a in any interval (0,M) with M > 0.

6.3. An operator near the boundary. In this section, we write the operator L̃a,h

in holomorphic tubular coordinates.

6.3.1. Tubular coordinates. On the neighborhood Ωδ, we use the holomorphic boundary
coordinates

x = ϕ(s, t) , (s, t) ∈ Sδ = R/(|∂Ω|Z)× (0, δ) .

Lemma 6.6. We have

−2ih∂z+A1 + iA2 = ϕ′|ϕ′|−2
(
hDs + ihDt + Ã1 + iÃ2

)
, Ã(s, t) = (dϕ)T ◦A◦ϕ(s, t) ,

where D = −i∂. Moreover, we have

∂sÃ2(s, t)− ∂tÃ1(s, t) = |ϕ′(s+ it)|2 .

Proof. We have (
∂s
∂t

)
=

(
∂sϕ1 ∂sϕ2

∂tϕ1 ∂tϕ2

)(
∂1

∂2

)
,

and also (
∂1

∂2

)
= |ϕ′|−2

(
∂tϕ2 −∂sϕ2

−∂tϕ1 ∂sϕ1

)(
∂s
∂t

)
,

where ϕ′ stands for ϕ′(s+ it). We deduce that

2|ϕ′|2∂z = ∂tϕ2∂s−∂sϕ2∂t+i(−∂tϕ1∂s+∂sϕ1∂t) = (∂tϕ2−i∂tϕ1)∂s+(−∂sϕ2 +i∂sϕ1)∂t .

Thus,

2|ϕ′|2∂z = (∂sϕ1− i∂tϕ1)∂s + (−∂tϕ1 + i∂sϕ1)∂t = (∂sϕ1 + i∂sϕ2)∂s + i(∂sϕ1 + i∂sϕ2)∂t ,

so that
2|ϕ′|2∂z = ∂sϕ(∂s + i∂t) .

Note also that ∂sϕ(s, t) = ϕ′(s+ it) and thus

2∂z = ϕ′|ϕ′|−2(∂s + i∂t) .
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Recalling that

(dϕ)T =

(
∂sϕ1 ∂sϕ2

∂tϕ1 ∂tϕ2

)
,

we have (
A1

A2

)
= |ϕ′|−2

(
∂tϕ2 −∂sϕ2

−∂tϕ1 ∂sϕ1

)(
Ã1

Ã2

)
.

Hence

A1 + iA2 = |ϕ′|−2
(
∂tϕ2Ã1 − ∂sϕ2Ã2 + i(−∂tϕ1Ã1 + ∂sϕ1Ã2)

)
= |ϕ′|−2

(
(∂tϕ2 − i∂tϕ1)Ã1 + (−∂sϕ2 + i∂sϕ1)Ã2

)
= |ϕ′|−2∂sϕ

(
Ã1 + iÃ2

)
= |ϕ′|−2ϕ′

(
Ã1 + iÃ2

)
.

The conclusion follows. �

We recall that that quadratic form associated with L̃a,h is given by

Qa,h(u) =

∫
Ωδ

|(−2ih∂z + A1 + iA2)u|2dx+ ah
3
2

∫
∂Ω

|u|2dσ .

With Lemma 6.6, we deduce that

Qa,h(u) = Q̃a,h(ũ) =

∫
Sδ

|(hDs + ihDt + Ã1 + iÃ2)ũ|2dsdt+ ah
3
2

∫ |∂Ω|

0

|ũ(s, 0)|2ds ,

where ũ(s, t) = u ◦ ϕ(s, t), and where we used that |∂sϕ(s, 0)| = 1 to deal with the
boundary term (see Appendix D). The ambiant Hilbert space is now L2(|ϕ′|2dsdt). To
go to the flat L2-space, we let û = ϕ′ũ. Since ϕ′ is holomorphic, it commutes with the
∂s + i∂t, and we deduce that

Qa,h(u) = Q̂a,h(û) =

∫
Sδ

|ϕ′|−2(hDs + ihDt + Ã1 + iÃ2)û|2dsdt+ ah
3
2

∫ |∂Ω|

0

|û(s, 0)|2ds .

The operators L̃a,h and L̂a,h are unitarily equivalent.

6.3.2. Change of gauge. Let us now use an appropriate change of gauge to cancel Ã2.
Consider

ψ1(s, t) =

∫ t

0

Ã2(s, τ)dτ , Â = Ã−∇ψ1 .

Notice that

Â1(s, t) = Ã1(s, t)−
∫ t

0

∂sÃ2(s, u)du , Â2(s, t) = 0 .

Clearly, with Lemma 6.6,

−∂tÂ1 = ∂sÃ2 − ∂tÃ1 = |ϕ′|2 .
so that, we have

Â1(s, t) = Â1(s, 0)−
∫ t

0

|ϕ′(s+ ir)|2dr .
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Now, consider

ψ2(s) =

∫ s

0

(
Â1(u, 0)− 1

|∂Ω|

∫ |∂Ω|

0

Â1(v, 0)dv

)
du .

The function ψ2 is |∂Ω|-periodic. We let

Ǎ = Â−∇ψ2 = Ã−∇ψ ,

where

ψ = ψ1 + ψ2 .

We find that

Ǎ1(s, t) =
1

|∂Ω|

∫ |∂Ω|

0

Â1(v, 0)dv −
∫ t

0

|ϕ′(s+ ir)|2dr , Ǎ2(s, t) = 0 .

By the Green-Riemann formula,∫ |∂Ω|

0

Â1(v, 0)dv =

∫ |∂Ω|

0

Ã1(v, 0)dv =

∫
∂Ω

A · γ′ds =

∫
Ω

curlA dx = |Ω| .

Thus,

Ǎ1(s, t) = γ0 −
∫ t

0

|ϕ′(s+ ir)|2dr , Ǎ2(s, t) = 0 , γ0 =
|Ω|
|∂Ω|

.

Letting û = e−iψ/hǔ, we get

Q̂a,h(û) =

∫
Sδ

|ϕ′|−2(hDs + ihDt + Ǎ1)ǔ|2dsdt+ ah
3
2

∫ |∂Ω|

0

|ǔ(s, 0)|2ds .

The associated operator is

Ma,h = (−ih∂s − h∂t + Ǎ1(s, t))|ϕ′|−2(−ih∂s + h∂t + Ǎ1(s, t))

and the boundary conditions are

(−ih∂s + γ0 + h∂t)u(s, 0) = ah1/2u(s, 0) , u(s, δ) = 0 .

Remark 6.7. By unitary equivalence, the eigenvalues of Ma,h are (γ̃n(ah
1
2 , h))n>1.

6.3.3. Rescaling. We let t = ~τ with ~ = h
1
2 . We also divide the operator by h and we

get the operator, called Ma,~, acting on the Hilbert space L2(Sδ~−1 , dsdτ) as

Ma,~ = (−i~∂s − ∂τ + ~−1Ǎ1(s, ~τ))|ϕ′(s+ i~τ)|−2(−i~∂s + ∂τ + ~−1Ǎ1(s, ~τ)) ,

and the boundary conditions are(
−i~∂s +

γ0

~
+ ∂τ

)
u(s, 0) = au(s, 0) , u(s, δ~−1) = 0 .
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6.3.4. Another change of gauge. For all m ∈ Z, the function s 7→ e2imπ s
|∂Ω| is |∂Ω|-

periodic. Thus, the operators

Ma,~,m := e2iπm s
|∂Ω|Ma,~e

−2iπm s
|∂Ω| ,

are unitarily equivalent to Ma,~ and act as

Ma,~,m = (−i~∂s − ∂τ + A1,~,m(s, τ))|ϕ′(s+ i~τ)|−2(−i~∂s + ∂τ + A1,~,m(s, τ)) ,

where

A1,~,m(s, τ) = −2πm~
|∂Ω|

+ ~−1Ǎ1(s, ~τ) .

The boundary conditions are(
−i~∂s +

(
γ0

~
− 2πm~
|∂Ω|

)
+ ∂τ

)
u(s, 0) = au(s, 0) , u(s, δ~−1) = 0 .

Let us make a particular choice of m. This choice is made so that γ0

~ −
2mπ~
|∂Ω| is the

closest possible to 0. Consider

d~ := min
m∈Z

∣∣∣∣ |∂Ω|
2π~

γ0

~
−m

∣∣∣∣ ∈ [0, 1

2

]
.

Let us denote by m~ the smallest minimizer (there are at most two minimizers), and let

r~ :=
|∂Ω|
2π~

γ0

~
−m~ .

We have d~ = |r~| and we can write

γ0

~
− 2m~π~
|∂Ω|

= ~θ , θ =
2π

|∂Ω|
r~ .

The constant θ is uniformly bounded:

|θ| 6 π

|∂Ω|
.

With this choice of m~, we get the new (self-adjoint) operator

Na,~ = (−i~∂s − ∂τ + A1,~,m~)|ϕ′(s+ i~τ)|−2(−i~∂s + ∂τ + A1,~,m~) , (6.7)

where

A1,~,m~(s, τ) = ~θ − ~−1

∫ ~τ

0

|ϕ′(s, u)|2du ,

and

θ =
2πr~
|∂Ω|

=
|Ω|

~2|∂Ω|
− 2m~π

|∂Ω|
. (6.8)

The boundary conditions are

(−i~∂s + ~θ + ∂τ )u(s, 0) = au(s, 0) , u(s, δ~−1) = 0 .

Remark 6.8. The eigenvalues of Na,~ are the (h−1γ̃n(ah
1
2 , h))n>1.
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7. Microlocal dimensional reduction

Let us now focus on the spectral properties of Na,~ defined in (6.7), and its boundary
conditions are with the boundary conditions

(−i~∂s + ∂τ )u(s, 0) = αu(s, 0) , u(s, δ~−1) = 0 , α := a− θ~ .

We underline that θ depends on ~ and α, but that it is uniformly bounded. In what
follows, θ will be consider a parameter.

7.1. Inserting cutoff functions and pseudo-differential interpretation.

7.1.1. Cutoff with respect to the normal variable. We can prove that the first eigenfunc-
tions of Na,~ satisfy Agmon estimates with respect to τ (in Proposition 6.2, dist(x, ∂Ω)
can essentially be replaced by t(x) near the boundary since we have (D.1)).

This leads to consider the operator, acting on L2(R/(|∂Ω|Z)× (0,+∞)),

Ña,~ = (−i~∂s − ∂τ + Aχ1,~,m~
)|ϕ′(s+ i~χ~(τ)τ)|−2(−i~∂s + ∂τ + Aχ1,~,m~

) ,

with

Aχ1,~,m~
(s, τ) = ~θ − τ − χ~(τ)~−1

(∫ ~τ

0

|ϕ′(s, u)|2du− ~τ

)
and χ~(τ) = χ(τ~η) where χ is a smooth cutoff function equaling 1 near 0, and η > 0
being as small as necessary.

We can then check that the low-lying eigenvalues of Na,~ coincide with those of Ña,~
modulo O(~∞). Let us drop the tildas to lighten the presentation.

7.1.2. Pseudo-differential interpretation. This operator Ña,~ can be seen as a pseudo-
differential operator with operator symbol (for more detail, the reader can consult the
Ph.D. thesis by Keraval [23], or the paper by Martinez [26]). To describe its symbol,
let us consider some Taylor expansions (see Lemma D.4):

|ϕ′(s+ i~χ~(τ)τ)|−2 = 1 + 2~κχ~τ + 2~κ2χ2
~τ

2 + o(~2) ,

Aχ1,~,m~
(s, τ) = ~θ − τ + ~κχ~τ

2 − 2

3
~2κ2χ~τ

3 + o(~2) .

Then, we have
Na,~ = OpW

~ (n~) , n~ = n0 + ~n1 + ~2n2 + . . . (7.1)
where the first symbols are given by

n0 =(ξ − ∂τ − τ)(ξ + ∂τ − τ) = −∂2
τ + (ξ − τ)2 + 1 ,

n1 =κ
(
2(ξ − τ − ∂τ )χ~τ(ξ − τ + ∂τ ) + χ~τ

2(ξ − τ + ∂τ ) + (ξ − τ − ∂τ )(χ~τ
2)
)

+ 2θ(ξ − τ) ,

n2 =κ2
[
2(−∂τ + ξ − τ)χ2

~τ
2(∂τ + ξ − τ)

+
4

3

(
(−∂τ + ξ − τ)(χ~τ

3) + (χ~τ
3)(∂τ + ξ − τ)

)
+ χ2

~τ
4
]

+ χ~κθ
(
2τ 2 − 2 + 4τ(ξ − τ)

)
+ θ2 − 2χ′~κθτ ,

(7.2)
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where n0 is equipped with the boundary condition

(∂τ + ξ − α)ψ = 0 .

Actually, we have

n1 = κχ~Cξ+2θ(ξ−τ)−κχ′~(2τ(ξ+∂τ−τ)+τ 2) , Cξ = 2
(
τn0 − ξ − ∂τ + τ 2(ξ − τ)

)
,

We also notice that

n2 = κ2

[
−4τχ2

~(∂τ + ξ − τ) + 2τ 2χ2
~n0 +

8

3
(ξ − τ)χ~τ

3 − 4χ~τ
2 + χ2

~τ
4

]
+ χ~κθ

(
2τ 2 − 2 + 4τ(ξ − τ)

)
+ θ2 − 2χ′~κθτ − 4χ~χ

′
~τ

2(∂τ + ξ − τ)− 4

3
χ′~τ

3 .

Remark 7.1. In our periodic framework, the usual Weyl quantization formula on R
may be expressed by means of Fourier series (on the torus R/(2LZ)):

OpW
~ (p)ψ(x) =

∑
(k,j)∈Z2

eix(j+k)ωp̂

(
j, ω

j~
2

+ ω~k
)
ψ̂(k) , ω =

2π

2L
,

where the Fourier coefficient is defined by

ψ̂(k) =
1

2L

∫ 2L

0

ψ(x)e−ikωxdx .

Let us briefly recall where this formula comes from. We have

OpW
~ (p)ψ(x) =

1

2π~

∫
R2

ei(x−y)η/~p

(
x+ y

2
, η

)
ψ(y)dydη

=
1

2π~
∑

(j,k)∈Z2

ψ̂(k)

∫
R2

ei(x−y)η/~p̂(j, η)eijω
x+y

2 eikωydydη

=
1

2π~
∑

(j,k)∈Z2

eijω
x
2 ψ̂(k)

∫
R

dyeiωy(k+ j
2

)

∫
R

dηe−i(y−x)η/~p̂(j, η)

=
1

2π~
∑

(j,k)∈Z2

eijω
x
2 ψ̂(k)

∫
R

dyeiωy(k+ j
2

)F p̂(j,
y − x
~

)

=
∑

(j,k)∈Z2

eijω
x
2 eiωx(k+ j

2
)ψ̂(k)

1

2π

∫
R

dzei~ωz(k+ j
2

)F p̂(η, z)

=
∑

(j,k)∈Z2

eijω
x
2 eiωx(k+ j

2
)ψ̂(k)p̂

(
j, ~ω(k +

j

2
)

)
.

When p only depends on ξ, p(x, ξ) = χ(ξ), this formula becomes

OpW
~ (p)ψ(x) =

∑
k∈Z

eixkωχ(ω~k)ψ̂(k) .
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7.1.3. Microlocal cutoff. Then, we insert cutoff functions with respect to ξ, and we
consider

ˇNa,~ = OpW
~ (ň~) , ň~(s, ξ) = n~(s, χ0(ξ)ξ) ,

where χ0 is a smooth cutoff function supported near ξa. In this way, ň~ belongs to a
suitable symbol class (essentially, this means that everything is going as if ň~ ∈ S(1),
S(1) being the class of bounded symbols), see [11, Section 3] and [23] where similar
classes are used.

Proposition 7.2. The low-lying eigenvalues of Na,~ and those of ˇNa,~ coincide module
O(~∞).

Proof. The key is to prove that the eigenfunctions of Ña,~, which is a perturbation of
OpW

~ n0, are microlocalized near ξa. This fact comes from the behavior of the principal
(operator) symbol n0 (its first eigenvalue, as a function of ξ has a unique minimum,
which is not attained at infinity). A similar analysis can be found in [11, Section 5]. �

Corollary 7.3. For all n > 1, we have

h−1λn(a, h) = λn( ˇNa,~) + O(~∞) ,

uniformly with respect to a in a bounded interval.

7.2. Construction of a parametrix. Let us now work on the operator with the cutoff
functions.

Lemma 7.4. Consider the operator

P0 =

(
ň0 − z ·ǔξ
〈·, ǔα,ξ〉 0

)
, ǔα,ξ = uα,ξχ0(ξ) .

For z sufficently close to ν(a) = ν(a, ξa), P0 is bijective and

Q0 := P−1
0 =

(
p−1

0 ·ǔα,ξ
〈·, ǔα,ξ〉 z − ν(α, ξχ0(ξ))

)
, p−1

0 = (n0 − z)−1Π⊥ .

The aim of this section is to prove the following proposition.

Proposition 7.5. We let

P~ = OpW
~

(
ň~ − z ·ǔα,ξ
〈·, ǔα,ξ〉 0

)
,

and, for j > 2,

Pj =

(
ňj 0
0 0

)
.

Consider the operator symbols defined by

Q1 = −Q0P1Q0 ,

and
Q2 = −Q0P2Q0 −Q1P1Q0 −

1

2i

(
∂ξQ0 · ∂sP1 − ∂sQ1 · ∂ξP0

)
Q0 .

Then, we have, for some N3 ∈ N,
OpW

~ (Q0 + ~Q1 + ~2Q2)P~ = Id + ~3O(〈τ〉N3) .
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More generally, we can find (Qj)16j6J , and NJ ∈ N such that

OpW
~ (Q0 + ~Q1 + ~2Q2 + . . .+ ~JQJ)P~ = Id + ~J+1O(〈τ〉NJ ) . (7.3)

Moreover, the bottom right coefficient of

Q0 + ~Q1 + ~2Q2

is

q±h = z − ν(α, ξ)− ~〈ň1ǔα,ξ, ǔα,ξ〉+ ~2〈(ň1p
−1
0 ň1 − ň2(s, ξχ0(ξ)))ǔα,ξ, ǔα,ξ〉 .

Proof. We have
Q0P0 = Id .

Let us consider the operator Q1 defined by the relation:

Q0P1 + Q1P0 +
1

2i
{Q0,P0} = 0 ,

Note that {Q0,P0} = 0 since P0 does not depend on s. Then, consider also Q2 defined
by

Q0P2 + Q1P1 + Q2P0 +
1

2i

(
{Q0,P1}+ {Q1,P0}

)
= 0 .

With these choices, we have, thanks to the Weyl calculus,

OpW
~ (Q0 + ~Q1 + ~Q2) P~ = Id + O(~3) .

Let us compute the bottom right coefficient of

Q0 + ~Q1 + ~Q2 .

We have

Q1 = −Q0P1Q0 = −
(
p−1

0 ň1p
−1
0 p−1

0 ň1q
+
0

q−0 ň1p
−1
0 q−0 ň1q

+
0

)
.

Then,

Q2 = −Q0P2Q0 −Q1P1Q0 −
1

2i

(
∂ξQ0 · ∂sP1 − ∂sQ1 · ∂ξP0

)
Q0 .

Note that

∂ξQ0 · ∂sP1 ·Q0 = κ′
(

∂ξp
−1
0 ·∂ξǔα,ξ

〈·, ∂ξǔα,ξ〉 −∂ξν(α, ξ)

)(
Cξ 0
0 0

)(
p−1

0 ·ǔα,ξ
〈·, ǔα,ξ〉 z − ν(α, ξχ0(ξ))

)
.

Then, we have

q±2 = −q−0 ň2q
+
0 + q−0 ň1p

−1
0 ň1q

+
0 −

κ′

2i
(〈Cξǔα,ξ, ∂ξǔα,ξ〉 − ∂sQ1 · ∂ξP0 ·Q0) .

Note that
−∂sQ1 · ∂ξP0 ·Q0 = ∂sQ1 ·P0 · ∂ξQ0 ,

and then

∂sQ1·P0·∂ξQ0 = −κ′
(
p−1

0 C p−1
0 p−1

0 C q+
0

q−0 C p−1
0 q−0 C q+

0

)(
ň0 − z ·ǔα,ξ
〈·, ǔα,ξ〉 0

)(
∂ξp
−1
0 ·∂ξǔα,ξ

〈·, ∂ξǔα,ξ〉 −∂ξν(α, ξ)

)
.
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We deduce that

q±2 = −q−0 ň2q
+
0 + q−0 ň1p

−1
0 ň1q

+
0 −

κ′

2i
(〈Cξǔα,ξ, ∂ξǔα,ξ〉 − 〈Cξ∂ξǔα,ξ, ǔα,ξ〉)

= −q−0 ň2q
+
0 + q−0 ň1p

−1
0 ň1q

+
0 ,

where we used Lemma 4.16. The existence of the Qj in (7.3) can be obtained by
induction. �

From now on, we fix J > 2.

Proposition 7.6. We have

dist(0, sp(Q±z,J))‖ψ‖ 6 C
(

1 + dist(0, sp(Q±z,J))
)

(‖(Na,~ − z)ψ‖+ ~J+1‖〈τ〉NJψ‖) .

Proof. We let

Q~ = OpW
~ (Q0 + ~Q1 + ~2Q2 + . . .+ ~JQJ) =

(
Q Q+

Q− Q±

)
,

and recall that

P~ =

(
Na,~ − z Π∗

Π 0

)
, Π∗ = OpW

~ (·uξ) , Π = OpW
~ 〈·, uξ〉 .

We have
Q~P~ = Id + ~J+1O(〈τ〉NJ ) .

This implies that
Q−(Na,~ − z) +Q±Π = ~J+1O(〈τ〉NJ ) ,

and
Q(Na,~ − z) +Q+Π = Id + ~J+1O(〈τ〉NJ ) .

We get that
‖ψ‖ 6 C‖Πψ‖+ C‖(Na,~ − z)ψ‖+ C~J+1‖〈τ〉NJψ‖ ,

and
‖Q±Πψ‖ 6 C‖(Na,~ − z)ψ‖+ C~J+1‖〈τ〉NJψ‖ .

Then, since Q± is self-adjoint and by using the spectral theorem,

‖ψ‖ 6 C

(
1 +

1

dist(0, sp(Q±))

)
(‖(Na,~ − z)ψ‖+ ~3‖〈τ〉Nψ‖) ,

so that the conclusion follows. �

Proposition 7.7. We have

dist(sp(Na,~), z)‖ψ‖ 6 C‖Q±z,Jψ‖+ C~J+1‖ψ‖ .

Proof. We have
P~Q~ = Id + O(~J+1) .

It follows that
(N~ − z)Q+ + Π∗Q±z,J = O(~J+1) ,

and
ΠQ+ = Id + O(~J+1) .



DIRAC BAG MODEL IN STRONG MAGNETIC FIELDS 69

We get
‖(Na,~ − z)(Q+ψ)‖ 6 C‖Q±z,Jψ‖+ C~J+1‖ψ‖ ,

and
dist(sp(Na,~), z)‖Q+ψ‖ 6 C‖Q±z,Jψ‖+ C~J+1‖ψ‖ .

Then,
dist(sp(N~), z)‖ψ‖ 6 C‖Q±z,Jψ‖+ C~J+1‖ψ‖ .

�

Let us consider the case when J = 2, and consider the pseudo-differential operator
whose Weyl symbol is

peff
~ (s, ξ) = ν(α, ξ̌) + ~〈ň1uα,ξ̌, uα,ξ̌〉 − ~2〈(ň1(Nα,ξ̌ − ν(α, ξα))−1Π⊥ň1 − ň2)uα,ξ̌, uα,ξ̌〉 ,

(7.4)
where ξ̌ = ξχ0(ξ). Due to the fact that ν(α, ξ) has a unique and non-degenerate
minimum, we can check that the low-lying eigenfunctions are microlocalized near ξα.

Lemma 7.8. For all normalized eigenfunction ψ of OpW
~ p

eff
~ associated with an eigen-

value λ 6 ν(α, ξα) + C~, we have

OpW
~ (χ~)ψ = O(~∞) ,

with χ~(ξ) = χ(~− 1
2

+η(ξ − ξα)), where χ is a smooth function equal to 1 away from a
fixed neighborhood of 0, and equal to 0 near 0.

Moreover, we have
λeff
n (α, ~) = ν(α, ξα) + O(~) .

In particular, Lemma 7.8 tells us that the first eigenvalues lie in D(ν(α, ξα), C~).
From Propositions 7.6 and 7.7, we deduce the following.

Proposition 7.9. For z ∈ D(ν(α, ξα), C~),

dist(z, sp(OpW
~ (peff

~ )))‖ψ‖ 6 C
(

1 + dist(z, sp(OpW
~ (peff

~ )))
)

(‖(Na,~−z)ψ‖+~3‖〈τ〉N3ψ‖) ,

and
dist(z, sp(Na,~))‖ψ‖ 6 C‖(OpW

~ (peff
~ )− z)ψ‖+ C~3‖ψ‖ .

In addition, we have

|λn(Na,~)− λeff
n (α, ~)| 6 C~3 , α = a− θ~ ,

uniformly with respect to a ∈ (a0 − η, a0 + η).

7.3. On the effective operator. Let us now consider an a in the form

a = a0 + ~a1 + ~2a2 ,

or equivalently

α = α0 + ~α1 + ~2α2 , α0 = a0 , α1 = a1 − θ , α2 = a2 .

For such a choice, let us perform the spectral analysis of OpW
~ (peff

~ ). Note that, thanks
to Lemma 7.8, we can remove the frequency cutoff χ0(ξ), up to a remainder of order
O(~∞). We can also replace χ~ by 1 thanks to the exponential decay of uα,ξ modulo
O(~∞).
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Then, we expand the symbol

peff
~ (s, ξ) = ν(a0, ξ) + ~peff

1 (s, ξ) + ~2peff
2 (s, ξ) + O(~3) ,

peff
1 (s, ξ) =∂αν(a0, ξ)(a1 − θ) + 〈n1ua0,ξ, ua0,ξ〉 ,

peff
2 (s, ξ) =∂αν(a0, ξ)a2 +

∂2
αν(a0, ξ)

2
(a1 − θ)2 + (a1 − θ)∂α〈n1uα,ξ, uα,ξ〉(a0)

− 〈(n1(Ma0,ξ − ν(a0, ξa0))−1Π⊥n1 − n2)ua0,ξ, ua0,ξ〉 .

(7.5)

Lemma 7.8 invites us to write a Taylor expansion of peff
~ near ξa0 . We can write

peff
~ (s, ξ) = ν(a0, ξa0) + ~2∂αν(a0, ξa0)a2 +

∂2
ξν(a0, ξa0)

2
(ξ − ξa0)2

+~(peff
1 (s, ξa0) + ∂ξp

eff
1 (s, ξa0)(ξ − ξa0)) + ~2p̃eff

2 (s, ξa0) + r~ ,

where r~ ∈ S(1) (i.e., r~ and its derivatives at any order are bounded) satisfies

|r~| 6 C|ξ − ξa0|3 + C~|ξ − ξa0|2 , (7.6)

and

p̃eff
2 (s, ξa0) =

∂2
αν(a0, ξa0)

2
(a1 − θ)2 + (a1 − θ)∂α〈n1uα,ξa0

, uα,ξa0
〉(a0)

− 〈(n1(Ma0,ξa0
− ν(a0, ξa0))−1Π⊥n1 − n2)ua0,ξa0

, ua0,ξa0
〉 (7.7)

Let us consider peff
1 (s, ξa0). By using (7.2) (with χ~ replaced by 1), Proposition 4.12,

Lemmata 4.8 and 4.10, we get

peff
1 (s, ξa0) = ∂αν(a0, ξa0)(a1 − θ) + 〈n1ua0,ξa0

, ua0,ξa0
〉

= ∂αν(a0, ξa0)(a1 − θ) + 2θ〈(ξ − τ)ua0,ξa0
, ua0,ξa0

〉
= a1u

2
a0,ξa0

(0) .

Therefore,

peff
~ (s, ξ) = ν(a0, ξa0) + a1u

2
a0,ξa0

(0)~ + u2
a0,ξa0

(0)a2~2 + p̂eff
~ (s, ξ) + r~ , (7.8)

where

p̂eff
~ (s, ξ) =

∂2
ξν(a0, ξa0)

2
(ξ − ξa0)2 + ~∂ξpeff

1 (s, ξa0)(ξ − ξa0) + ~2p̃eff
2 (s, ξa0) . (7.9)

In particular, we have found our ultimate effective (differential) operator

P̂eff
~ = OpW

~ (p̂eff
~ ) =

∂2
ξν(a0, ξa0)

2
(~Ds − ξa0)2

+
~
2

(
∂ξp

eff
1 (s, ξa0)(~Ds − ξa0) + (~Ds − ξa0)∂ξp

eff
1 (s, ξa0)

)
+ ~2p̃eff

2 (s, ξa0) .
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We can rewrite it in the following form

P̂eff
~ =

∂2
ξν(a0, ξa0)

2

(
~Ds − ξa0 + ~

∂ξp
eff
1 (s, ξa0)

∂2
ξν(a0, ξa0)

)2

+ ~2

p̃eff
2 (s, ξa0)−

(
∂ξp

eff
1 (s, ξa0)

)2

2∂2
ξν(a0, ξa0)

 . (7.10)

Lemma 7.10. Let (λ̂eff
n (a, ~))n>1 be the non-decreasing sequence of the eigenvalues of

P̂eff
~ . We have, for all n > 1,

λ̂eff
n (a, ~) = O(~2) .

Proposition 7.11. There exist C, ~0 > 0, η ∈
(
0, 1

2

)
such that the following holds.

Consider the operators P̂eff,±
~ defined by

P̂eff,±
~ = OpW

~ p̂
eff,±
~ ,

where

p̂eff,±
~ = (1±C~

1
2
−η)

∂2
ξν(a0, ξa0)

2
(ξ−ξa0)2 +~∂ξpeff

1 (s, ξa0)(ξ−ξa0)+~2p̃eff
2 (s, ξa0)±C~2+η .

For all ~ ∈ (0, ~0), we have

ν(a0, ξa0) + a1u
2
a0,ξa0

(0)~ + a2u
2
a0,ξa0

(0)~2 + λeff,−
n (a, ~) 6 λeff

n (a, ~) ,

and
λeff
n (a, ~) 6 ν(a0, ξa0) + a1u

2
a0,ξa0

(0)~ + a2u
2
a0,ξa0

(0)~2 + λeff,+
n (a, ~) .

Proof. Let us recall that peff
~ is given in (7.8) and that the remainder r~ is defined in

(7.6). We have

peff
~ −

(
ν(a0, ξa0) + a1u

2
a0,ξa0

(0)~ + a2u
2
a0,ξa0

(0)~2
)

= p̂eff
~ (s, ξ) + r~ .

We have

〈OpW
~ (p̂eff

~ (s, ξ) + r~)ψ, ψ〉 = 〈OpW
~ p̂

eff
~ (s, ξ)ψ, ψ〉+ 〈OpW

~ r~ψ, ψ〉 .
Let us discuss the upper bound, the lower bound following from similar arguments. We
consider

EN(~) = span
16j6N

ψj,~ ,

where (ψj,~) is an orthonormal family of eigenfunctions of OpW
~ p̂

eff
~ associated with the

eigenvalues (λ̂eff
j (a, ~)). We can prove that, for all ψ ∈ EN(~), we have

OpW
~ [χ(~−

1
2

+η(ξ − ξa0))]ψ = ψ + O(~∞)‖ψ‖ , (7.11)

where χ is a smooth cutoff function equal to 1 near 0 with compact support, and
η ∈

(
0, 1

2

)
. Then, by using (7.6), (7.11), and classical pseudo-differential estimates,

|〈OpW
~ r~ψ, ψ〉| 6 C~

1
2
−η‖(~Ds − ξa0)ψ‖2 + C~‖(~Ds − ξa0)ψ‖2 + C~2+η‖ψ‖2 ,
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for some η ∈ (0, 1
2
). Indeed, we can write

r~(s, ξ) = (ξ − ξa0)2r̃~(s, ξ) + ř~ ,

where r̃~ and ř~ belong to S(1), with |r̃~| 6 C|ξ− ξa0|, and ř~ equals 0 near ξa0 . Due to
(7.11) and support considerations, we get

OpW
~ (ř~)ψ = O(~∞)‖ψ‖ .

Then, a computation gives

OpW
~ (ξ − ξa0)OpW

~ (r̃~)OpW
~ (ξ − ξa0) = OpW

~

(
(ξ − ξa0)2r̃~ +

~2

4
∂2
s r̃~

)
,

from which we deduce that

〈OpW
~ (r̃~(ξ−ξa0)2)ψ, ψ〉 6 〈OpW

~ (r̃~)(~Ds−ξa0)ψ, (~Ds−ξa0)ψ〉+C~2‖OpW
~ (∂2

s r̃~)ψ‖‖ψ‖ .

The last term can be controlled by the Gårding inequality (in the class Sδ(1), with
δ = 1

2
− η) and (7.11):

‖OpW
~ (∂2

s r̃~)ψ‖ 6 C~
1
2
−η‖ψ‖ .

We deduce that

〈OpW
~ (p̂eff

~ (s, ξ) + r~)ψ, ψ〉

6 〈OpW
~ (p̂eff

~ (s, ξ))ψ, ψ〉+C~
1
2
−η‖(~Ds− ξa0)ψ‖2 +C~‖(~Ds− ξa0)ψ‖2 +C~2+η‖ψ‖2 ,

which gives the desired upper bound after recalling (7.9) and using the min-max prin-
ciple.

The lower bound follows in the same way (by using the eigenfunctions of OpW
~ p

eff
~ ). �

Proposition 7.12. For all n > 1, we have

λeff,±
n (a, ~) = λ̂eff

n (a, ~) + o(~2) .

Proof. This comes from the fact that, if ψ is an eigenfunction of OpW
~ (p̂eff,±

~ ), resp.
OpW

~ (p̂eff
~ ), associated with λeff,±

n (a, ~) = O(~2), resp. λ̂eff
n (a, ~) = O(~2), we have

‖(~Ds − ξa0)ψ‖2 6 C~2‖ψ‖2. �

With Corollary 7.3 and Propositions 7.9 and 7.11, we deduce the following important
corollary.

Corollary 7.13. For all n > 1, we have

h−1λn(a, h) = ν(a0, ξa0) + a1u
2
a0,ξa0

(0)~ + a2u
2
a0,ξa0

(0)~2 + λ̂eff
n (a, ~) + o(~2) .

7.4. Proof of Theorem 1.19.
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7.4.1. A choice of a. From Corollary 7.13 and (5.3), we deduce that

a|a− en(h)| 6 |ν(a0, ξa0) + a1u
2
a0,ξa0

(0)~ + a2u
2
a0,ξa0

(0)~2 + λ̂eff
n (a, ~)− a2|+ o(~2) .

It remains to make a clever choice of a1 and a2. We have

a = a0 + ~a1 + ~2a2 .

We want that

ν(a0, ξa0) + a1u
2
a0,ξa0

(0)~ + a2u
2
a0,ξa0

(0)~2 + λ̂eff
n (a, ~)− (a0 + ~a1 + ~2a2)2

to be o(~2). By the choice of a0, we have

ν(a0, ξa0) = ν(a0) = a2
0 .

Then, we would like to have
a1u

2
a0,ξa0

(0) = 2a0a1 .

By using Lemma 4.8, we have

u2
a0,ξa0

(0) = 2

∫
R0

(ξa0 − t)u2
a0,ξa0

(t)dt ,

and by Proposition 4.12 (with our choice of a0), we have ξa0 = a0 so that

u2
a0,ξa0

(0)− 2a0 = −2

∫
R0

tu2
a0,ξa0

(t)dt < 0 .

Thus, we must choose a1 = 0.
Now, we must choose a2 so that

2a0a2~2 = a2u
2
a0,ξa0

(0)~2 + λ̂eff
n (a, ~) + o(~2) .

Note that λ̂eff
n (a, ~) only depends on a0. This leads to choose

a2 = ~−2(2a0 − u2
a0,ξa0

(0))−1λ̂eff
n (a0, ~) .

With this choice, we get
en(h) = a0 + ~2a2 + o(~2) .

It remains to describe P̂eff
~ in order to get Theorem 1.19.

7.4.2. End of the proof. Let us now analyze the dependence on θ of P̂eff
~ defined in

(7.10). Let us look at the first term. We have

∂ξp
eff
1 (s, ξa0) = −θ∂α∂ξν(a0, ξa0) + ∂ξ〈n1ua0,ξ, ua0,ξ〉

= θ

(
−∂α∂ξν(a0, ξa0) + 2∂ξ

∫ +∞

0

(ξ − τ)u2
a0,ξ

(τ)dτ

)
+ κ∂ξ〈Cξua0,ξ, ua0,ξ〉

= θ∂2
ξν(a0, ξa0) + κ∂ξ〈Cξua0,ξ, ua0,ξ〉 .

where we used n1 = κCξ + 2θ(ξ − τ) and Lemmata 4.8 and 4.10.
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This shows that(
~Ds − ξa0 + ~

∂ξp
eff
1 (s, ξa0)

∂2
ξν(a0, ξa0)

)2

=

(
~Ds − ξa0 + ~θ + ~κ

∂ξ〈Cξua0,ξ, ua0,ξ〉
∂2
ξν(a0, ξa0)

)2

=

(
~Ds − ξa0 + ~θ − ~

κ

2

)2

=

(
~Ds − a0 + ~θ − ~

κ

2

)2

,

(7.12)

where we used Lemma 4.20 and the fact that ξa0 = a0.

Remark 7.14. We recall that the expression of θ is given in (6.8). By the Gauss-Bonnet
formula,

κ =
1

|∂Ω|

∫ |∂Ω|

0

κ(s)ds =
2π

|∂Ω|
.

Thus, in (7.12), due to the gauge invariance, κ
2
can be replaced by κ

2
= π
|∂Ω| . This, with

Remark 1.18, is consistent with the expression of th in (1.12).

Let us now look at the second term in (7.10), i.e.,

p̃eff
2 (s, ξa0)−

(
∂ξp

eff
1 (s, ξa0)

)2

2∂2
ξν(a0, ξa0)

, (7.13)

where we recall (7.5) and (7.7).
Let us explain why this term does not depend on θ. It depends a priori on θ quadrat-

ically. Let us gather the terms depending on θ linearly (they have all κ as common
factor):

L = −∂α〈Cξa0
uα,ξa0

, uα,ξa0
〉 − 4〈(ξ − τ)(M − ν(a0))−1Π⊥Cξa0

ua0,ξa0
, ua0,ξa0

〉
− ∂ξ〈Cξua0,ξ, ua0,ξ〉+ 〈(2τ 2 − 2 + 4τ(ξ − τ))ua0,ξa0

, ua0,ξa0
〉 . (7.14)

Note that
∂ξCξ = 2τ 2 − 2 + 4τ(ξ − τ) ,

so that (7.14) becomes

L = −2〈Cξuα,ξa0
, ∂αuα,ξa0

〉−4〈(ξ−τ)(M−ν(a0))−1Π⊥Cξua0,ξa0
, ua0,ξa0

〉−2〈Cξua0,ξa0
, va0,ξa0

〉 .

We recall that 〈Cξa0
ua0,ξa0

, ua0,ξa0
〉 = 0 so that Π⊥Cξa0

ua0,ξa0
= Cξa0

ua0,ξa0
, and we use

Lemma 4.25 to get
L = −2〈Cξa0

uα,ξa0
, ∂αuα,ξa0

〉+ 4〈(ξ − τ)ka0,ξa0
, ua0,ξa0

〉 − 2〈Cξua0,ξa0
, va0,ξa0

〉
= −2〈Cξa0

uα,ξa0
, ∂αuα,ξa0

〉+ 2ka0,ξa0
(0)ua0,ξa0

(0)

= 2
[
〈(Ma0,ξa0

− ν(a0))kα,ξa0
, ∂αuα,ξa0

〉+ ka0,ξa0
(0)ua0,ξa0

(0)
]

= 2
[
k′a0,ξa0

(0)∂αuα,ξa0
(0)− ka0,ξa0

(0)∂α∂τuα,ξa0
(0) + ka0,ξa0

(0)ua0,ξa0
(0)
]
,

where we used Lemma 4.7, and the fact that (Ma0,ξa0
− ν(a0))∂αuα,ξa0

= 0. Let us now
recall that ξa0 = a0, by Proposition 4.12. In addition, since ∂τuα,ξ(0) = (α − ξ)uα,ξ(0),
we get

∂α∂τuα,ξa0
(0) = ua0,ξa0

(0) .
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This implies that
L = 0 .

Let us now gather the terms depending on θ quadratically:

C =
∂2
αν(a0, ξa0)

2
− 2∂α〈(ξ − τ)uα,ξa0

, uα,ξa0
〉

+ 2〈(ξ − τ)(Ma0,ξa0
− ν(a0))−1Π⊥(−2(ξ − τ)uα,ξa0

), uα,ξa0
〉+ 1−

∂2
ξν(a0, ξa0)

2
.

By Lemma 4.23, we get

(Ma0,ξa0
− ν(a0))−1Π⊥(−2(ξ − τ)uα,ξa0

)

= (Ma0,ξa0
− ν(a0))−1Π⊥(−2(ξ − τ)uα,ξa0

+ u2
ξa0

(0)ua0,ξa0
)

= va0,ξa0
+ ga0,ξa0

.

Thus, with Lemmata 4.9 and 4.22,

C =
∂2
αν(a0, ξa0)

2
− 2∂α〈(ξ − τ)uα,ξa0

, uα,ξa0
〉

+ 2〈(ξ − τ)(va0,ξa0
+ ga0,ξa0

), ua0,ξa0
〉+ 1−

∂2
ξν(a0, ξa0)

2

=
∂2
αν(a0, ξa0)

2
− 2∂α〈(ξ − τ)uα,ξa0

, uα,ξa0
〉+ 2〈(ξ − τ)ga0,ξa0

, ua0,ξa0
〉

+ ua0,ξa0
(0)va0,ξa0

(0)

=
∂2
αν(a0, ξa0)

2
− 2∂α〈(ξ − τ)uα,ξa0

, uα,ξa0
〉+ 2ua0,ξa0

(0)va0,ξa0
(0) + ua0,ξa0

(0)ga0,ξa0
(0)

=
∂2
αν(a0, ξa0)

2
− 4〈(ξ − τ)uα,ξa0

, ∂αuα,ξa0
〉+ 2ua0,ξa0

(0)va0,ξa0
(0) + ua0,ξa0

(0)ga0,ξa0
(0)

Using Lemmata 4.11 and 4.24, we get

C = 0 .

Therefore, in (7.13), we can replace θ by 0. Using again Lemma 4.20, we see that it
remains to consider p̃eff

2 (s, ξa0) defined in (7.7) and given by

p̃eff
2 (s, ξa0) = −〈(n1(Ma0,ξa0

− ν(a0, ξa0))−1Π⊥n1 − n2)ua0,ξa0
, ua0,ξa0

〉 , (7.15)

where n1 and n2 can be replaced by3

n1 = κCξ , n2 = κ2Cξ,2 .

Hence,
p̃eff

2 (s, ξa0) = κ2
(
〈Cξa0

ua0,ξa0
, ka0,ξa0

〉+ 〈Cξ,2ua0,ξa0
, ua0,ξa0

〉
)
.

Lemmata 4.29 and 4.20 show that

p̃eff
2 (s, ξa0)−

(
∂ξp

eff
1 (s, ξa0)

)2

2∂2
ξν(a0, ξa0)

=
κ2

12
∂2
ξν(a0, ξa0)− κ2

∂2
ξν(a0, ξa0)

8
= −κ

2

12

∂2
ξν(a0, ξa0)

2
.

3See Lemma 4.28 and (7.2).
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Recalling (7.10), (7.12), and the discussion in Section 7.4.1, this ends the proof of
Theorem 1.19.

Appendix A. The results under various local boundary conditions

For η ∈ R , and n is a unit vector, we define the boundary matrix
Bη,n = −iσ3(σ · n) cos(η) + σ3 sin(η) .

Bη,n is an unitary and Hermitian matrix so that its spectrum is {±1}. For any regular
function η : ∂Ω→ R, we introduce the local boundary condition

Bη(s),n(s)ϕ(s) = ϕ(s) , s ∈ ∂Ω ,

where n : ∂Ω → S1 is the outward pointing normal and ϕ : ∂Ω → C2. The associated
magnetic Dirac operator (Dh,A,η,Dom(h,Dh,A,η)) acts as Dh,A on

Dom(Dh,A,η) =
{
ϕ ∈ H1(Ω)2 , Bη,nϕ = ϕ on ∂Ω

}
.

The case η ≡ 0 correspond to the MIT bag boundary condition. Note that

Bη,n =

(
sin(η) −in cos(η)
in cos(η) − sin(η)

)
,

so that the boundary condition reads

u2 = in
cos(η)

1 + sin(η)
u1 ,

where ϕ = (u1, u2)T .

Assumption A.1. η ∈ C1(∂Ω) and cos(η(s)) > 0 for all s ∈ ∂Ω.

In [8], the authors proved that under Assumptions 1.3 and A.1, Dh,A,η is self-adjoint.
We define

γ : s ∈ ∂Ω 7→ cos(η(s))

1 + sin(η(s))
∈ R+ .

Since ∂Ω is compact, we get that
0 < inf

∂Ω
γ 6 γ(s) 6 sup

∂Ω
γ < +∞ . (A.1)

Notation 11. Let
‖u‖2

∂Ω,γ =

∫
∂Ω

|u2| γ ds ,

where u ∈ L2(∂Ω). By (A.1), this norm is equivalent with the one introduced in
Notation 2.

It is straightforward to see that the proofs of the min-max characterization and of
Theorem 1.10 are exactly the same up to the replacement of the norm on the boundary.
In particular, the constants in the asymptotic analysis are defined with respect to the
corresponding weighted Hardy norm on the boundary.

Theorem 1.14 has also its counterpart in this context. Here, the proof has to be
slightly adapted by Taylor approximating γ around each point of the boundary. We
choose to present our proof for the MIT bag condition only in order not to burden the
reader with complicated notations that do not give more insight on the problem. More
precisely, we get :
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Theorem A.2. Under Assumptions 1.3, 1.6, and A.1:
(i) Under the further assumption 1.7 we have, for all k > 1,

λ+
k (h) =

(
distH

(
(z − zmin)k−1,H 2

k (Ω)
)

distB
(
zk−1,Pk−2

) )2

h1−ke2φmin/h(1 + oh→0(1)) ,

(ii)
λ−1 (h) = h

1
2 min

(√
2b0, cγ(x)

√
B(x) ;x ∈ ∂Ω

)
+ oh→0(h

1
2 ) ,

where for any x ∈ ∂Ω, cγ(x) > 0 is the unique positive solution of the equation
νγ(x)(c) = c2 with

νγ(x)(c) = inf
u∈H1(R2

+)
u6=0

∫
R2

+
|(−i∂s − τ + i(−i∂τ ))u|2dsdτ + cγ(x)

∫
R |u(s, 0)|2ds

‖u‖2
.

Remark A.3. Using Remark 1.9, we also cover the case cos(η(s)) < 0 for all s ∈ ∂Ω.

Appendix B. Negative eigenvalues and variable magnetic fields

Let us assume that B is smooth and positive. As we saw in Sections 6 and 7, the
asymptotic analysis of the negative eigenvalues is related to the one of a Schrödinger
operator with a Robin-like boundary condition (see the quadratic form (6.1)). We
proved (see Proposition 5.1) the following one-term asymptotic expansion

λ1(a, h) = hmin
(

2b0, b
′
0ν(a(b′0)−1/2)

)
+ o(h) ,

where b0 = minx∈ΩB(x) and b′0 = minx∈∂Ω B(x).
It implies that

λ−1 (h) = h
1
2 min(

√
2b0, a0

√
b′0) + o(h

1
2 ) .

B.1. Case of boundary localization. As for the case with constant magnetic field,
when a0

√
b′0 <

√
2b0, we can prove that the first eigenfunctions of La,h are exponentially

localized near the boundary when a is close enough to a0

√
b′0. In this case, we have

min
(

2b0, b
′
0ν(a(b′0)−1/2)

)
= b′0ν(a(b′0)−1/2) .

Let us now explain how our strategy can be adapted to describe the asymptotic behavior
of λn(a, h). The key point is still the study of Na,~, see (6.7) and to use its interpretation
as a pseudo-differential operator, see (7.1). The main difference with the case of constant
magnetic field appears in the principal operator symbol. We can check that n0 is
replaced by

−∂2
τ + (ξ − b(s)τ)2 + b(s) ,

where s 7→ b(s) is the restriction of the magnetic to the boundary, and where n0 is
equipped with the Robin condition

(∂τ + ξ − α)ψ = 0 ,

where we recall that α = a−~θ. We also recall that θ is defined in (6.8) (see also Section
6.3.4 where γ0 has to be replaced by

∫
Ω B(x)dx

|∂Ω| ). Implemeting the Grushin method, we see
that the principal symbol of the effective operator is the first eigenvalue of n0, denoted
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by µ(s, ξ). It can be explictly described thanks to ν. Consider the rescaling τ = b(s)−
1
2 τ̃ ,

we get

µ(s, ξ) = b(s)ν

(
α

b(s)
1
2

,
ξ

b(s)
1
2

)
.

In order to study the function µ (and its critical points), we will need some lemmas.
The first lemma comes from the concavity of α 7→ ν(α).

Lemma B.1. For all α > 0,

ν ′(α) 6
ν(α)

α
.

Lemma B.2. The function f : (0,+∞) 3 b 7→ bν
(
α√
b

)
is increasing and its derivative

is positive.

Proof. We have seen in Section 4.7 that ν is analytic and that ν ′ > 0. We have

f ′(b) = ν

(
α√
b

)
− α

2
√
b
ν ′
(
α√
b

)
>

α

2
√
b
ν ′
(
α√
b

)
> 0 ,

where we used Lemma B.1. �

Proposition B.3. For all s ∈ ∂Ω and ξ ∈ R, we have

b′0ν

(
α√
b′0

)
6 b(s)ν

(
α√
b

)
6 µ(s, ξ) .

In particular, b′0ν
(

α√
b′0

)
is the minimal value of µ.

Moreover, if b has a unique minimum at s0, then µ has also a unique minimum at

(s, ξ) =

(
s0,
√
b′0ξ α√

b′0

)
.

Proof. The inequality follows from the fact that

ν(α) = min
ξ∈R

ν(α, ξ) ,

and from Lemma B.2. Taking s0 a minimum of b and ξ =
√
b′0ξ α√

b′0

(see Proposition 4.5

for the definition of α 7→ ξα), we get the minimal value. By using the strict monotonicity
in Lemma B.2, we get the conclusion about the unique minimum. �

Let us now make the following generic assumption.

Assumption B.4. b has a unique minimum at s0, which is non-degenerate.

Proposition B.5. The function µ has a unique minimum. This minimum is non-
degenerate.

Proof. From Proposition B.3, the minimum is uniquely attained at the point (s0, ξ0) =(
s0,
√
b′0ξ α√

b′0

)
. We have just to check the non-degeneracy.
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We have

∂ξµ(s, ξ) =
√
b(s)∂ξν

(
α

b(s)
1
2

,
ξ

b(s)
1
2

)
,

and

∂sµ(s, ξ)

= b′(s)ν

(
α

b(s)
1
2

,
ξ

b(s)
1
2

)
− b′(s)

2
√
b(s)

α∂αν( α

b(s)
1
2

,
ξ

b(s)
1
2

)
+ ∂ξν

(
α

b(s)
1
2

,
ξ

b(s)
1
2

) .

At a critical point (s, ξ), we have

b′(s)

ν( α

b(s)
1
2

,
ξ

b(s)
1
2

)
− 1

2
√
b(s)

α∂αν

(
α

b(s)
1
2

,
ξ

b(s)
1
2

) = 0 .

At this point, we have4

ν

(
α

b(s)
1
2

,
ξ

b(s)
1
2

)
= ν

(
α

b(s)
1
2

)
∂αν

(
α

b(s)
1
2

,
ξ

b(s)
1
2

)
= ν ′

(
α

b(s)
1
2

)
.

Lemma B.2 shows that b′(s) = 0 which is consistent with the fact that b is assumed to
be minimal at s = s0.

Let us compute the derivatives of order two at (s, ξ) = (s0, ξ0).
We have

∂2
ξµ(s0, ξ0) = ∂2

ξν

(
α

b(s0)
1
2

,
ξ0

b(s0)
1
2

)
> 0 , (B.1)

∂s∂ξµ(s0, ξ0) = 0 ,

∂2
sµ(s0, ξ0) = b′′(s0)

ν( α√
b(s0)

)
− α

2
√
b(s0)

ν ′

(
α√
b(s0)

) > 0 . (B.2)

This shows that the minimum is non-degenerate. �

We can prove that the eigenfunctions of Na,~ are microlocalized near (s0, ξ0). The
localization in space near the minimum of b allows to take θ = 0 by using an appropriate
local (near s0) change of gauge. Thus α = a.

By using the Grushin reduction (and the harmonic approximation of µ), we get the
following asymptotic expansion.

Proposition B.6. We have, for some d0 ∈ R ( a priori depending on a),

λn(a, h) = b′0hν

(
a√
b′0

)
+ h

3
2

(
(n− 1

2
)
√
∂2
sµ(s0, ξ0)∂2

ξµ(s0, ξ0) + d0

)
+ O(h2) ,

where the second order derivatives are given in (B.2) and (B.1).

4Recall that, for all α > 0, ν′(α) = ∂αν(α, ξα).
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From this, we can deduce the following asympotic expansion of the negative eigen-
values.

λ−n (h) = a0h
1
2

√
b′0 +

h

2a0

(
(n− 1

2
)
√
∂2
sµ(s0, ξ0)∂2

ξµ(s0, ξ0) + d̃0

)
+ o(h) ,

with d̃0 ∈ R and where α has to be replaced by a0 in the expression of the second order
derivatives.

B.2. Case of interior localization. When a0

√
b′0 >

√
2b0, and when a is close enough

to
√

2b0, we can prove that the first eigenfunctions of La,h are exponentially localized
near the set {B = b0}. In this case, the boundary can essentially be forgotten and the
model operator is the electro-magnetic Schrödinger operator

(−ih∇−A)2 + hB(x) .

Here A and B are extended to R2 in such a way that the minimal level set of B is not
changed. Modulo O(h∞), this operator governs the spectral asymptotics of La,h. The
spectral analysis of such an operator can be done by means of various methods, one
of them being the Birkhoff normal form, see [29] and [22, Section 4] where the electro-
magnetic case is tackled. In the generic case when B has a unique and non-degenerate
minimum at x0 ∈ Ω, we have

λn(a, h) = 2b0h+ h2
(
c0(2n− 1) + c1

)
+ O(h3) ,

where c1 ∈ R and

c0 =

√
det(Hessx0B)

B(x0)
.

From this, we deduce that

λ−n (h) = h
1
2

√
2b0 + h

3
2

(
c0

2
√

2b0

(2n− 1) +
c1

2
√

2b0

)
+ O(h

5
2 ) .

Appendix C. Proof of Lemma 2.4

We use Remark 2.3 to consider the case when Ω = D. We let

`2
w(N) =

u ∈ `2(N) :
∑
n>0

(n+ 1)−1|un|2 < +∞

 .

Thanks to the isomorphism expressed in (2.2), (H 2(D), 〈·, ·〉∂D) is a Hilbert space.
Consider

K =

u ∈ `2(N) :
∑
n>0

|un|2 6 1

 .

It is sufficient to show that K is precompact in `2
w(N). Let ε > 0. There exists N ∈ N

such that, for all u ∈ K, ∑
n>N+1

1

n+ 1
|un|2 6

ε2

4
.
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Moreover, the unit ball of CN+1 for the standard `2-norm is precompact, and we can
write

∃(a0, . . . , aM) ∈ CN+1 , BN+1(0, 1) ⊂
M⋃
j=0

BN+1,w

(
aj,

ε

2

)
,

where BN+1,w are the balls for the `2
w-norm. We have

K ⊂
M⋃
j=0

Bw

(
aj, ε

)
,

where aj denotes the extension by zero of the finite sequence aj. Indeed, there exists
N ∈ N such that, for all u ∈ K, ∥∥∥∥∥∥u−

N∑
j=0

ujej

∥∥∥∥∥∥
`2w

6
ε

2
.

Then,
∑N

j=0 ujej ∈ BN+1(0, 1), and the conclusion follows from the triangle inequality.
Here, (ej)j>0 is the canonical basis of l2(N).

Appendix D. Holomorphic tubular coordinates

The aim of this section is to define an appropriate system of coordinates x = ϕ(s, t)
near ∂Ω. We want ϕ to be holomorphic, and that s 7→ ϕ(s, 0) = γ(s) is a counterclock-
wise parametrization of the boundary by arc length, i.e., |γ′(s)| = 1.

D.1. Definition of the coordinates.

Assumption D.1. The boundary ∂Ω is an analytic curve, i.e. there exist ρ > 1 and
an analytic and injective function

g : {ρ−1 < |z| < ρ} → R2 ,

such that g�{|z|=1} is a regular parametrization of ∂Ω.

Proposition D.2. Under Assumption D.1, there exist δ0 > 0 and a function

ϕ : R/(|∂Ω|Z)× (−δ0, δ0) −→ R2 ,
w = (s, t) 7−→ ϕ(s, t) = x ,

such that
(i) ϕ is holomorphic i.e. ∂wϕ = 1/2(∂s + i∂t)ϕ = 0,
(ii) ϕ�{t=0} =: γ is a positively oriented parametrization by arc length of ∂Ω,
(iii) ϕ is injective and 2 > |∂wϕ(s, t)| > 1/2 for all (s, t) ∈ R/(|∂Ω|Z)× (−δ0, δ0),
(iv) ϕ�{t>0} ⊂ Ω and ϕ induces a parametrization of a neighborhood V of the boundary.
(v) For all x ∈ V,

1

2
t(x) 6 dist(x, ∂Ω) 6 2t(x) . (D.1)
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D.2. Proof of Proposition D.2. We will define ϕ as the flow of a gradient. The
following lemma will be crucial.

Lemma D.3. There exists an open set U ⊂ R2 and a regular function ζ : U → R such
that ∂Ω ⊂ U and  ∆ζ = 0 on U ,

ζ = 0 on ∂Ω ,
∂nζ = −1 on ∂Ω .

(D.2)

Proof. By [28, Proposition 3.1] and Assumption D.1, there exist r0 > 1 and a biholo-
morphism F : D(0, r0) → F (D(0, r0)) such that F (D) = Ω. Denoting ζ̃ = ζ ◦ F , the
problem of the existence of (U, ζ) such that (D.2) holds is equivalent to finding an open
set Ũ ⊃ ∂D and a function ζ : Ũ → R such that

∆ζ̃ = 0 on Ũ ,
ζ̃ = 0 on ∂D ,
∂nζ̃ = −|F ′| on ∂D .

(D.3)

Since, the function F ′ does not vanish on D(0, r0), there exists a holomorphic function
G on D(0, r0) such that G2 = F ′ and GG = |F ′|. The function z 7→ G(z)G(z−1) is
holomorphic on {r−1

0 < |z| < r0} and coincides with |F ′| on ∂D. We can write for
r−1

0 < |z| < r0,
G(z)G(z−1) =

∑
j∈Z

ajz
j .

Since |F ′| ∈ R, we have that aj = a−j for all j and the radius of convergence r1 =
lim supj→+∞ |aj|1/j of

∑
j>0 ajz

j satisfies r1 > r0. For z = reis such that r−1
0 < r < r0,

we define

ζ̃(z) = −a0 log(r)−
∑

j∈Z\{0}

aj

(
rj

2j
+
r−j

−2j

)
eijs

= −a0 log(|z|)−
∑

j∈Z\{0}

aj

(
zj

2j
+
z−j

−2j

)

= −a0 log(|z|)− 2Re
∑
j>1

aj

(
zj

2j
+
z−j

−2j

)
,

and the conclusion follows. �

We can now prove Proposition D.2.
Let γ : R/(|∂Ω|Z) −→ ∂Ω be a positively oriented parametrization by arc length of

∂Ω. We define the function ϕ as the solution of the following Cauchy problem{
∂tϕ(s, t) = ∇ζ

|∇ζ|2 ◦ ϕ(s, t) ,

ϕ(s, 0) = γ(s) .
(D.4)

By Cauchy-Lipschitz Theorem, there exists δ0 > 0 such that the function ϕ : R/(|∂Ω|Z)×
(−δ0, δ0) −→ U is well-defined, regular and injective.
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By (D.4), we have for all (s, t) that ∂tζ ◦ ϕ(s, t) = 1. By (D.2), we deduce that
ζ ◦ ϕ(s, t) = t and 0 = ∂s(ζ ◦ ϕ)(s, t) = ∇ζ(ϕ(s, t)) · ∂sϕ(s, t) so that

∂tϕ(s, t) · ∂sϕ(s, t) = 0 .

Therefore, there exists a regular function α such that

∂sϕ(s, t) = α(s, t)J∂tϕ(s, t) ,

with J =

(
0 −1
1 0

)
. By (D.2), we have

∂sϕ(s, 0) = γ′(s) , ∂tϕ(s, 0) = −n(s) ,

so that α(s, 0) = −1. We also have α(s, t) = ∂sϕ(s, t) · J∇ζ(ϕ(s, t)) and

∂tα(s, t) = ∂2
stϕ(s, t) · J∇ζ(ϕ(s, t)) + ∂sϕ(s, t) · JHess ζ(ϕ(s, t))∂tϕ(s, t) .

Notice that

∂2
stϕ =

(
Hess ζ

|∇ζ|2
− 2
∇ζ(∇ζ)THess ζ

|∇ζ|4

)
∂sϕ ,

and using the fact that (∇ζ)TJ∇ζ = 0,

∂2
stϕ · J∇ζ = ∂sϕ ·

(
Hess ζ

|∇ζ|2
− 2

Hess ζ∇ζ(∇ζ)T

|∇ζ|4

)
J∇ζ

= ∂sϕ ·
(

Hess ζ

|∇ζ|2

)
J∇ζ .

By (D.2), we conclude that

∂tα =
∂sϕ

|∇ζ|2
· (Hess ζJ + JHess ζ)∇ζ =

∂sϕ

|∇ζ|2
· (J∆ζ)∇ζ = 0 ,

and ∂sϕ = −J∂tϕ. This ends the proof of the proposition.

D.3. Taylor expansions with respect to t. We let γ(s) = ϕ(s, 0) and we have
|γ′(s)| = 1. The curvature κ is defined through

γ′′(s) = −κn(s) . (D.5)

Lemma D.4. We have

ϕ′(s+ it) = (1− κt+
t2

2
κ2)γ′ +

t2

2
κ′n+ o(t2) ,

and

|ϕ′(s+ it)|2 = 1− 2κt+ 2κ2t2 + o(t2) , |ϕ′(s+ it)|−2 = 1 + 2κt+ 2κ2t2 + o(t2) .

Proof. We have

ϕ′(s+ it) = ∂sϕ(s, t) = ∂sϕ(s, 0) + t∂t∂sϕ(s, 0) +
t2

2
∂2
t ∂sϕ(s, 0) + o(t2) .

Since
∂tϕ = i∂sϕ ,
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we get

ϕ′(s+ it) = γ′(s) + itγ′′(s)− t2

2
γ(3)(s) + o(t2) .

By using (D.5), we have
γ(3)(s) = −κ2γ′ − κ′n ,

and thus

ϕ′(s+ it) = γ′ − iκtn+
t2

2
(κ2γ′ + κ′n) + o(t2) ,

and the conclusion follows. �
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