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Abstract

We give, for a complex algebraic variety S, a Hodge realization functor .7-'5 9 from the (un-
bounded) derived category of constructible motives DA(S) over S to the (undounded) derived cate-
gory D(MHDM(S)) of algebraic mixed Hodge modules over S. Moreover, for f: T — S a morphism
of complex quasi-projective algebraic varieties, FZ% commutes with the four operations f*, fx, fi, f*
on DA.(—) and D(MHM/(-)), making in particular the Hodge realization functor a morphism of
2-functor on the category of complex quasi-projective algebraic varieties which for a given S sends
DA.(S) to D(MHM(S)), moreover F&'% commutes with tensor product. We also give an algebraic
and analytic Gauss-Manin realization functor from which we obtain a base change theorem for al-
gebraic De Rham cohomology and for all smooth morphisms a relative version of the comparaison
theorem of Grothendieck between the algebraic De Rahm cohomology and the analytic De Rahm

cohomology.
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1 Introduction

Saito’s theory of mixed Hodge modules associate to each complex algebraic variety S a category M HM(.S)
which is a full subcategory of PShD(LO)ﬁMh(S/(S’I)) x 1 Cri(S) which extend variations of mixed Hodge
structure and admits a canonical monoidal structure given by tensor product, and associate to each
morphism of complex algebraic varieties f : X — S, four functor Rfrag, Rfrdg«, fHHdg f=Hdg Ty the
case of a smooth proper morphism f : X — S with § and X smooth, H”RfHdg*ngg is the variation of
Hodge structure given by the Gauss-Manin connexion and the local system H"Rf.Zx. Moreover, these
functors induce the six functor formalism of Grothendieck. We thus have, for a complex algebraic variety
S a canonical functor

MH(/S) : Var(C)/S — D(MHM(S)), (f : X = S) — Rfia, 258"

and

MH(/-): Var(C) — TriCat, S+ (MH(S): Var(C)/S - D(MHM(S))),
is a morphism of 2-functor. In this work, we extend MH(/—) to motives by constructing, for each
complex algebraic variety S, a canonical functor ]-'5 9 . DA(S) — D(MHM(S)) which is monoidal,

that is commutes with tensor product, together with, for each morphism of complex algebraic varieties
g:T — S a canonical transformation map 7'(g, F799), which make

FH49 . Var(C) — TriCat, S+ (F§" : DA(S) — D(MHM(S))),

is a morphism of 2-functor : this is the contain of theorem 46. A partial result in this direction has been
obtained by Ivorra in [17] using a different approach. We already have a Betti realization functor

Bti_ : Var(C) — TriCat, S — (Btig : DA(S) — D(S)),

which extend the Betti realization. The functor F¥% .= (FFPR Bti_) is obtained by constructing the
De Rham part

FEPE : Var(C) — TriCat, S — (F&PH : DA(S) = Dp1,0)it,00(5)),

which takes values in the derived category of filtered algebraic D-modules obtained by inverting oo-filtered
Zariski local equivalence. This method can be seen as a relative version of the construction of F.Lecompte
and N.Wach in [20].

In section 6.1.1 and 6.2.1, we construct an algebraic and analytic Gauss-Manin realization functor,
but this functor does NOT give a complex of filtered D-module, BUT a complex of filtered O-modules
whose cohomology sheaves have a structure of filtered Dg modules. Hence, it does NOT get to the desired



category. Moreover the Hodge filtration is NOT the right one : see proposition 117 and proposition 110
However this functor gives some interesting results. Let S € Var(C) and S = UL_,S; an open cover
such that there exist closed embeddings i; : S; < S; with S; € SmVar(C) smooth. For I C [1,---1],
denote by S; = N S; and j; : Sy — S the open embedding. We then have closed embeddings
ir 2 St — S 1:=1L¢ 15}-. We define the filtered algebraic Gauss-Manin realization functor defined as

FSM :DAL(S)P = Do i p.oo(S/(S1)Y, M
FEM(M) = ((e(Sr)«Hom® (L(ir.j; ) Eet(Q5,), Fv))[—dg, ], uf, (F))

where F' € C(Var(C)*™/S) is such that M = D(A! et)(F), see definition 106 and corollary 4. We then
prove (theorem 33):
Theorem 1. (i) Let g : T — S is a morphism with T, S € Var(C). Assume there exist a factorization

g:T Ly xS 25 withy € SmVar(C), I a closed embedding and ps the projection. Let S = ut_, S
be an open cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C). Then,
for M € DA.(S)

T(g. FEM)(M) : Rg™=-1T FGY (41)  F§ (" M)
is an isomorphism in Doy i p.oo(T/(Y x Sp)).
(ii) Let g : T — S is a morphism with T, S € SmVar(C). Then, for M € DA.(S)
TO(g, FOM)(M) : Ly FGM (M) » FEM (g )
is an isomorphism in Do, (T).

(iii) A base change theorem for algebraic De Rham cohomology : Let g : T — S is a morphism with
T,S € SmVar(C). Let h : U — S a smooth morphism with U € Var(C). Then the map (see
definition 1)

T (g,h) - Lg"™ ' Rh.(QYy 5, Fo) — RR(Q,. )7, Fb)

is an isomorphism in Do, (T).

Let S € Var(C) and S = Uézls’i an open cover such that there exist closed embeddings i; : S; < S;
with S; € SmVar(C). For I C [1,---1], denote by S; = N;ec;S; and j; : Sy < S the open embedding.
We then have closed embeddings i; : S; — S; = I 1S;. We define the filtered analytic Gauss-Manin
realization functor defined as

FSM  DA(S)? = Dosip.oo(S/(S1)Y, M
FSM(M) = ((6(51)*H0m‘(An*g, L(irj1F), Eet(Q75,), Fv))[=dg, ], uf ; (F))

where F' € C(Var(C)*™/S) is such that M = D(A! et)(F), see definition 130 and corollary 7. We then
prove (theorem 37):

Theorem 2. (i) Let g: T — S is a morphism with T, S € Var(C). Assume there exist a factorization

g:T Ly xS 25 withy € SmVar(C), I a closed embedding and ps the projection. Let S = ut_, S
be an open cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C). Then,
for M € DA.(S)

T(g, FGM)(M) : Rg*m P FGNL (M) — FEN (9" M)

,an

is an isomorphism in Doy i1 pe oo (T/(Y X St)).



(i) Let g : T — S is a morphism with T, S € SmVar(C). Then, for M € DA.(S)
T(g, F&") (M) : Lg™*"LFGEL (M) — Fiia (9" M)

is an isomorphism in Do, (T).

A consequence of the construction of the transformation map between the algebraic and analytic
Gauss-Manin realization functor is the following (theorem 41)

Theorem 3. (i) Let S € Var(C). Then, for M € DA.(S)
Ts(=) o H"T(An, Fg) (M)  Js(H" (F§™(M))*") = H"F§ g7,(M)

is an isomorphism in PShp (S /(59™)).

(i1) A relative version of Grothendieck GAGA theorem for De Rham cohomology Let h : U — S a
smooth morphism with S,U € SmVar(C). Then,

Ts(=) 0 JsTS (an, h) : Js((R"h.Qf;/5)™") = R heQan /gan
is an isomorphism in PShp(S™).

In section 6.1.2, using results of sections 2, 4 and 5, we construct the algebraic filtered De Rham

realization functor PR, We construct it it a a priori larger category and use the following key theorem
(theorem 32)

Theorem 4. (i) Let S € SmVar(C). Then the full embedding
ts : MHM(S) < PShp1,0)pit,rn(S) X1 Prac(S*") = Cp2gitrn(S) X1 Dy (S*")
induces a full embedding
ts : DIMHM(S)) <= Dp1,0)fit,c0,rn(S) X1 Dypir(S™)
whose image consists of (M, F,W), (K, W),a) € Dp1,0)fit,c0,rn(S) X1 D§ir(S") such that
(H™(M, F,W), H"(K, W), H"a) € MHM(S)
foralln € Z.

(i) Let S € Var(C). Let S = U;erSi an open cover such that there exists closed embedding i; : S; — S;
with S; € SmVar(C). Then the full embedding

vs s MHM(S) < PShipy o) it (S/(S1)) X1 Prar(5*") = Cp1,0)iten(S/(S1)) x1 Cra(S™)
induces a full embedding

vs : D(MHM(S)) = Dp(1,0)fit,00,rn(S/(S1)) x1 Dyia(S*™)
whose image consists of (M, F,W),urs),(K,W),a) € DD(l)Q)fi[)oo)rh(S/(g[)) x1 Dy (S9™) such

that
(H" (M, F,W),H"(ury)), H*(K,W),H"«) € MHM(S)

foralln € Z.



Let S € Var(C) and S = U!_,S; an open cover such that there exist closed embeddings i; : S; — S;
with S; € SmVar(C). For I C [1,---1], denote by S; = N;erS; and j; : S < S the open embedding.
We then have closed embeddings i; : S; — S; = HieIS’i. We define, by definition 118(ii) which use
definition 114 and definition 36, proposition 113(ii) and corollary 5, the filtered algebraic De Rahm
realization functor defined as

]'—gDR : DAC(S) — DDfil,oo(S/(S’I)) M — JTFDR( ) =
(¢/(Sr)sHom® (Lpg, 3, R (0%, L(i1.J7 ), Bt (55 ™" Fpr))[—dg, ], uf ;(F))
where F' € C(Var(C)*™/8) is such that M = D(A!, et)(F). By computing this functor an homological

motive, we get by proposition 115, for S € Var(C) and M € DA.(S), FEPE(M) € ng(D(MHM(S)),
and the following (theorem 34, theorem 35 and theorem 36):

Theorem 5. (i) Let g : T — S a morphism, with S,T € Var(C). Assume we have a factorization

g: T LyxS P Swithy € SmVar(C), | a closed embedding and pg the projection. Let
M € DA.(S). Then map in mp(D(MHM(T)))
T(g, F*PR)(M) - giig FEPROM) %> FEPR(g"M)

g

given in definition 123 is an isomorphism.

(ii) Let f: X — S a morphism with X, S € Var(C). Assume there exist a factorization f : X Ly x

S 25 S with Y € SmVar(C), I a closed embedding and ps the projection. Then, for M € DA(X),
the map given in definition 12/

T(f, FFPRY(M) : RETFEPR(M) = FEPR(RAM)
is an isomorphism in wg(D(MHM(S)).

(iii) Let f: X — S a morphism with X, S € Var(C), S quasi-projective. Assume there exist a factor-

ization f: X Ly xS S withy e SmVar(C), I a closed embedding and ps the projection. We
have, for M € DA.(X), the map given in definition 124

T.(f, FFPR) (M) : FEPR(Rf,M) =5 RfH9 FEPR (M)
is an isomorphism in ws(D(MHDM(S)).

(i) Let f : X —> S a morphism with X, S € Var(C), S quasi-projective. Assume there exist a factoriza-

tion f: X Ly xS SwithY e SmVar(C), I a closed embedding and pg the projection. Then,
for M € DA.(S), the map given in definition 124

T(f, FFPR) (M) : FEPR(FM) s fifit FEPR(M)
is an isomorphism in wx (D(MHM (X)).

(v) Let S € Var(C) and S = Ul 1Si an open affine covering and denote, for I C [1,---1], S; = NiesS;
and j; : S; < S the open embedding. Let i; : S; < S; closed embeddings, wzth S; e SmVar(C).
Then, for M, N € DA.(S), the map in 7g(D(MHM(S)))

T(FEPR, @)(M, N) : FEPR(M) ©b, FEPR(N) %5 FEPR(M @ N)
given in definition 126 is an isomorphism.

We also have a canonical transformation map between the Gauss-Manin and the De Rham functor
given in definition 120 wich satisfy (see proposition 117) :



Proposition 1. Let S € Var(C) and S = UL_,S; an open cover such that there exist closed embeddings
3; 2 S; — S; with S; € SmVar((C)

(i) For M € DA.(S) the map in Dog p(S/(S1)) = Do p(S)
opaT(FGM, FEPT)NM) - opa F§M (LDsM) = 0 F5 PR (M)
given in definition 120 is an isomorphism if we forgot the Hodge filtration F'.
(ii) For M € DA.(S) and all n,p € Z, the map in PShog p(S/(S1))
FPH'"T(FSM, FEPRY (M) : FPH"FGM (LDsM) — FPH" F§ PR (M)

given in definition 120 is a monomorphism. Note that FPH"T(F§M, FEPE)(M) is NOT an iso-
morphism in general : take for example M(S°/S)Y = D(A, et)(j.Eet(Z(5°/S))) for an open
embedding j : S° — S, then

FEM(LDsM(5°/8)") = FSM(Z(S°/S)) = j.B(Ose, Fy) ¢ ms(MHM(S))

and hence NOT isomorphic to F§M (LDgM (5°/S)V) € ms(MHM(S)), see remark 9. It is an iso-
morphism in the very particular cases where M = D(A' et)(Z(X/S)) or M = D(A!,et)(Z(X°/S))
for f X — S is a smooth proper morphism and n : X° — X is an open subset such that
X\X° = UD; is a normal crossing divisor and such that fip, = foi; : D; — X are SMOOTH
morphism with i; : Dy — X the closed embedding and considering fixo = fon : X° — S (see
proposition 110).

Let S € Var(C). Let S = U;S; an open cover such that there exists closed embedding i; : S — S;
with S; € SmVar(C). We define the Hodge realization functor as

FE = (FEPR Btig) : DA(S) = Dpjiree(S/(S1) x1 D(S™),
M > F% (M) := (FEPR(M), Biig M, a(M)),
where a(M) is given in definition 159. The main theorem of this article is the following (theorem 46):
Theorem 6. (i) For S € Var(C), we have fé{d‘q(DAc(S)) C D(MHM(S)).
(ii) The Hodge realization functor F%9 define a morphism of 2-functor on Var(C)
FH49 . Var(C) — (DAL(—) — D(MHM(-)))
whose restriction to QPVar(C) is an homotopic 2-functor in sense of Ayoub. More precisely,

(i0) for g : T — S a morphism, with T,S € QPVar(C), and M € DA.(S), the the maps of
definition 128 and of definition 154 induce an isomorphism in D(MHM (T))
T(g, FH9)(M) == (T(g, F"PT) (M), T (g, bti)(M)) :
gHFG(M) = (gi7ae F§PR(M), g Btis(M), 9" (a(M)))
= (PR (g"M), Btip (g™ M), a(g™ M) =: Fr*(g" M),
(ii1) for f: T — S a morphism, with T, S € QPVar(C), and M € DA.(T), the maps of definition
124 and of definition 155 induce an isomorphism in D(MHM/(S))
To(f, FH9) (M) = (To(f, FFP) (M), To(f, bti) (M) :
Rfnag: Fy *(M) = (REIUFLPR(M), Rf. Btis (M), f.(a(M)))
= (FEPR(REM), BUG(RF.M), o(RfM)) =: Fg"(Rf.M),



(i2) for f: T — S a morphism, with T, S € QPVar(C), and M € DA.(T), the maps of definition
124 and of definition 155 induce an isomorphism in D(MHM/(S))
Ti(f, FH9) (M) = (Ti(f, FFPR) (M), Ty(f, bti) (M) -
Rf!Hdg]:]P’Idg(M) = (Rf!Hdg}—%?DR(M)a RfiBtig(M), fila(M)))
= (FEPR(RAM), BUG(RAM), o fiM)) = Fy' " (fiM),
(i43) for f: T — S a morphism, with T, S € QPVar(C), and M € DA.(S), the maps of definition
124 and of definition 155 induce an isomorphism in D(MHM(T))
TH(f, FH9) (M) := (T'(f, FFPR) (M), T'(f, bti) (M) :
FHOFGUM) = (e  FEPHM), £ Btis(M), £ (a(M)))
= (P PR M), BUL (M), o' M) = Fr(f'M),

(ii4) for S € Var(C), and M, N € DA.(S), the maps of definition 126 and of definition 156 induce
an isomorphism in D(M HM(S))

T(®, FAW)(M,N) == (T(®, FEPE)(M, N), T(®, bti) (M, N)) :
(FEPR(M) @b, FEPR(N), Btig(M) @ Btig(N), a(M) ® a(N))
= FE9(M @ N) = (FEPR(M @ N), Btis(M @ N),o(M @ N)).

(i1i) For S € Var(C), the following diagram commutes :

Var(C)/S M) D(MHM(S))
M(/S)l lbs
DA(S) 2 Diace(S/(81)) x1 Dya(S°)

We obtain theorem 6 from theorem 5 and from the result on the Betti factor after checking the
compatibility of these transformation maps with the isomorphisms a(M).

I am grateful to F.Mokrane for his help and support during the preparation of this work as well as
J.Wildeshaus for the interest and remarks that he made on a first version of this text. I also thank
J.Ayoub, C.Sabbah and M.Saito for the interest they have brought to this work.

2 Generalities and Notations

2.1 Notations
e After fixing a universe, we denote by

— Set the category of sets,
— Top the category of topological spaces,
— Ring the category of rings and cRing C Ring the full subscategory of commutative rings,
— RTop the category of ringed spaces,
* whose set of objects is RTop := {(X,Ox), X € Top, Ox € PSh(X, Ring)}
* whose set of morphism is Hom((T, Or), (S,0s)) :=={((f : T — 5), (a5 : f*Os — Or))}
and by ts : RTop — Top the forgetfull functor.

— Cat the category of small categories which comes with the forgetful functor o : Cat —
Fun(A?, Set), where Fun(A?, Set) is the category of simplicial sets,



— RCat the category of ringed topos

* whose set of objects is RCat := {(X,0x), X € Cat, Ox € PSh(X,Ring)},
* whose set of morphism is Hom((7", Or), (S,0s)) :={((f : T — S), (ay : f*Os — Or)), }
and by tc : RCat — Cat the forgetfull functor.

e Let F: C — (' be a functor with C,C’ € Cat. For X € C, we denote by F(X) € C’ the image of X,
and for X, Y € C, we denote by F*Y : Hom(X,Y) — Hom(F(X), F(Y)) the corresponding map.

e Let C € Cat. For S € C, we denote by C/S the category

— whose set of objects (C/S)? = {X/S = (X,h)} consist of the morphisms h : X — S with
XecC,

— whose set of morphism Hom(X’/S, X/S) between X'/S = (X',W),X/S = (X,h) € C/S
consits of the morphisms (g : X’ — X) € Hom(X’, X) such that ho g =h'.

We have then, for S € C, the canonical forgetful functor
r(S):C/S—=C, X/S—r(S)(X/S)=X, (g:X')S— X/S)—7r(S)(g) =g
and we denote again r(S) : C — C/S the corresponding morphism of (pre)sites.
— Let F': C — C’ be a functor with C,C’ € Cat. Then for S € C, we have the canonical functor

Fs:C/S — C'/F(S), X/Sw F(X/S)=F(X)/F(S),
(9:X'/S = X/S) = (F(g) : F(X')/F(S) = F(X)/F(S))

— Let § € Cat. Then, for a morphism f : X’ — X with X, X’ € S we have the functor

C(f):8/X" = 8/X, Y/X'= (Y, f1) = C()HY/X) = (Y, fo f1) € §/X,
(9:V1/X" = Y2/ X') = (C(f)(9) =g : Y1/X = Y2 /X)

— Let § € Cat a category which admits fiber products. Then, for a morphism f: X’ — X with
X, X' € 8, we have the pullback functor

P(f):8/X - S/X', Y/X = P(f)(Y/X):=Y xx X'/X' € §/X/,
(9:Y1/X = Y2/X) = (P(f)(9) == (g x I) : Y1 xx X' = Y2 xx X)

which is right adjoint to C(f) : §/X’ — §/X, and we denote again P(f) : /X’ — §/X the
corresponding morphism of (pre)sites.

e Let C,7 € Cat. Assume that C admits fiber products. For (S,) € Fun(Z°P,C), we denote by
C/(Se) € Fun(Z, Cat) the diagram of category given by

—forI€Z C/(S.)I):=C/Sy,
—forrry: I — J,C/(Se)(r1s) := P(rry):C/S; — C/S;, where we denoted again rr; : S; — Sy
the associated morphism in C.

e Let (F,G) : C < (' an adjonction between two categories.

— For X € C and Y € C’, we consider the adjonction isomorphisms
x I(F,G)(X,Y) : Hom(F(X),Y) - Hom(X,G(Y)), (u: F(X) =>Y)— (I(F,G)(X,Y)(u) :
X = G(Y))
« I(F,G)(X,Y) : Hom(X,G(Y)) - Hom(F(X),Y), (v: X - GY))— (I(F,G)(X,Y)(v) :
F(X)—=Y).



— For X € C, we denote by ad(F,G)(X) := I(F,G)(X, F(X))(Urx)) : X = G o F(X).
— For Y € C' we denote also by ad(F,G)(Y) := I(F,G)(G(Y),Y)Ugy)) : FoG(Y) =Y.

Hence,

— for v : F(X) — Y a morphism with X € C and Y € C’, we have I(F,G)(X,Y)(u) =
G(u) o ad(F,G)(X),

—for v : X — G(Y) a morphism with X € C' and Y € C’, we have I(F,G)(X,Y)(v) =
ad(F,G)(Y) o F(v).

e Let C a category.

— We denote by (C, F) the category of filtered objects : (X, F) € (C, F) is a sequence (F*X )ecz
indexed by Z with value in C together with monomorphisms a, : FPX < FP71X — X.

— We denote by (C, F, W) the category of bifiltered objects : (X, F,W) € (C, F,W) is a sequence
(W®F*X),s € Z? indexed by Z? with value in C together with monomorphisms WIFPX
Fr=lX WIFPX s W lFPX.

e For C a category and X : C — C an endofunctor, we denote by (C,X) the corresponding category of
spectra, whose objects are sequence of objects of C (T;)iez € Fun(Z,C) together with morphisms
s; : Ty = ET;41, and whose morphism from (T3) to (7}) are sequence of morphisms T; — T/ which
commutes with the s;.

e Let A an additive category.

— We denote by C(A) := Fun(Z, A) the category of (unbounded) complexes with value in A,
where we have denoted Z the category whose set of objects is Z, and whose set of morphism
between m,n € Z consists of one element (identity) if n = m, of one elemement if n = m + 1
and is () in the other cases.

— We have the full subcategories C*(A), C~(A), C*(A) of C(A) consisting of bounded, resp.
bounded above, resp. bounded below complexes.

— We denote by K (A) := Ho(C(A)) the homotopy category of C(A) and by Ho : C(A) — K(A)
the full homotopy functor. The category K (.A) is in the standard way a triangulated category.

e Let A an additive category.

— We denote by Cr;(A) C (C(A),F) = C(A, F) the full additive subcategory of filtered com-
plexes of A such that the filtration is biregular : for (A*, F) € (C(A), F), we say that F is
biregular if F*A" is finite for all r € Z.

— We denote by Cofiu(A) C (C(A),F,W) = C(A,F,W) the full subcategory of bifiltered com-
plexes of A such that the filtration is biregular.

— For A®* € C(A), we denote by (A*, F,) € (C(A),F) the complex endowed with the trivial
filtration (filtration bete) : FPA" =0if p >n+ 1 and FPA™ = A" if p < n.

e Let A be an abelian category. Then the additive category (A, F) is an exact category which
admits kernel and cokernel (but is NOT an abelian category). A morphism ¢ : (M, F) — (N, F)
with (M,F) € (A, F) is strict if the inclusion ¢(F"M) C F"N NIm(¢) is an equality, i.e. if
G(F"M) = F"N NIm(e).

e Let A be an abelian category.
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For (A*,F) € C(A, F), considering a, : FPA®* — A® the structural monomorphism of of the
filtration, we denote by, for n € N,

H™(A*,F) € (A, F), FPH"(A®, F) := Im(H"(a,) : H"(FPA*) — H"(A®)) C H"(A*)

the filtration induced on the cohomology objects of the complex. In the case (A®, F) € Cry(A),
the spectral sequence EP+7(A®, F') associated to (A°®, F') converge to Grl. HPT9(A®, F), that is
for all p,q € Z, there exist r, , € N, such that EP9(A*, F) = Grl. HPT9(A®, F) for all s <1, 4.
Let r € N. A morphism m : (4°, F) — (B*, F) with (A°*,F),(B*,F) € C(A, F) is said to be
an r-filtered quasi-isomorphism if for all p,q € Z,

EP9(m): EP9(A®,F) = EPY(B*,F)

is an isomorphism in 4, note that by definition this » does NOT depend on p and ¢. A filtered
quasi-isomorphism is by definition an 1-filtered quasi-isomorphism.

A morphism m : (A*, F) — (B*, F) with (A*, F), (B®, F) € C(A, F) is said to be an oco-filtered
quasi-isomorphism if there exist r € N such that for all p,q € Z,

EP(m): EP9(A®, F) = EPY(B*,F)

is an isomorphism in A, note that by definition this » does NOT depend on p and ¢. If a
morphism m : (A*, F) — (B*,F), with (A*,F),(B*,F) € Cfi(A) is an oo-filtered quasi-
isomorphism, then for all n € Z

H"(m) : HM(A®, F) = H"(B*,F)

is a filtered isomorphism, i.e. an isomorphism in (A, F'). Note that the converse is NOT
true since the integer r, , € N such that EP9(A®, F) = Grl, HPT1(A®, F) and EP9(B*, F) =
Grh, HP14(B®, F) for s < rp 4 depends on p and gq.

e Let A be an abelian category.

We denote by D(A) the localization of K(A) with respect to the quasi-isomorphisms and by
D : K(A) — D(A) the localization functor. The category D(A) is a triangulated category in
the unique way such that D a triangulated functor.

We denote by Dy (A) the localization of Ky (A) with respect to the r-filtered quasi-
isomorphisms and by D : Ky (A) — Dy (A) the localization functor.

We denote by Dyiioo(A) the localization of Ky;(A) with respect to the co-filtered quasi-
isomorphisms and by D : K7, (A) = Dyii00(A) the localization functor.

e Let A be an abelian category. We denote by Inj(A4) C A the full subcategory of injective objects,
and by Proj(A) C A the full subcategory of projective objects.

e For § € Cat a small category, we denote by

PSh(S) := PSh(S, Ab) := Fun(S, Ab) the category of presheaves on S, i.e. the category of
presheaves of abelian groups on S,

PSh(S, Ring) := Fun(S, Ring) the category of presheaves of ring on S, and PSh(S, cRing) C
PSh(S, Ring) the full subcategory of presheaves of commutative ring.

for F € PSh(S) and X € S, F(X) = I'(X, F) the sections on X and for h : X’ — X a
morphism with X, X’ € S, F(h) := FXY(h) : F(X) — F(X’) the morphism of abelian
groups,

C(S) = PSh(S,C(Z)) = C(PSh(S)) = PSh(S x Z) the big abelian category of complexes of
presheaves on S with value in abelian groups,
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— K(S) := K(PSh(S)) = Ho(C(S)) In particular, we have the full homotopy functor Ho :
C(S) = K(5),
= Cray1it(S) = C2) £ (PSh(S)) € C(PSh(S), F, W) the big abelian category of (bi)filtered com-
plexes of presheaves on § with value in abelian groups such that the filtration is biregular, and
PSha)ra(S) = (PSh(S), F, W),
= Ka(S) := K(PShfu(S)) = Ho(Crau(S))
For f: T — S a morphism a presite with 7,8 € Cat, given by the functor P(f):S — T, we will
consider the adjonctions given by the direct and inverse image functors :

— (f*, f) = (f 7% f«) : PSh(S) = PSh(T), which induces (f*, f.) : C(S) <= C(T), we denote,
for F € C(S) and G € C(T) by

ad(f*, f)(F): F = f.f*F , ad(f*, f)(G) : f* f.G = G

the adjonction maps,

— (fs, f1) : PSh(T) S PSh(S), which induces (fs, f1) : C(T) = C(S), we denote for F € C(S)
and G € C(T) by

ad(fe, fY)(F) : G = .G, ad(fu, f1)(G) : fuf 'F = F
the adjonction maps.
e For (S,05) € RCat a ringed topos, we denote by

— PShp,(S) the category of presheaves of Og modules on S, whose objects are PShp, (S)? :=
{(M,m), M € PSh(S),m : M @ Og — M}, together with the forgetful functor o : PSh(S) —
PShOS (8)7

— Co4(8) = C(PShp,(S)) the big abelian category of complexes of presheaves of Og modules
on S,

— Ko (S) :== K(PSho4(S)) = Ho(Co,(S)), in particular, we have the full homotopy functor
Ho: Cos (8) — KOS(S),

— Cogs@2)fi(S) = C(2)7i(PShog(S)) C C(PShog(S), F, W), the big abelian category of (bi)filtered
complexes of presheaves of Og modules on S such that the filtration is biregular and PSho (2) :1(S) =
(PShog(S), F, W),

— Kog(2)£i(S) = K(PShog2)1u(S)) = Ho(Coy (2) i (S))-

e For S, € Fun(Z, Cat) a diagram of (pre)sites, with Z € Cat a small category, we denote by

— I'S, € Cat the associated diagram category
* whose objects are I'SY = {(X1,urs)rer}, with X; € Sy, and for r7; : I — J with
I,J € Z, ury : X5 — rry(Xy) are morphism in S; noting again ry; : S — Sy the
associated functor,
* whose morphism are m = (my) : (X1, ury) = (X7, v15) satisfying vy yom; = rry(my)oury
in Sy,
— PSh(S.) := PSh(I'S,, Ab) the category of presheaves on S,
* whose objects are PSh(S,)° := {(Fr,ur;)1ez}, with F; € PSh(S;), and for r7; : [ — J
with I,J € Z, ury : F; — r15.Fy are morphism in PSh(S;), noting again 75 : Sy — S
the associated morphism of presite,

* whose morphism are m = (my) : (Fr,ury) — (Gr,vry) satisfying vryomy = rrjamyoury
in PSh(S]),
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— PSh(S,, Ring) := PSh(T'S,, Ring) the category of presheaves of ring on S, given in the same
way, and PSh(S,, cRing) C PSh(S,, Ring) the full subcategory of presheaves of commutative
ring.

— C(S.) := C(PSh(S,)) the big abelian category of complexes of presheaves on S, with value in
abelian groups,

— K(S,) := K(PSh(S,)) = Ho(C(S,)), in particular, we have the full homotopy functor Ho :
C(S,) = K(S.),

= Cray1it(Se) 1= C(2)7a(PSh(S,)) C C(PSh(S,), F,W) the big abelian category of (bi)filtered
complexes of presheaves on S, with value in abelian groups such that the filtration is biregular,
and PShz)7(Se) = (PSh(S,), F, W), by definition C(a)t;1(Se) is the category

* whose objects are C(2)7;1(Se)? := {((Fr, F,\W),urs)1ez}, with (Fr, F,W) € Caya4(Sr),
and for ryy : I — J with I,J € Z, ury : (Fr, F,W) — r15.(Fy, F,W) are morphism in
C(2)£i1(S1), noting again rry : S; — S the associated morphism of presite,

* whose morphism are m = (my) : ((F;, F,W),ur;) = (G, F,W),vs;) satisfying vy o
my = rrymyoury in Cig)4(Sr),

= Kyu(Se) == K(PShyu(S.)) = Ho(Cri(Se))
Let Z,7" € Cat be small categories. Let (fo,s) : To — Se a morphism a diagrams of (pre)site
with T € Fun(Z, Cat), Se € Fun(Z’, Cat), which is by definition given by a functor s : Z — I’ and
morphism of functor P(fe) : Ss(e) := Se 05 — Ts. Here, we denote for short, Sye) 1= Se 05 €

Fun(Z, Cat). We have then, for r;; : I — J a morphism, with I, J € Z, a commutative diagram in
Cat

Dyry = Sy i>SS(I) .
fJT fIT
Ty ——Ti
We will consider the the adjonction given by the direct and inverse image functors :
((f'v S)*v (fh S)*) = ((fh S)_17 (fh S)*) : PSh(SS(')) = PSh(ﬁ)v

F = (Fr,urg) = (fe,8)"F = (f{F1,T(Ds15)(Fy) o frury),
G = (Gr,v15) = (fe,9)+G = (f1:G1, frsv1).

It induces the adjonction ((fe, 5)*, (fe,5)x) : C(Ssey) = C(Ts). We denote, for (Fr,ury) € C(Ss(a))
and (G[,'U[J) S 0(7;) by

ad((f‘vs)*v (f.,S)*)((F],’U,]J)) : (FI,UIJ) — (f'vs)*(f'vs)*(FlvulJ)a
ad((fe,8)", (fe,8)«)((G1,v10)) : (fo,8)" (fo,8)x(Gr,v1s) = (Gr,v15)

the adjonction maps.

Let Z € Cat a small category. For (S.,0Og,) € Fun(Z, RCat) a diagram of ringed topos, we denote
by
— PShog, (Se) := PSho,s, (I'S.) the category of presheaves of modules on (S, Os, ),

* whose objects are PShog, (Se)? := {(Fr,urs)rez}, with Fi € PSho, (S1), and for ry; :
I — J with I,J € Z, ury : Fi — 715 F,; are morphism in PShog, (Sr), noting again
rry : Sy — St the associated morphism of presite,

* whose morphism are m = (my) : (Fr,ury) — (Gr,vyy) satisfying vrjomy = rrjamyoury
in PShog, (Sr),

~ Cos, (8) = C(PShoy, (S4)),
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— Kos, (Se) := K(PShog, (S.)) = Ho(Cog, (S.)), in particular, we have the full homotopy
functor Ho : C(S,) — K(S,),

— Cog, 2)£i1(Se) = Cog, 2)7i(PSh(Ss)) C C(PShog, (Se), F, W) the big abelian category of
(bi)filtered complexes of presheaves of modules on (S, Og, ) such that the filtration is biregular,
and PShoyg, (2)7i(Ss) = (PShog, (Se), F, W), by definition Cog_ (2)ri(Ss) is the category

* whose objects are Co, (Q)fl-l(S.)O ={((Fr, F,W),urj)rez}, with (Fr, F,W) € COSI(Q)M(SI),
and for vy : I — J with I,J € Z, ury : (Fr, F,\W) — r15.(Fy, F,W) are morphism in
Cos, (2)fil (Sr), noting again ry; : Sy — Sy the associated morphism of presite,

* whose morphism are m = (my) : ((Fr, F,W),ury) — (G, F,W),vr;) satisfying vy o
my = rryemgoury in Cog (2)7i(S1),

— Koy, (2)1i1(Se) := K(PShog, (2)i1(Se)) = Ho(Cog, (2) it (Se))-

e Let S € Cat. For ¥ : C(S) — C(S) an endofunctor, we denote by Cx(S) = (C(S),%) the
corresponding category of spectra.

Denote by Sch € RTop the full subcategory of schemes. For a field k, we consider Sch /k :=
Sch / Spec k the category of schemes over Spec k. We then denote by

— Var(k) C Sch /k the full subcategory consisting of algebraic varieties over k, i.e. schemes of
finite type over k,

— PVar(k) c QPVar(k) C Var(k) the full subcategories consisting of quasi-projective varieties
and projective varieties respectively,

— PSmVar(k) C SmVar(k) C Var(k) the full subcategories consisting of smooth varieties and
smooth projective varieties respectively.

A morphism h : U — S with U, S € Var(C) is said to be smooth if it is flat with smooth fibers.
A morphism r : U — X with U, X € Var(C) is said to be etale if it is non ramified and flat. In
particular an etale morphism r : U — X with U, X € Var(C) is smooth and quasi-finite (i.e. the
fibers are either the empty set or a finite subset of X)

Denote by Top? the category whose set of objects is
(Top?)? := {(X, Z), Z C X closed} C Top x Top
and whose set of morphism between (X1, Z1), (X2, Z2) € Top? is
Homry,e (X1, Z1), (X2, Z2)) := {(f : X1 = X3), s.t. Z1 C f~(Z2)} C Homrop (X1, X2)
For S € Top, Top? /S := Top? /(S, S) is then by definition the category whose set of objects is
(Top? /S)° :={((X,Z),h),h: X — S, Z C X closed } C Top /S x Top

and whose set of morphisms between (X1,721)/S = ((X1,Z1),h1), (X2, 22)/S = (X2, Z2),ha) €
Top? /S is the subset

HOHlTop2 /S((Xla Zl)/S, (XQ,ZQ)/S) =
{(f: X1 — X2), st.hiof=hyand Z; C f~'(Z;)} C Homprop(X1, X2)

We denote by

s Top*?" /S :={((Y x S, Z),p),p: Y xS =S, ZCY x S closed } — Top* /S
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the full subcategory whose objects are those with p : ¥ x .S — S a projection, and again ug :
Top? /S — Top®?" /S the corresponding morphism of sites. We denote by

Grg : Top /S — Top*?" /S, X/S — Crg(X/S) := (X x S, X)/S,
(9: X/S = X'/S) = Crd(g) :==(gxIs: (X xS, X) = (X' xS,X")

the graph functor, X — X X S being the graph embedding (which is a closed embedding if X is
separated), and again Gry’ : Top®?" /S — Top /S the corresponding morphism of sites.

Denote by RTop? the category whose set of objects is
(RTop?)" := {((X,0x), Z), Z C X closed} C RTop x Top
and whose set of morphism between ((X1,Ox,), Z1), ((X2,0x,), Z2) € RTop? is

HomRTopz(((X1=OX1)7Z1)= ((X270X2)722)) =
{(f : (Xl,OXl) — (X2,0X2)), s.t. Z1 C fﬁl(ZQ)} C HomRTop((X1;OX1)7 (X2,0X2))

For (S, Og) € RTop, RTop? /(S, Os) := RTop? /((S, Os), S) is then by definition the category whose
set of objects is
(RTop? /(S, 0s))? :=
{(((X,0x),Z),h),h: (X,0x) = (S,0s), Z C X closed } C RTop /(S,Os) x Top

and whose set of morphisms between (((X1,0x, ), Z1), h1), (X2, 0x,), Z2), ha) € RTop* /(S,Os)
is the subset

HOHlRTop2 /(S,Os)(((Xla OXl)? Zl)/(Sv OS)) ((XQ, OXz)v ZQ)/(Sv OS)) =
{(f : (XlaOXl) — (XQ,OXz)), s.t. hy o f = hy and Z1 C f_l(Zz)}
C HOHlRTop((leO)ﬁ)a (X2,0X2))

We denote by
s : RTop®?" /S := {(((Y x S,¢*Oy ® p*0s),Z),p),p:Y xS —= S, ZCY xS closed } — RTop* /S

the full subcategory whose objects are those with p : ¥ x § — S is a projection, and again
s : RTop? /S — RTop**" /S the corresponding morphism of sites. We denote by

Grg : RTop /S — RTop>?" /8,
(X,0x)/(8,05) = Grg’((X,0x)/(8, 05)) := (X x 8,¢"Ox ®p"0s), X)/(5,0s),
(9: (X,0x)/(5,05) = (X',0x)/(8,05)) =
Gré?(g) = (g X Ig: ((X X Sv q*OX ®p*05)7X) - ((X/ X Sv q*OX ®p*05),X/))
the graph functor, X — X x S being the graph embedding (which is a closed embedding if X is

separated), p: X xS — S, ¢: X xS — X the projections, and again Grg’ : RTop*?" /S — RTop /S
the corresponding morphism of sites.

We denote by Sch? € RTop? the full subcategory such that the first factors are schemes. For a field
k, we denote by Sch? /k := Sch® /(Spec k, {pt}) and by

— Var(k)? C Sch? /k the full subcategory such that the first factors are algebraic varieties over
k, i.e. schemes of finite type over k,

— PVar(k)? ¢ QPVar(k)? C Var(k)? the full subcategories such that the first factors are quasi-
projective varieties and projective varieties respectively,
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— PSmVar(k)? C SmVar(k)? C Var(k)? the full subcategories such that the first factors are
smooth varieties and smooth projective varieties respectively.

In particular we have, for S € Var(k), the graph functor

Grg : Var(k)/S — Var(k)>?P"/S, X/S + Grs’(X/S) := (X x S8,X)/S,
(g: X/S = X'/S) = Cri(g) == (gxIs: (X xS, X)— (X' x5 X")

the graph embedding X < X x S is a closed embedding since X is separated in the subcategory
of schemes Sch C RTop, and again Grg’ : Var(k)>?" /S — Var(k)/S the corresponding morphism
of sites.

Denote by CW C Top the full subcategory of CW complexes, by CS C CW the full subcategory of A
complexes, by TM(R) C CW the full subcategory of topological (real) manifolds which admits a CW
structure (a topological manifold admits a CW structure if it admits a differential structure) and by
Diff(R) C RTop the full subcategory of differentiable (real) manifold. We denote by CW? C Top?
the full subcategory such that the first factors are CW complexes, by TM(R)? C CW? the full
subcategory such that the first factors are topological (real) manifolds and by Diff(R)? C RTop?
the full subcategory such that the first factors are differentiable (real) manifold.

Denote by AnSp(C) C RTop the full subcategory of analytic spaces over C, and by AnSm(C) C
AnSp(C) the full subcategory of smooth analytic spaces (i.e. complex analytic manifold). A mor-
phism h : U — S with U, S € AnSp(C) is said to be smooth if it is flat with smooth fibers. A
morphism r : U — X with U, X € AnSp(C) is said to be etale if it is non ramified and flat. By
the Weirstrass preparation theorem (or the implicit function theorem if U and X are smooth), a
morphism 7 : U — X with U, X € AnSp(C) is etale if and only if it is an isomorphism local.

We denote by AnSp(C)? C RTop? the full subcategory such that the first factors are analytic spaces
over C, and by AnSm(C)? € AnSp(C)? the full subcategory such that the first factors are smooth
analytic spaces (i.e. complex analytic manifold). In particular we have, for S € AnSp(C), the graph
functor

Crg : AnSp(C)/S — AnSp(C)*?"/S, X/S s Grg*(X/S) := (X x S, X)/S,
(9:X/S = X'/S) = Gri*(g) == (g x Is : (X x S, X) = (X' x 8,X"))

the graph embedding X — X x S is a closed embedding since X is separated in RTop, and again
Grg” : AnSp(C)*?" /S — AnSp(C)/S the corresponding morphism of sites.

For V € Var(C), we denote by V" € AnSp(C) the complex analytic space associated to V' with
the usual topology induced by the usual topology of C¥. For W € AnSp(C), we denote by W €
AnSp(C) the topological space given by W which is a CW complex. For simplicity, for V' € Var(C),
we denote by Ve := (V")® ¢ CW. We have then

— the analytical functor An : Var(C) — AnSp(C), An(V) = Vo,
— the forgetful functor Cw = tp : AnSp(C) - CW, Cw(W) = W,
— the composite of these two functors Cw = Cwo An : Var(C) - CW, é\v\//(V) =Vew,

We have then

— the analytical functor An : Var(C)? — AnSp(C)?, An((V, Z)) = (V" Z),
— the forgetful functor Cw = tp : AnSp(C)? — CW?, Cw((W, 2)) = (Wev, Z°v),

— the composite of these two functors Cw = CwoAn : Var(C)2 — CW?, Cw((V,Z2)) =
(Vcw7 ZCUJ)'

16



2.2 Additive categories, abelian categories and tensor triangulated categories

Let A an additive category.

e For ¢ : F* — G* a morphism with F*,G* € C(A), we have the mapping cylinder Cyl(¢) :=
(F™ @ Frtl @ Gt (0, 05t ¢+ + 9"G) € C(A). and the mapping cone Cone(¢) := ((F" @
G (0%, 9" T + 0"G) € C(A).

e The category K(A) := Ho(C(A)) is a triangulated category with distinguish triangles F* ir,
Cyl(¢) £ Cone(¢) —5 F*[1].

e The category (A, F) is obviously again an additive category.

e Let ¢ : F* — GG* a morphism with F'*,G* € C(A). Then it is obviously a morphism of filtered
complex ¢ : (F*, Fy) — (G*, Fy), where we recall that Fy, is the trivial filtration (F*, Fy,), (G®, F) €
Cru(A).

We recall the following property of the internal hom functor if it exists of a tensor triangulated
category and the definition of compact and cocompact object.

Proposition 2. Let (T,®) a tensor triangulated category admitting countable direct sum and product
compatible with the triangulation. Assume that T has an internal hom (bi)functor RHom(.,.): T2 — T
which is by definition the right adjoint to (- ® ) : T2 — T. Then,

e for N € T, the functor RHom(-,N) : T — T commutes with homotopy colimits : for M =
holim_,;c; M;, where I is a countable category, we have

RHom(M,N) = ho lim RHom(M;, N).

—iel

o dually, for M € T, the functor RHom(M,-) : T — T commutes with homotopy limits : for
N =holim, ;¢ N;, where I is a countable category, we have

RHom (M, N) = holim RHom (M, N;).
—

Proof. Standard. O

Let (T,®) a tensor triangulated category admitting countable direct sum and product compatible
with the triangulation. Assume that 7 has an internal hom functor RHom(.,.): T — T.

e For N € T, the functor RHom(-, N) : T — T does not commutes in general with homotopy limits
: for M = holim, ;c;M;, where I is a countable category, the canonical map

holim RHom(M;, N) — RHom(M, N)

— i€l
is not an isomorphism in general if I is infinite. It commutes if and only if N is compact.

e Dually, for M € T, the functor RHom(M,e) : T — T does not commutes in general with infinite
homotopy colimits. It commutes if and only if M is cocompact.

Most triangulated category comes from the localization of the category of complexes of an abelian
category with respect to quasi-isomorphisms. In the case where the abelian category have enough injective
or projective object, the triangulated category is the homotopy category of the complexes of injective,
resp. projective, objects.

Proposition 3. Let A an abelian category with enough injective and projective.
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o A quasi-isomorphism ¢ : Q® — F*, with F*,Q®* € C~(A) such that the Q™ are projective is an
homotopy equivalence.

e Dually,a quasi-isomorphism ¢ : F* — I*, with F*, I°* € CT(A) such that the I" are projective is
an homotopy equivalence.

Proof. Standard. O

Proposition 4. Let A an abelian category with enough injective and projective satisfying AB3 (i.e.
countable direct sum of exact sequences are exact sequence).

o Let K(P) C K(A) be the thick subcategory generated by (unbounded) complexes of projective objects.
Then, K(P) — K(A) L, D(A) is an equivalence of triangulated categories.

o Similarly, let K(I) C K(A) be the thick subcategory generated by (unbounded) complezes of injective
objects. Then K(I) — K(A) EEN D(A) is an equivalence of triangulated categories.

Proof. Tt follows from proposition 3 : see [22]. O

2.3 Presheaves on a site and on a ringed topos
2.3.1 Functorialities

Let S € Cat a small category. For X € & we denote by Z(X) € PSh(S) the presheaf represented by X.
By Yoneda lemma, a representable presheaf Z(X) is projective.

Proposition 5. o Let S € Cat a small category. The projective presheaves Proj(PSh(S)) C PSh(S)
are the direct summand of the representable presheaves Z(X) with X € S.

e More generally let (S,0g) € RCat a ringed topos. The projective presheaves Proj(PShog(S)) C
PSho,(S) of Os modules are the direct summand of the representable presheaves Z(X) @ Og with
Xes.

Proof. Standard. O

Let f: 7T — S a morphism of presite with 7,8 € Cat. For h: U — S a morphism with U, S € S, we
have f*Z(U/S) = Z(P(f)(U/S)).

We will consider in this article filtered complexes of presheaves on a site. Let f: 7 — S a morphism
of presite with 7, S € Cat.

e The functor f, : C(T) — C(S) gives, by functoriality, the functor

f* : O(Z)le(T) — O(Q)fil(s)a (GaF) g f*(Gv F) = (f*Ga f*Fv)a
since f, preserves monomorphisms.
e The functor f*: C(S) — C(T) gives, by functoriality, the functor
I CypalS) = Coypa(T), (G F) = fX(G, F), FP(f (G, F)) :=Im(f F*G — [*G).

In the particular case where f* : PSh(S) — PSh(T) preserves monomorphisms, we have f*(G, F) =
(f*G, f*F).

e The functor f* : C(S) — C(T) gives, by functoriality, the functor
41 CoyalT) = CaypulS), (G F) = fHG F) = (f£G, 1),

since f* : C(S) — C(T) preserves monomorphisms.
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Let f: 7T — S a morphism of presite with 7,S € Cat.
e The adjonction (f*, f.) = (f71, fi) : C(S) = C(T), gives an adjonction
(f* fe) 1 Coypa(S) S Ciayra(T), (G F) = [5G, F), (G, F) = fu(G, F),
with adjonction maps, for (G1, F) € C(2)74(S) and (G2, F) € Cia)5a(T)
ad(f*, fo)(G1, F) (G, F) = fof*(G1, F)  ad(f7, f)(Ge, F) : f* fo(G2, F) = (G2, F).

e The adjonction (f,, f+): C(S) & C(T), gives an adjonction
(fes 1) 2 Caypa(T) S Clayal(S), (G F) v fo(G,F), (G, F) = (G, F),
with adjonction maps, for (G, F) € Ca)74(S) and (Gz, F) € Ca)pu(S)
ad(f*, £)(Ga, F) : (G2, F) = ff.(Go, F) , ad(f*, f)(G1, F) : fofS(G1, F) = (G, F).

Remark 1. Let 7,8 € Cat small categories and f : T — S a morphism of presite. Then the functor
f* : PSh(S) — PSh(T) preserve epimorphism but does NOT preserve monomorphism in general (the
colimits involved are NOT filetered colimits). However it preserve monomorphism between projective
presheaves by Yoneda and we thus set for (Q,F) € Cyy(Proj(PSh(S))), that is FPQ™ € Proj(PSh(S))

forallp,n € Z, f*(Q,F) = (f"Q, f*F).

For a commutative diagram of presite :
D=T 258 |
Bt
7258
with 7,7'S,S’ € Cat, we denote by, for F' € C(§'),

97 f1« ad(g3,92+)( ad(g7 91+)(f2-95 F
—)

) X
J2:92 1

* F) * * * *
T(D)(F) : g f1xF 91 f1:92+95 F = 91914 f2495 F

the canonical transformation map in C(7), and for (G, F) € Cry(S’),

* 1 f1x ad(g3,92+) (G, F) * * *
T(D)(G,F) : ¢} f1.(G, F) 2220022 91 149295 (G, F) = g1 g1+ f2+95 (G, F)
ad(gy g1+)(f2x95 (G,F)) fz*gg(G,F).

the canonical transformation map in Cp; (7)) given by the adjonction maps.
We will use the internal hom functor and the tensor product for presheaves on a site or for presheaves
of modules on a ringed topos. We recall the definition in the filtrered case.

e Let (S,0g) € RCat. We have the tensor product bifunctor
() ® (-) : PSh(S)? = PSh(S), (F,G) — (X € S = (F® G)(X) := F(X) ® G(X)
It induces a bifunctor :
@ ():CS) xCS) = C(S),(F,G) » FRG:=Tot(F*@G*), FRG)" =®rezF" @ G""
and a bifunctor
()R (): C(S) x Cos(S) = Cos(S), a.(F®G) :=F ® (a.G)

For (G1,F),(Ga, F) € Cry(S), G € C(S), we define (note that tensor product preserve monomor-
phism only after tensoring with Qg € PSh(S))
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- Fp((Gl,F)®G3) = Im(FpGl ®G3 —)G1®G3) and FP(G3®(G1,F)) = Im(G3®FpG3 —
G3®G1),

— Fqu((Gl,F) X (GQ,F)) = Im(FpGl ®F¢1G2 — Gl ®G2) and
F*((G1, F)®(Ga, F)) := FF Totpp((G1, F)®(Ga, F)) := @pez Im(FPGL@FF1Gy — G12G2)

Note that in the case where G} = 0 for n < 0, we have (G1, F}) ® (G2, F) = G1 ® (G2, F). We get
the bifunctors

(=) @ (=) : Cra(8)* = Cra(S), (=)@ (=):Cra(S) x Cosriu(S) = Cogsru(S).
We have the tensor product bifunctor
() ®os () : PShog(8)* = PSh(S), (F,G) — (X € S = (F ®04 G)(X) = F(X) ®o,(x) G(X)
It induces a bifunctor :

() ®os () : Cos(8) x Cos(8) = C(8), (F,G) = F ®og G :=Tot(F* ®os G*)

For (G4, F),(Go, F) € Cogfil (S), Gs € Co,(S), we define similarly (G1, F)®04Gs, GsR04 (G1, F),
and

Fk((Gl, F)®Os (GQ, F)) = Fk TOtFF((Gl, F)®Os (GQ, F)) ‘= Dpez Im(FpG1®OSFk7qG2 — G1®OSG2)

Note that in the case where GT = 0 for n < 0, we have (G1, F}) ®oy (Ge, F) = G1 ®0, (G2, F).
This gives

— in all case it gives the bifunctor (=) ®os (=) : Coor ru(S) ® Cosfu(S) = Cru(S).
— in the case Og is commutative, it gives the bifunctor (—) ®og (=) : Cog £i1(S)? — Cog i (S).

Let (S,0g) € RCat. We have the internal hom bifunctor

Hom(-,-) : PSh(S)? — PSh(S),
(F,G) — (X € S — Hom(F,G)(X) := Hom(r(X). F,7(X).G)

with 7(X) : § = §/X (see subsection 2.1). It induces a bifunctors :
Hom(-,-) : C(S) x C(S) = C(S), (F,G) — Hom*(F,G)
and a bifunctor
Hom(-,-) : C(S) x Cogx(S) = Cox(S), aHom(F, Q) := Hom(F, a.G)
For (G1,F), (G2, F) € Cru(S), Gs € C(S), we define

— FPHom(Gs, (G1,F)) = Hom(Gs, FPG1) — Hom(Gs,G1)), note that the functor G —
Hom(F, G) preserve monomorphism,

— the dual filtration F~PHom((G1, F),Gs) := ker(Hom(G1,Gs) — Hom(F?PGq, G3))

— FPFIHom((G1, F), (G2, F)) := ker(Hom(G1, FPG2) — Hom(F1Gy, FPG3)), and

F*Hom®((G1, F), (G2, F)) := Totpr Hom((G1, F), (Go, F)) :=
Dpez ker(Hom(Gy, F¥PGy) — Hom(FPGy, FFTPGy))
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We get the bifunctors
’Hom(-, ) : Cfil(S) X Cfi[ (8) — Cfil(S), Hom(-, ) : Cfil(S) X COsfil(S) — COSfil(S)'
We have the internal hom bifunctor

Homog (-, ) : PShog(S) x PShog (S) — PSh(S)
(F,G) — (X € § = Homo, (F,G)(X) := Homp, (r(X). F,r(X).G).
It gives similarly

— in all case a bifunctor Homog (-, ) : Crios(S) X Criog (S) = Cru(S),
— the case Og is commutative, a bifunctor Homog (-, -) : Crios(S) x Criog(S) = Cog i (S).

Let ¢ : A — B of rings.

e Let M a A module. We say that M admits a B module structure if there exits a structure of B
module on the abelian group M which is compatible with ¢ together with the A module structure
on M.

e For N; a A-module and Ny a B module. I(A/B)(Ny, Na) : Homa (N7, N2) = Homp(N; ®4 B, Na)
is the adjonction between the restriction of scalars and the extension of scalars.

e For N', N a A-modules, ev4(hom, ®)(N', N”, B) : Homus(N',N")®4 B — Homa(N', N” ® 4 B).
is the evaluation classical map.

Let ¢ : (S,01) — (S,02) a morphism of presheaves of ring on S € Cat.

e Let M € PSho, (S). We say that M admits an Oy module structure if there exits a structure of O,
module on M € PSh(S) which is compatible with ¢ together with the O; module structure on M.

e For Ny € Co,(S) and N € Co,(S),
I(01/02)(N1, N2) : Homgp, (N1, N2) — Homo, (N1 ®0, B, N2)

is the adjonction between the restriction of scalars and the extension of scalars.

e For N',N" € Co, (S),
evo, (hom, ®)(N', N"”,O3) : Homo, (N', N") @0, O3 — Homo, (N, N" @0, O2).

is the classical evaluation map.
Let (S,0s) € RCat.
e For Iy, Fy,G1,G2 € C(S), we denote by

T(®, 'Hom)(Fl, Fs, Gl, GQ) : 'Hom(Fl, Gl) X HOm(FQ, GQ) — 'Hom(Fl ® Fy, G1® GQ)

the canonical map.

e For G3 € C(S) and G1,G2 € Cog(S), we denote by

ev(hom, ®)(G3, Gl, Gg) : ’Hom(Gg, G1) ®og Gy — ’Hom(Gg, G1 ®og Gg)
pRs+— (s ¢(s') @ s)
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Let § € Cat a small category. Let (Hx : C(S/X) — C(S/X))xes a familly of functors which is
functorial in X. We have by definition, for Fy, F5 € C(S), the canonical transformation map

T(H,hom)(Fy, Fz) : H(Hom?®(Fy, F2)) — Hom®(H(F1), H(F)), (1)
¢ € Hom(Fy|x, Fyx) — HFfxFax(g) e Hom(H (Fyx), H(Fx)) (2)

in C(S).

Let 7,S € Cat small categories and f : 7 — S a morphism of presite.

For Fy, F» € C(T) we have by definition f,(F) ® F3) = f.F1 ® fiF2. For G1,Gs € C(S), we have
a canonical isomorphism f*G; ® f*Gy = f*(G1 ® G3) since the tensor product is a right exact
functor, and a canonical map f1G; ® f1Gy — fH(G1 ® Ga).

We have for F' € C(S) and G € C(T) the adjonction isomorphim,
I(f* FIF,G) : fHom® (fF,G) = Hom*(F, [.G). (3)

Let Og € PSh(S,Ring) by a presheaf of ring so that (S,Os), (T, f*Os) € RCat. We have for
F € Co4(S) and G € Cy-04(T) the adjonction isomorphim,

I(f* £)(F,C) : fuHomS-o,(f*F.G) =5 Homy (. .G, (4)
and

— the map ad(f*, fu)(F): F — f.f*F in C(S) is Og linear, that is is a map in Co,4(S),
— the map ad(f*, f)(G) : f*fxG — G in C(T) is f*Og linear, that is is a map in Cy-o4 (7).

For Fy, F» € C(T), we have the canonical map

T.(f,hom)(F1, F) := T(fv, hom) : f.Hom® (F1, Fy) — Hom®(fF1, f+F2), (5)
for X € S, ¢ € Hom(F s« (x), Fop+(x)) = fu 1770021200 (¢) € Hom(fo By g+ (x), foFolp-(x))  (6)
given by evaluation.

For G1,G2 € C(S), we have the following canonical transformation in C(7)

T(f,hom)(Gy1,Ge) :=T(f*, hom)(G1,Gs) : (7)

" Hom(G1,ad(f",f+)(G2)) F*Hom® (G, f.f*Gs) JI(f" f4)(G1,G2)

f 7f*)('Hom(f Gl)f GZ)) Hom.(f*G:L,f*GQ), (9)

f*’Hom° (Gl, GQ)
F* foHom® (F* G, f*Ga) 2X

Let Os € PSh(S,Ring) by a presheaf of ring so that (S,0g), (T, f*Os) € RCat. For G1,G3 €
Cos(S), we have the following canonical transformation in C'g«og (T)

T(f, hom)(G1,G2) :=T(f*, hom)(G1,G2) : (10)

) " . % fI(f",f)(G1,G
FHomd, (Gy, fuf*Gy) I LU 1(C1G2)
ad(f*,fx)(Homsxog (£7G1,f"G2))

f*Homog (G1,ad(f*,f+)(G2

[ Homg (G1, Ga)
[ fHomG o, (f*Gr, f7Go)

Let Og € PSh(S, Ring) by a presheaf of ring so that (S,Og), (T, f*Os) € RCat. For M € Cp,4(S)
and N € Cy«o,4(T), we denote by

Hom$o, (f*Ch, f*Ga),  (12)

ad(f*).f*)(M®Os.f*N)

T(f,)(M,N): M Qo f«N (13)
Fof (M @0y fuN) = fu(f*M ®pe0y f*f.N) 2D 6 (0 104 N) (14)

the canonical transformation map.
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Let f : (T,0r) — (S,0g) a morphism with (S, Og), (T,0r) € RCat. We have the adjonction
(f74 f2) : Cos(S) S Coyp(T)
with f*m91G .= f*G® 04 Or. If f*: C(S) — C(T) preserve monomorphisms, it induces the adjonction
(f%, £) : Cos a(S) S Corpa(T)

with f*m°d(G, F) := f*(G,F) ®+0s Or.
For a commutative diagram in RCat :

= (T",04) 2= (8,04),

b

(T,02) ——=(S,0n1)
we denote by, for I € Co/ (S'),

91m0df1* ad(g*mOd g2+ ) (F) *modF *mod *modF

mOdfugz*g gl*fz*g
ad(gfmo g1+) (fax ZMOdF) fg*gngdF

TmOd(D) (F) modf F

the canonical transformation map in Co,(7) and, for (G, F) € Co; ra(S'),

*mod . *mod
TUD)(G, F) : g fua(G, F) Lt 000

91" 1492295 (G, F) = 97" g1s forgs ™! (G, F)
d(q;modql*)(fZ*QQmOd(G F)) *mod(G F)

the canonical transformation map in Co, ru(7T) given by the adjonction maps.
Let f: (T,0r) — (S,0s) a morphism with (S, Og), (T,Or) € RCat.

e We have, for M, N € Cop4(S) the canonical transformation map in Co,. (7))
T(f,hom)(M,N)Q ¢x o, O

T, hom) (M, N) = 7 Homo, (M, N) 0002
e(hom,®)(f*M,f*N)

Homyo,(f*M, f*N) @f-0, O2
I(f*01/02)(f*M,f*™°4N)

Hom-0,(f*M, f*"*'N) Homo, (f7M, )

e We have, for M € Cp,(S) and N € Co,.(T), the canonical transformation map in Co,.(T)

ad(f*™° £.)(M®og f«N)

T4 f,@)(M,N): M ®0g f«lN

*MO *MO0 *MO0 ad(f'*m()dvf*)(N)
[P OUM @0 foN) = fo([M @0, [V N) —— "

(15)
fo(f M ®0, N) - (16)
the canonical transformation map.
We now give some properties of the tensor product functor and hom functor given above
Proposition 6. Let (S,0g) € RCat. Then, the functors
o (5)®(=):C(8)? = C(S), C(S) x Cos(S) = Cos(S)

* (—)®0g (=) : Cox(S) x Coy(S) — C(S) and in case Os is commutative (—) ®o, (—) : Cosg (8)? —
Cos(S)

are left Quillen functor for the projective model structure. In particular,
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o for L € C(S) is such that L™ € PSh(S) are projective for all n € Z, and ¢ : F — G is a quasi-
isomorphism with F,G € C(S), then ¢ @I : F® L — G® L is a quasi-isomorphism,

o for L € Co4(S) is such that L™ € PSho.(S) are projective for allm € Z, and ¢ : F — G is a
quasi-isomorphism with F,G € Co4(S), then ¢ @I : F ®oy L — G Qo4 L is a quasi-isomorphism.

Proof. Standard. O
Proposition 7. Let (S,0g) € RCat. Then, the functors
o Hom(,-) : C(S) x Cos(S) = Cos(S), C(S) x Cog(S) = Cos(S),

e Homog (") : Cox(S)xCos(S) = C(S) and in the case Os is commutative Homo, (-, ) : Cos(S)x
Cos (8) — Cos (8)7

are on the left hand side left Quillen functor for the projective model structure. In particular,

o for L € C(S) is such that L™ € PSh(S) are projective for alln € Z, and ¢ : F — G is a
quasi-isomorphism with F,G € C(S), then Hom(L, ) : Hom*(L,F) — Hom*(L,G) is a quasi-

isomorphism,

o for L € Co4(S) is such that L™ € PShog(S) are projective for allm € Z, and ¢ : F — G is a
quasi-isomorphism with F,G € Co4(S), then Homog (L, ¢) : Homg, (L, F') — Homg, (L,G) is a
quasi-isomorphism.

Proof. Standard. O

Let S € Cat a site endowed with topology 7. Denote by a, : PSh(S) — Sh(S) the sheaftification
functor A morphism ¢ : F'* — G* with F*,G* € C(S)) is said to be a T local equivalence if

a-H"(¢) : a  H"(F*) = a, H"(G*®)

is an isomorphism for all n € Z, where a, is the sheaftification functor. Recall that C;(S) C (C(S), F) =
C(PSh(S), F) denotes the category of filtered complexes of abelian presheaves on & whose filtration is
biregular.

e A morphism ¢ : (F*, F) — (G*, F) with (F*,F),(G*,F) € Cfy(S) is said to be a filtered 7 local
equivalence or an 1-filtered 7 local equivalence if

a-H"(¢) : ar H"(Grh, F*) = a, H"(Grh, G*)
is an isomorphism for all n,p € Z.

e Let r € N. More generally, a morphism ¢ : (F*, F) — (G*,F) with (F*,F),(G*,F) € Cy(S) is
said to be an r-filtered 7 local equivalence if for all p,q € Z,

a, EPU(¢) : a, EPIU(F*, F) = a, EP9(G*, F)

is an isomorphism. Note that if ¢ is an r-filtered 7 local equivalence, that it is an s-filtered 7 local
equivalence for all s > 7.

e A morphism ¢ : (F*,F) — (G*, F) with (F*,F),(G*, F) € Cfy(S) is said to be a oco-filtered 7
local equivalence if there exists r € N such that ¢ is an r-filtered 7 local equivalence. If a morphism
¢:(F*,F)— (G, F) with (F*,F),(G*,F) € Cyu(S) is an oo-filtered 7 local equivalence then, for
all n € Z,

a-H"(¢) : a, H"(F*,F) — a,H"(G*, F)

is an isomorphism of filtered sheaves on S. Recall the converse is NOT true (see section 2.1).
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Let (S,0) a ringed topos where S € Cat is a site endowed with topology 7. Let r € N. A morphism
¢: (F*, F)— (G*, F) with (F*,F),(G*,F) € Cogzriu(S) is said to be an r-filtered 7 local equivalence if
0¢ is one, where o : Cog i (S) = Cru(S) is the forgetful functor, that is if

a.EPU¢) : a, EPY(F*,F) — a.EP9Y(G*, F)

is an isomorphism for all p, q € Z.

Let S € Cat a site which admits fiber product, endowed with topology 7. A complex of presheaves
F* € C(S) is said to be 7 fibrant if it satisfy descent for covers in S, i.e. if for all X € S and all 7 covers
(Ci U; — X)ie] of X, denoting Uy = (Uio X g Ui1 Xg ...Uiy‘)iken] and for I C J, PrJ: Uj — Uy is the
projection,

e (Cl) : F.(X) — TOt(@card]:.F.(U]))
is a quasi-isomorphism of complexes of abelian groups.

e A complex of filtered presheaves (F'*, F) € C;(S) is said to be filtered 7 fibrant or 1-filtered 7
fibrant if it satisfy descent for covers in S, i.e. if for all X € S and all 7 covers (¢; : U; = X);er of
X,

(F*, F)(ci) : (F°, F)(X) = Tot(Bearar=e(F*, F')(Ur))

is a filtered quasi-isomorphism of filtered complexes of abelian groups.

e Let r € N. More generally, a complex of filtered presheaves (F*, F') € Cr;(S) is said to be r-filtered
7 fibrant if it satisfy descent for covers in S, i.e. if for all X € § and all 7 covers (¢; : U; = X)ier
of X,

EPI(E®, F)(ci) : EPU(F®, F)(X) = EP9(Tot(Gearar=e(F*, F)(Ur)))

is an isomorphism for all p,q € Z. Note that if (F*, F) is r-filtered 7 fibrant, then it is s-filtered 7
fibrant for all s > r.

e A complex of filtered presheaves (F*, F) € Cr;y(S) is said to be oo-filtered 7 fibrant if there exist
r € N such that (F'*, F) is r-filtered 7 fibrant. If a complex of filtered presheaves (F*, F') € Cy;(S)
is co-filtered 7 fibrant, then for all X € S and all 7 covers (¢; : U; = X);ey of X,

H"(F*,F)(¢;): H*(F*,F)(X) = H" Tot(®carar=e (F*, F)(Ur))

is a filtered isomorphism for all n € Z.

2.3.2 Canonical flasque resolution of a presheaf on a site or a presheaf of module on a
ringed topos

Let S € Cat a site with topology 7. Denote a, : PSh(S) — Shv(S) the sheaftification functor. There is
for F' € C(S) an explicit 7 fibrant replacement :

o k:F* s E2(F*) := Tot(E2(F*)), if F* € CH(S),
e k: F* — E*(F*) :=holim Tot(E2(F*=")), if F'* € C(S) is not bounded below.
The bicomplex E*(F*) := E?(F*) together with the map k : F* — E*(F*®) is given inductively by

e considering ps : S° — S the morphism of site from the discrete category S™ whose objects are the
points of the topos & and we take

ko = ad(ps, ps.) (F%) = E°(F*) == pspsF* = @D lim  F*(X),
seST 8

then a ko : a,F* — E°(F*®) is injective and E°(F*®) is 7 fibrant,
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e denote Q°(F*) := a, coker(ko : F'* — E°(F*)) and take the composite
E°(F®) = Q"(F*) — E'(F*) := E°(Q"(F*)).

Note that k : F* — E*(F*) is a 7 local equivalence and that a,k : a.F* — E*(F*) is injective by
construction.

Since E? is functorial, F is functorial: for m : F* — G* a morphism, with F*,G* € C(S), we have
a canonical morphism E(m) : E(F) — E(G) such that E(m)ok = k' om, with k : F — FE(F) and
k' : G — E(G). Note that E° hence F preserve monomorphisms. This gives, for (F*,F) € C;y(S), a
filtered 7 local equivalence k : (F*, F) — E*(F*, F) with E*(F*, F) filtered 7 fibrant.

Moreover, we have a canonical morphism E(F) ® E(G) — E(F ® G).

There is, for g : T — S a morpism of presite with 7,S € Cat two site, and F* € C(S), a canonical
transformation

T(g, B)(F*) : ¢ E(F*) = E(g"F*) (17)

given inductively by

e T(g9,E°)(F) := T(9,ps)(p5F) : g*E°(F) = g*pspsF — prig*psF = pr.oyg*F = E°(g*F),
T(9,Q°)(F) = T(g,E°)(F) : g*Q°(F) = coker(¢*F — ¢g*E°(F)) — Q°(g*F) = coker(¢*F —
E%(g*F)

o T(g,QY)(F) : g"E\(F) = g* EO(Q"(F)) ~E 1IN, pogeoryy Z0CDI, po o (g ) =
EY(g*F).

Let (S,0s) € RCat with topology 7. Then, for F* € Co4(S), E-(F*) is naturally a complex of Og
modules such that &k : F'* — E.(F*) is Og linear, that is is a morphism in Co4(S).
We will use the following :

Proposition 8. Let S € Cat an small category endowed with a topology 7. Let ¢ : GS — GS a morphism
with GY,GS € C(S). It is a morphism of filtered complex ¢ : (G}, ) — (GS, Fy,), where we recall that Fy,
is the trivial filtration. If ¢ : GY — G is an homotopy equivalence, then E(¢) : E*(GY, Fy) — E*(GS, Fp)
is a 2-filtered quasi-isomorphism that is for all p,q € Z

EJ4(E(¢)) : E3(E*(GY, Fy)) = ES(E®(GS, Fy))
is an tsomorphism
Proof. Let X € S.Consider the cohomological functors
Ty : K(S) = Ab,G* — H"E*(G*)(X) = H"(X,G*)

and denote, for G* € C(S) by EP9(Tx(G*)) the associated spectral sequence. The result then follows
(see [31]) from the following commutative diagram of complexes for each r € N

B E(9)
EY*(E*(GY, Fy)) ———— EP°E*(G3, )

_l l_

Eoe(Tx(GY) — D pee(r(GY))
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2.3.3 Canonical projective resolution of a presheaf of module on a ringed topos

Let (S,0g) € RCat. We recall that we denote by, for U € S, Z(U) € PSh(S) the presheaf represented
by U : for V € S Z(U)(V) = ZHom(V,U), and for h : V4 — Vo a morphism in S, and hy : V3 = U
Z(U)(h) : hy = hohq, and s is the morphism of presheaf given by s(V1)(h1) = F(h1)(s) € F(V1). There
is for F' € Cp,(S) a complex of Og module an explicit projective replacement :

o q:L(F*®) :=Tot(Lg(F*®)) — F*,if F* € C~(S),
e ¢: L(F*) :=holim Tot(Lg(F*<")) if F'* € C(S) is not bounded above.

For Og = Zs, we denote Ly (F*®) =: L(F*). The bicomplex L, (F®) together with the map ¢ : L¢ (F*®) —
F* is given inductively by

e considering the pairs {U € S, s € F(U)}, where U is an object of S and s a section of F over U we
take
w:L(F) = @ zU)20s>F,
(UeS,seF(U))

then ¢q is surjective and L(O)(F ) is projective, this construction is functorial : for m : F — G a
morphism in PSh(S) the following diagram commutes
q0
@(Ues,seF(U)) ZU)® Oy —=F
Lo(m)l m

g
69(UeS,s/eG(U)) Z(U) ® Os e

where (LO(m)KU,s))(U,m(U)(s)) = IZ(U) and (LO(m)KU,s))(U,s’) =0if S/ # m(U)(S),
e denote K2 (F) :=ker(qo : LY (F) — F)) and take the composite

20(K5(F))

0 2 Lo(F®) = Lo (Ko (F*)) Ko(F*®) = Lo(F*).

Note that ¢ = ¢(F) : L(F*) — F* is a surjective quasi-isomorphism by construction. Since L(O) is
functorial, Lo is functorial : for m : F* — G* a morphism, with F*, G* € C(S), we have a canonical
morphism Lo(m) : Lo(F) — Lo(G) such that ¢/ o Lo(m) = mo ¢, with ¢ : Lo(F) — F and ¢ :
Lo(G) — G. Note that LY and hence Lo preserve monomorphisms. In particular, it gives for (F*, F) €
Cos(S8), a filtered quasi-isomorphism ¢ : Lo(F*, F) — (F*, F). Moreover, we have a canonical morphism
Lo(F)® Lo(G) = Lo(F @ G).

Let g : T — S a morphism of presite with 7,S € Cat two sites.

e Let F'* € C(S). Since g*L(F*) is projective and q(¢*F) : L(g*F*®) — ¢g*F* is a surjective quasi-
isomorphism, there is a canonical transformation

T(g,L)(F*): g"L(F*) — L(g"F*) (18)
unique up to homotopy such that ¢(¢*F) o T(g, L)(F*) = g*q(F).

e Let F'* € C(S). Since L(g*F*®) is projective and g*q(F) : g*L(F*) — ¢g*F* is a surjective quasi-
isomorphism, there is a canonical transformation

T(g,L)(F*): L(g"F*) — g"L(F*) (19)

unique up to homotopy such that g*q(F) o T(g,L)(F*) = q(¢*F).
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o Let F'* € C(T). Since L(g.F*®) is projective and g.q(F) : g.L(F*®) — g.F* is a surjective quasi-
isomorphism, there is a canonical transformation
Ti(g, L)(F*®) : L(g«F*) — g« L(F*) (20)
unique up to homotopy such that g.q(F) o Ti(g, L)(F*) = q(g. F).

Let g : (T,0r) — (S,0g) a morphism with (7,0r),(S,0s) € RCat. Let F* € Cp,(S). Since
g 1L (F*) is projective and q(g*™°4F) : Lo(g*™°4F*®) — g*™°4F* is a surjective quasi-isomorphism,
there is a canonical transformation

T(g,Lo)(F*): "™ Lo(F*) = Lo(g"™*F*) (21)

unique up to homotopy such that ¢(g*™°%F) o T(g, Lo)(F*) = g*™?q(F).

Let p : (S12,0s,,) — (81,0s,) a morphism with (S12,0s,,),(S1,0s,) € RCat, such that the
structural morphism p*Og, — Osg,, is flat. Let F'* € Cp4(S). Since Lo(p*™°?F*®) is projective and
p*modq(F) : p*™medLo(F®) — p*™°dF* is a surjective quasi-isomorphism, there is also in this case a
canonical transformation

T(p, Lo)(F*) : Lo(p*™**F*) = p*™**Lo(F*) (22)
unique up to homotopy such that p*™°%q(F) o T'(p, Lo)(F*) = q(p*™°?F).

2.3.4 The De Rham complex of a ringed topos and functorialities
Let A € cRing a commutative ring. For M € Mod(A), we denote by
Der4(A, M) C Hom(A, M) = Homap(A, M)

the abelian subgroup of derivation. Denote by I4 = ker(ss : A@ A — A) C A® A the diagonal ideal with
sa(ai,a2) = a1 — ag. Let Q4 := I4/I3 € Mod(A) together with its derivation map d = da : A — Q.
Then, for M € Mod(A) the canonical map

w(M) : Hom s (Qa, M) = Dera(A, M), ¢+ ¢pod

is an isomorphism, that is Q4 is the universal derivation. In particular, its dual T4 := DA(Q,4) =
DA(I4/I%) is isomorphic to the derivations group : w(A) : T4 — Dera(A, A). Also note that Der 4 (A, A) C
Hom(A, A) is a Lie subalgebra. If ¢ : A — B is a morphism of commutative ring, we have a canonical
morphism of abelian group Qg,4)¢ : 4 — Qp.

Let (S,0s) € RCat, with Og € PSh(S, cRing) commutative. For G € PSho,(S), we denote by

Deros (05, G) C HOm(Os, G) = Homay (05, G)

the abelian subpresheaf of derivation. Denote by Zg = ker(ss : Os ® Os — Og) € PShpgsxo4(S) the
diagonal ideal with s5(X) = sog(x) for X € S§. Then Qo := Zs/I% € PSho,(S) together with its
derivation map d : Og — Qo is the universal derivation Og-module : the canonical map

w(G) : Homog (o, G) = Derpg(0s,G), ¢ +— ¢pod

is an isomorphism. In particular, its dual To, := D3 (Qos) = DE(Zs/Z2) is isomorphic to the presheaf
of derivations : w(Og) : Tos — Derpg(Og,Os) and Derp, (Og, Og) C Hom(Og, Os) is a Lie subalgebra.
The universal derivation d = dpog : Os — Q0 induces the De Rham complex

DR(Os) : Q:g = /\.Qos S C(S)

A morphism ¢ : Oy — Og with Og, O PSh(S, cRing) induces by the universal property canonical
morphisms
QO;/OS : Qo/s — QOS N DngOg/OS ZTOS — To/s

in PSho. (S).
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e In the particular cases where S = (S, 0g) € Var(C) or S = (5,0g) € AnSp(C), we denote as usual
Qg := QOS/(CS’ Ts := TOs/Cs and DR(S) = DR(Os/(Cs) : Q% S C(S)

e In the particular cases where S = (5,0g) € Diff(R) is a differential manifold, we denote as usual
Ag = Qos/Rs’ Tg := TOs/Rs and DR(S) = DR(OS/RS) : A:.; S O(S)

For f : (X,0x) — (S,0s) with (X,0x),(S,0s) € RCat such that Ox and Og are commutative, we
denote by
Qox/f*os = COker(QOx/f*Os : Qf*Os — QOX) S PShf*Os (X)

the relative cotangent sheaf. The surjection ¢ = qo,/r @ Qox — Qoy/f-0s gives the derivation
w(Qox /f+05)(@) = doy 5 : Ox — Qoy /505~ 1t induces the surjections ¢¥ := APq : Q%X — ng/f*Os'
We then have the realtive De Rham complex

DR(Ox/f*Os) = be/.f*os = /\.Qox/,f*Os € Cf*Os (X)
whose differnetials are given by
for X° € X andw € I(X°,Qp, ) d(¢"(w)) == ¢"T (d(w))

Note that 8, /..o, € Cr0s (S) is a complex of f*Og modules, but is NOT a complex of Ox module
since the differential is a derivation hence NOT Ox linear. On the other hand, the canonical map in
PShy-04(S)

T(f, hom)(Os, Os) : f*’Hom(Os, 05) — 'Hom(f*Os, f*Os)

induces morphisms
T(f, hom)(Os,0s) : f*Tos — Ti-0s and DF.o T(f, hom)(Os,0s) : Q=05 — f*Qos.
In this article, We will be interested in the following particular cases :
e In the particular case where Og PSh(S, cRing) is a sheaf, Qog, Tos € PSho, (S) are sheaves. Hence,
T(f, hom)(Os,05) : ar f*Tos = Ta, s0s and DPo T(f, hom)(Os,05s) : Qa, 05 — arf*Qog

are isomorphisms,where a, : PSh(S) — Shv(S) is the sheaftification functor. We will note again
in this case by abuse (as usual) f*Og := a,f*Os, f*Qos = a: [*Qog and f*Tos := arf*Tog, so
that
Q05 = [ Qos and f*Tog = Ty04
e In the particular cases where S = (5,05),X = (X,0x) € Var(C) or S = (5,05),X = (X,0x) €
AnSp(C), we denote as usual Qx/s := Qo /05, U4x/s = G0y /s : 2x — Qx5 and DR(X/S) :=
DR(Ox/f*Os) : Q;(/S € Cp04(9).

e In the particular cases where S = (S,05), X = (X,0x) € Diff(R), we denote as usual Ax,/g :=
Qoy/f-0s> Ux/5 = qox /s : Ax = Axys and DR(X/S) := DR(Ox/[*Os) : A% /5 € Cy05(5).

Definition 1. For a commutative diagram in RCat

D= (X,0x)—1—~(8,0s) .

|

f
(le OX’) - (T7 OT)
whose structural presheaves are commutative sheaves, the map in Cq/*OXfil(X/)

QOX//g/*OX tg *(be,Fb) = (Q;’*OX’FZ’) — (be, ) Fb)
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pass to quotient to give the map in Cg’*oxfil(X/)
Q(OY/!]/*OX)/(OT/!]*Os) = (QOy/g/*Ox)q
g *(be/,f*Os7Fb) = (Q;,*Ox/g,*f*OS7Fb) — (Q:)y/f,*OT’Fb)

It is in particular given for X ° € X', ¢*(X°) + X % and & € F(XO,QgX/f*OS),

’

Q041 190x) (0 19705) (K VW) = 40157 Qo 105 W) €TX0QS e, ).

where w € I‘(XO,Q’())X) such that qo /5(w) = @. We then have the following canonical transformation
map i Cogru(T)

TO(D) : g*mOdLof*E(QZ)X/f*oSan) L Q*f*E(Q.oX/f*osan) ®g+05 Or

T(g' E)(-)oT(D)(EQY ) 5-0,))

(FLE( " (/505 1)) @g-05 Or

E(Q<OX/ /9'*0x)/ (O /9% 05)

) m
fiE(Q.OX,/f’*OTva) ®g=0s Or — f;E(Q:)X,/f’*OTuFb)u

with m(n ® s) = s.n.

2.4 Presheaves on diagrams of sites or on diagrams of ringed topos

Let Z,7' € Cat and (fe,s) : Te — Se a morphism of diagrams of presites with 7, € Fun(Z, Cat),S. €
Fun(Z’, Cat). Recall it is by definition given by a functor s : Z — I’ and morphism of functor P(f,) :
Sse) = Se 05 — T,. and that we denote for short, Sy := Se 05 € Fun(Z, Cat). Recall that, for
rry : I — J a morphism, with I, J € Z, Dy is the commutative diagram in Cat

Dgry = Sy —s Ss(1) -

4

T —L T,

The adjonction

((f'vs)*v (f.,S)*) = ((f'vs)_lv (f.,S)*) : C(Ss(o)) S 0(7-')7
G = (Gr,ury) = (fe,8)"(G) == (f[(G1), T(Dy15)(Gs) o frury)
G = (Gr,ury) = (fe, 8)x(G) := (f1«(Gr), freury)

gives an adjonction

((fo,8)", (fo,5)x) : Crayit(Ss(ey) = Craypir(Te),
(G, F) = ((Gr,F),ury) = (fe, ) (G, F) = (f{ (G1, F), T(D15) (G, F) o frury)
(G, F) = ((Gr, F),ury) = (fe,8)(G, F) := (fr(Gr1, F), frsury).

For a commutative diagram of diagrams of presite :

D= TP

s5(e) ’

‘/(fzqsz) l(flm)

(91)5/1)

Tez(e) —= Ss(e)
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with Z,7', 7, J' € Cat and T, € Fun(Z, Cat), 7] € Fun(Z’, Cat), Se € Fun(J,Cat),S, € Fun(J’, Cat),
and s = s1 085 = sy08] : Z' — J, we denote by, for F' = (Fr,usj) € 0(82,2(_)),

97 f1x ad(g3,92«) (F) ad(gy g1«)(f2x95 F) FougiF
E— b PY ¢

T(D)(F) : g1 f1-F

the canonical transformation map in C(7, (), and for (G, F) = ((G1, F'),urs) € Cyq (S;;(.))v

91 f1:92+95 F = 91914 2495 F

971 f1x ad(g5,92+ ) (G, F)

T(D)(G,F) : g1 f1+(G, F) 911492495 (G, F) = g1 g1+ f2+95 (G, F)

ad(g7 91+ )(f2+95 (G, F)) f2 g*(G F)
*J2 ’

the canonical transformation map in C'; (7, () given by the adjonction maps.
Let So € Fun(Z,RCat) a diagram of ringed topos with Z € Cat. We have the tensor product bifunctor

()® () : PSH(S.)? - PSN(S.),
((Fr,urg, (Gr,urg)) = (Fryury) @ (Gr,vrg) :== (Fr @ Gr,urg @wvry)
We get the bifunctors
(=) @ (=) : Cra(Sa)* = Crua(Sa), (=) @ (=) : Cria(Sa) x Cospit(Sa) = Cos pir(Se).
We have the tensor product bifunctor
() ®os (-) : PSho, (Sa)? — PSh(S.),
((Fryurg, (Gryurg)) = (Fryurg) ®os, (Gr,vrg) = (Fr @os, Gr,ur; @ vry)
which gives,
e in all case it gives the bifunctor (—) ®os (=) : Coor fi(Se) ® Cog fit(Se) = Crit(Se).
e in the case Og is commutative, it gives the bifunctor (—) ®og (=) : Cog £it(Se)? = Cog fi1(Se)-

Let (fe, ) : (Te; O1) = (Se, Os) a morphism with (S., Og) € Fun(Z’, RCat), (7s, Or) € Fun(Z, RCat)
and Z,7" € Cat. which is by definition given by a functor s : Z — Z’ and morphism of ringed topos
fo : (Te,01) = (Ss(e); Os). As before, we denote for short, (S, Os) := (Se,Os) 0 s € Fun(Z, RCat).
Denote as before, for ryy: I — J a morphism, with I, J € Z, Dy the commutative diagram in RCat

Dyry = Sy —s Ss(1)

4

T1g
T;

We have then the adjonction

((f'as)*"wdv(fhs) ) COS(S ) COT(7;)
(GLUIJ) s (fo, 8)*m0d(G1,uIJ) — (f}kmOdG]7Tm0d(Df]J)( ) *moduIJ)
(Grourg) = (for8)«(Gryurs) == (fr«G1, freurs).

which induces the adjonction

((fo, )% (fo, 8)%) : Cos pit(Ss(e)) = Corppir(Te),
(G1, F)yurg) = (for )™ NG, F)yurg) i= (fi™NGL F), T D) (Gy) o f1 ™),
((GI,F)aUIJ)H(fﬁ )*((le )7uIJ) = (ff*(le )7f1*u1,])'

31



For a commutative diagram of diagrams of ringed topos, :

(92, 2)
(7:/702) (S//(.),Oi) )

l(h s2) l(flvsl)

(Te, O2) —— (Ss(e), O1)

Q1751)

with Z,7', 7, J" € Cat and T, € Fun(Z, Cat), 7, € Fun(Z’, Cat),Se € Fun(J, Cat), S, € Fun(J’, Cat),
and s = s1 085 =87 083 : Z' — J, we denote by, for F' = (Ff,urs) € Coy (S;,Q(.)),

*7nodf1* ad(g*mod gz*)(F)

TmOd(D)(F) . *modf F 91 giﬂmodfl*gz*gsmodF _ g gl*f2*g modF

ad(g7 g1 ) (far g5 ™ F)

faegs" U F

the canonical transformation map in Co, (7, ()), and for G = ((Gr, F),urs) € Cor ra (82,2(_)),

G,F)

mo *M0 g*modf * ad(g*mOdvg *)( *mo *1M0 *1M.0 *1M.0
TN D)(G,F) : gi™ f1.(G, F) 22 freg2:95" UG, F) = g7 g1 f2ug5" Y (G, F)

ad(g*m()dgl*)(f2*!]2m0d(c F)) *mod(G F)

the canonical transformation map in Co, fi1(7s,(e)) given by the adjonction maps.
Let (Se,Os) € Fun(Z,RCat) a diagram of ringed topos with Z € Cat and, for I € Z, Sy is endowed
with topology 77 and for r : I — J a morphism with I,J € Z, ry; : SJ — SI is continous. Let r € N.

o A morphism ¢ (¢]) ((F], F), U]J) — ((G], F), U]J) with ((F], F), UIJ), ((G], F), UIJ) € Cosfil(s.)
is said to be an r-filtered 7 local equivalence if the ¢ are r-filtered 7 local equivalences for all I € 7.

o ((Gr,F),ury) € Cogrit(Se) is said to be r-filtered 7 fibrant if the (Gr, F') € Cogfi(Sr) are r-filtered
7 fibrant for all I € 7.

2.5 Presheaves on topological spaces and presheaves of modules on a ringed
spaces

In this subsection, we will consider the particular case of presheaves on topological spaces.
Let f:T — S a continous map with S, T € Top. We denote as usual the adjonction

(f*, f+) == (P(f)", P(f)«) : PSh(S) = PSh(T)
induced by the morphism of site given by the pullback functor
P(f) : Ouv(S) — Ouv(T), (§° C S) — P(f)(S°):=8°xsT = f~1(S°)cT

Since the colimits involved in the definition of f* = P(f)* are filtered, f* also preserve monomorphism.
Hence, we get an adjonction

(f*, f) : PShyu(S) S PShyu(T), (G, F) = (f*G, f*F)
Let f: (T,07) — (S,0g) a morphism with (S, Og), (T, Or) € Top. We have then the adjonction
(fmod, f.) = (P(f)™4, P(f)s) : PShogpu(S) S PShogpa(T), f°UG, F) = [*(G,F) @505 Or
Recall CW C Top is the full subcategory whose objects consists of CW complexes. Denote, for n € N|

I":=10,1]", 8" :=1"/0I" € CW and A™ C I"™ the n dimensional simplex. We get I*, A* € Fun(A, CW)
Denote for S € Top, 15 := S x I'/(({0} x S)uU ({1} x S)) € Top.
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e Let f: T — S amorphism with T, S € Top. We have the mapping cylinder Cyl(f) := (T'xI')UsS €
Top and the mapping cone Cone(f) := (T x I') Uy S € Top. We have then the quotient map
qs : Cyl(f) — Cone(f) and a canonical retraction ry : Cone(f) — ST

e Recall two morphisms f,g: T — S with T, S € Top are homotopic if there exist H : T x I* — S
continous such that H o (I x ig) = f and H o (I x i;) = g. Then K(Top) := Hop: (Top) is a
triangulated category with distinguish triangle

T 2y Cyl(f) 25 Cone(f) -5 ST

e For X € Top, denote for n € N, m,(X) : Homg (op) (5™, X) the homotopy groups. For f: 7T — S
a morphism with 7S € Top, we have for n € N the morphisms of abelian groups

fo :mn(T) = mn(S),h— foh
Recall two morphisms f,g : T — S with T, S € Top are weakly homotopic if f. = gy : 7, (T) —
7 (S) for all n € N.

e For X € Top, denote by Ci"8(X) := ZHom(A*, X) € C~(Z) the complex of singular chains and
by C% . (X) := D2CE™8(X) := DZHom(A*, X) € C~(Z) the complex of singular cochains. For

sing

f:T — S amorphism with T, S € Top, we have
— the morphism of complexes of abelian groups
fe : C5M8(T) — CM8(S),0 — foo,
— the morphism of complexes of abelian groups

fr=D%, 05 (T) = C% . (S), a— ffa: (o0 ffa(o) :=a(foo))

sing sing

We denote by C € CT(X) the complex of presheaves of singular cochains given by,

sing
(U C X) = C;(,sing(U) = C;(,sing(U) = C:mg(U) = DZZ HOIII(A*, U),
(jU2<_>U1)'_>(j* : C* (Ul)—> x (Ug)

sing sing

and by ¢x : Zx — C¥ gy, the inclusion map. For f: T — 5 a morphism with T',.S € Top, we have
the morphism of complexes of presheaves

f* : Cg’,sing - f*C;:,sing
in C(S).
Theorem 7. (i) If two morphisms f,g: T — S with T,S € Top are weakly homotopic, then
H"(f.) = H"(9+) : Hnsing (T, Z) == H"C™8(T) — H,y sing (S, Z) == H"CE™8(S).
(i1) For S € Top there exists CW(S) € CW together with a morphism Lg : CW(S) — S which is

a weakly homotopic equivalence, that is Lg. : m7,(CW(S)) = 7,(S) are isomorphisms of abelian
groups for all n € N.

(i)’ For f : T — S a morphism, with T,S € Top, and Lg : CW(S) — S, Lg : CW(T) - T
weakly homotopy equivalence with CW (S),CW (T) € CW there exist a morphism L(f): CW(T) —
CW (S) unique up to homotopy such that the following diagram in Top commutes

cw(s) i~ s .

o

ow(r) X1

In particular, for S € Top, CW(S) is unique up to homotopy.
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Proof. See [14]. O
We have Kunneth formula for singular cohomology :

Proposition 9. Let X, X5 € Top. Denote by p1 : X1 X Xo — X3 and ps : X1 X Xo — X5 the projections.
Then
pT ®p§ : C:ing(Xl) ® :ing(X2) - C:ing(Xl X XQ)

is a quasi-isomorphism.

Proof. Standard (see [14] for example): follows from the fact that for all p € N, H"C%  (AP) = 0 for all

sing

n € 7. O

Remark 2. By definition, X € Top is locally contractile if an only if the inclusion map cx : Zx — C% g,
is an equivalence top local. In this case it induce, by taking injective resolutions, for n € Z isomorphisms

H"cx : HY(X,Zx) = H"(X, C% ging) = H"Chiye(X) = H}

sing sing (Xa Z)
We will use the following easy propositions :

Proposition 10. (i) Let (S,0s) € RTop. Then, if K* € Cy_(S) is a bounded above complex such
that K™ € PSho,(S) are locally free for alln € Z, and ¢ : F* — G* is a top local equivalence with
F,G € Coy(S), then 9 @1 : F* Qo4 L* — G®* ®o4 L® is an equivalence top local.

(i) Let f : (T,Or) = (S,0s) a morphism with (T,Or),(S,0s) € RTop. Then, if K € C§_(S) is a
bounded complex such that K™ € PShog(S) are locally free for alln € Z, and N € Co,.(T)

koT™(f,@)(M, E(N)) : K&og [ E(N) = f((f" " K)@0r BE(N)) = fE((f"K)®0 E(N))
is an equivalence top local.
Proof. Standard. O

Proposition 11. Leti: (Z,0z7) < (S,0s) a closed embedding of ringed spaces, with Z,S € Top. Then
for M € Cog(S) and M € Cio4(Z),

T(,@)(M,N): M ®0g i« N = i.(i" M Q;x04 N)
is an equivalence top local.
Proof. Standard. Follows form the fact that j%i./N = 0. O
We note the following :

Proposition 12. Let (S,0g) € Sch such that Og s are reduced local rings for all s € S. For s € S
consider q : Log ,(k(s)) — k(s) the canonical projective resolution of the Os s module k(s) := Osg,s/ms
(the residual field) of s € S. For s € S denote by iy : {s} — S the embedding. Let ¢ : F — G a morphism
with F,G € Cog,c(S) i.e. such that a,er H"F, a5, H"G € Coh(S) . If

Z§¢ ®i§Os Li;‘Os (k(s)) : ZzF ®i§Os Li;‘Os (k(s)) - ZzG ®i§Os LigOs (k(‘S))
is a quasi-isomorphism for all s € S, then ¢ : F — G is an equivalence top local.

Proof. Let s € S. Since tensorizing with L;-o4(k(s)) is an exact functor, we have canonical isomorphism
a(F),a(G) fiting in a commutative diagram

H"(i56Qix05 Lixog (k(s)))

H"(z:F ®i§Os Lif;Os (k(s))) Hn(Z:G ®i§Os Li;OS (k(s)))
la(F) la(G)

. is(H"$)®irogLixo (k(S)),*

is(H"F) ®i:05 Lizos(k(s)) "= iX(H"G) ®iz05 Lizos (k(s))
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Let n € Z. By hypothesis

H"(i{¢ @05 Lizos (k(s))) : H"(iTF ®iz05 Lizos (k(s))) = H"(i{G ®i;05 Lizos (k(s)))
is an isomorphism. Hence, the diagram 2.5 implies that

is(H"$) ®iz05 Lizos (k(5)) : i;(H"F) ®iz05 Lizos (k(s)) = i;(H"G) @iz05 Lizos (k(s))

is an isomorphism. We conclude on the one hand that i;H"¢ : i;H"F — i;H"G is surjective by
Nakayama lemma since (*H"F, i* H"G are Og , modules of finite type as F, G € Co, (S) has coherent
cohomology sheaves, and on the other hand that the rows of the following commutative diagram are
isomorphism

HO (i3 (H"$)®x04 Lizog (k(s)))

HO(i(H"F) @i:05 Lizos (k(s))) HO(i(H"G) @105 Liz0s ((s))) -
l i5(H" $)®;x 0,6 k(s)~ l
i2(H"F) @04 k(s) i5(H"G) ®i:04 k(s)

Since
is(H"$) ®iz05 k(s) 1 iy (H"F) @05 k(s) = i3 (H"F) @05 k(s)
is an isomorphism for all s € S, Og s =:i:0g are reduced, and a.q, H"F, a..» H"G are coherent, i} H" ¢ :
i:H"F — it H"G are injective. O
Let i : Z — S a closed embedding, with S, Z € Top. Denote by j : S\Z < S the open embedding of
the complementary subset. We have the adjonction

(iv,i') == (iy,i%) : C(Z) = C(S), with in this casei'F := ker(F — j,j*F).

It induces the adjonction (i.,4') : Cia)piu(Z) — Cay7u(S) (we recall that i := i preserve monomor-
phisms).

Let ¢ : Z < S a closed embedding, with S, Z € Top. Denote by j : S\Z < S the open embedding of
the complementary subset. We have the support section functors :

e We have the functor
Tz :C(S)— C(S), FrTz(F):= Cone(ad(j*, j.)(F) : F — 4.5 F)[-1],
together with the canonical map vz (F) : Tz F — F. We have the factorization

ad(ix,i') (F)" (

ad(iv, ) (F) : i,i'F r,Fr 25, g

and ad(i.,i')(F)" :i,i'F — I'zF is an homotopy equivalence. Since I' preserve monomorphisms,
it induce the functor

Tz :Cru(S) = Cra(S), (G, F) = Tz(G,F):=(TzGTzF),
together with the canonical map vz ((G, F) : Tz(G,F) — (G, F).
e We have also the functor
'y :C(S)— C(S), F— T',F := Cone(ad(ji, j*)(F) : jij*F — F),
together with the canonical map v%(F) : F — ', F. We have the factorization

vz (F) ad(i",i.) (F)”

ad(i*, i) (F) : F I . F,

35



and ad(i*,i,)(F)Y : T, F — 4,4*F is an homotopy equivalence. Since I'}, preserve monomorphisms,
it induce the functor

Lz :Cru(S) = Cru(S), (G, F) = T%(G,F):=(I'yG,TLF),
together with the canonical map v% (G, F) : (G, F) = '} (G, F).

Definition-Proposition 1. (i) Let g : S’ — S a morphism and i : Z < S a closed embedding with
S',8,Z € Top. Then, for (G,F) € Cry(S), there is a canonical map in Cy;y(S’)

T(Q?V)(GaF) : g*PZ(GaF) — FZXSS’Q*(GuF)
unique up to homotopy such that vzx s/ (9" (G, F)) o T(9,7)(G, F) = g*vz(G, F).

(i) Let ih : Z1 — S, ia 1 Zo — Zy be closed embeddings with S, Z1,Z € Top. Then, for (G,F) €
Cfil(S)a

— there is a canonical map T(Z2/Z1,7)(G,F) : T'z,(G,F) = I'z, (G, F) in Csy(S) unique up
to homotopy such that vz, (G, F) o T(Z2/Z1,7)(G, F) = vz,(G, F) together with a distinguish
triangle in Ky (S) := K(PShy;y(9))

dd(]; 7j2*)(FZI (G7F))

T(Z2/Z1,7)(G,F
D7,(G,F) D, Uy (G F) P2 7\2(C.F) = T, (G, F) ]
— there is a canonical map T(Z2/Z1,7v")(G, F) : T} (G, F) = T} (G, F) in Cru(S) unique up to
homotopy such that vy, (G, F) = T(Za/Z1,7")(G, F) o vy (G, F). together with a distinguish
triangle in Kz (S)

ad(ja1,j3)(G,F) T(Z2/Z1 7" )(G,F))
T\, (G,F) Lﬁgl(a, F) 27200 I}, (G, F) =Ty, (G F)1]

(iii) Consider a morphism g : (S',Z') — (S, Z) with (S, Z"), (S, Z) € Top®. We denote, for G € C(S)

the composite

T(Z' ] Zxs58 ~Y)(G)

T(D,v)(G): g'T3G =Ty, .¢9"G | ye

and we have then the factorization vy, (¢9*G) : ¢*G Iz(G), g TYG EACLCON 'y gG.

Proof. (1): We have the cartesian square

SN\Z—1 g
A4
S\Z x5S >
and the map is given by
(1,T(9,5) (" G)) : Cone(g"G — g"j.j*G) — Cone(g"G — jLj "¢ G = jlg " j"G).

(ii): Follows from the fact that j{T'z,G = 0 and j{T'} G = 0, with j; : S\Z; — S the closed embedding.
(iii): Obvious. O

Let (S,0g) € RTop. Let Z C S a closed subset. Denote by j : S\Z < S the open complementary
embedding,
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e For G € Co,(S), I'zG := Cone(ad(j*,7.)(G) : F — j.j*G)[—1] has a (unique) structure of Og
module such that vz(G) : T'zG — G is a map in Co,(S). This gives the functor

FZ : COSfil(S) — CfilOS(S)u (G,F) — Fz(G,F) = (FzG,FzF),

together with the canonical map vz((G,F) : Tz(G,F) — (G, F). Let Zy C Z a closed subset.
Then, for G € Co4(S), T(Z2/Z,7)(G) : Tz,G — I'zG is a map in Cog(S) (i.e. is Og linear).

e For G € Cp,(9), I'}G := Cone(ad(ji, j*)(G) : 71j*G — G) has a unique structure of Og module,
such that v%(G) : G — I'}G is a map in Cog(S). This gives the functor

F% : COsfil(S) — OfilOs (S)a (GaF) = Fé(GaF) = (F%G, F%F)a

together with the canonical map v ((G,F) : (G,F) — I',(G,F). Let Zy C Z a closed subset.
Then, for G € Co4(S), T(Z2/Z,7v")(G) : TG — Ty, G is a map in Co,(S) (i.e. is Og linear).

e For G € Cp,(5), we will use

ry"G: = DYLoTZEDYG)
. = Cone(DYLoad(js, j*)(E(DIQR)) : DY Loj.i* E(DYG) — DY Lo E(DYG))

and we have the canonical map ”yz’h(G) M — F}’hG of Og module. The factorization

(koD I(j1,57)(D°§* LoG)od(j1j* Lo G))?

ad(j!,j*)(LoM) : i LoG

ad(j.,i*)(E(DE Lo@))

DS Loj»j*E(DS LoG) DS Lo E(Dg LoG)

7% (LoG) (koD I(j1,57) (D §* LoG)od(jij* Lo G))?

gives the factorization vé’h(LoG) . LoG I'YLoG

F}’hLOG. We get the functor
Ty": Cosfir(S) = Cosri(S), (G, F) —TyMG, F) :=DYLoTzE(DY (G, F)),

together with the factorization

(Lo(G,F))

vy (Lo(G, F)) : Lo(G, F) -~
(koD® I (1,5 ) (DG 5" Lo(G,F))od(jij* Lo(G,F)))?

F%Lo(G, F)

Ty "Lo(G, F),
e Consider Z C Og a right ideal of Og such that 7 C Z, where Z§ C Og is the left and right ideal
consisting of section which vanish on Z.

— For G € PShp,(S), we consider, S° C S being an open subset,
IG(S°) =< {fm,m e G(S°), f € Z(5°)} >C G(S?)
since 7 is a right ideal, and we denote by b;(G) : ZG — G the injective morphism of Og modules
and by ¢z(G) : G — G/ZIG the quotient map. The adjonction map ad(ji, 7*)(G) : 17*G — G
factors trough b;(G) :

5/5(@) b1 (C),

b
ad(j, j°)(G) - ii" G
We have then the support section functor,

77" Cos(8) = Cos(8), G TG = Cone(br(G) : IG = G)
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together with the canonical map *yg’O(G) G — F}’OG which factors through

Y2 (G) bs/2(G)

v NG) G ryG ry°a.

By the exact sequence 0 — ZG M G ﬂ G/ZIG — 0, we have an homotopy equivalence
cr(G): Ty a = G/IG.
— For G € PShp,(S), we consider
Vi (G): G — G®osDY(T) := G @05 Hom(Z,Os)
The adjonction map ad(j*, j«)(G) : G — j.j*G factors trough b7 (G) :

ad(* 1)(G) : ¢ 5, ¢ oo, DYT) 2D,
We have then the support section functor,

9" Cogs(S) = Cos(S), G = TG := Cone(b;(G) : G — G ®o, DI(Z))[—1]
together with the canonical map 75 (G) : T'9G — G which factors through

bé/z(G) vz(G)

@) 1ga r,G G.
— By definition, we have for a canonical isomorphism
I(D,7°)(G) : DTV G = 19 'DYG
which gives the transformation map in Co, (S)

DEI(Dy°)(DEG) ™!

T(D,+°)(G) : TV0'DgG L2 p?rv.0pQa

or214(@)

D
DYry'ng*e 22— nory’a

Definition-Proposition 2. (i) Let g : (5',0s:) — (5,0s) a morphism and i : Z — S a closed
embedding with (S’,Ogr, (S,0g) € RTop. Then, for (G, F) € Cogru(S), there is a canonical map
mn Cos,fil(sl)

TN g, ) (G, F) : g T 2(G, F) = Tz 5509 (G, F)
unique up to homotopy, such that vzx s (g*™°1G) o T™°(g,7)(G) = g*™°y;G.

(i1) Let i1 : (Z1,0z,) < (5,0s), iz : (Z2,0z,) = (Z1,0z,) be closed embeddings with S, Z1, Zs € Top.
Then, for (G, F) € Cogriu(S), there is a canonical map in Cog i (S)

T(ZQ/Zla’Yvyo)(Ga F) : F\Z/;O(Ga F) — F\Z/;O(Ga F)
unique up to homotopy such that WE;O(G, F)=T(Zs/Z1,7V°)(G,F)o WZ;O(G, F).

(iii) Consider a morphism g : ((S',0s), Z") — ((S, Os), Z) with ((S’,0s), Z') — ((S,0s), Z) € RTop™.
We denote, for M € Cog4(S) the composite

~ ’ S/ Vv,0 G
TmOd(D,’yv’O)(G) . g*mOdFé’OG ~y l—‘\Z/,>E)SS,g*modG, T(Z2']ZxsS" v ") (G) I‘é}og*mOdG

and we have then the factorization

g*mod,y;,()(c)

Wg;O(g*modM) . g*modG g*modF},OG TMOd(Dv'Yv’o)(G)

F},/Og*modG
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Proof. (i): We have the cartesian square

J

S\Z ——= 5§
i
S\Z x5 9>
and the map is given by
(1,779 (g, j)(j* G)) : Come(g™™ G — g4, j*G) — Cone(g™™ G — jLj*g"™IG = jLg'*™o}* Q).

(ii):Obvious.
(iii):Obvious. O

Definition-Proposition 3. Consider a commutative diagram in RTop

Do= f:(X,0x) ——= (Y,0y) —= (8, 05s)

| A

f1 (X, 0x) = (Y',0y/) 2 (T, Or)

with i, i’ being closed embeddings. Denote by D the right square of Dy. The closed embedding i’ : X' — Y’
factors through i : X' -5 X xy Y’ % Y’ where i1,1q are closed embeddings.
(i) We have the canonical map,
E(Q0,,/4"<0y))/(0r/9-05)) ° T (" E)(=) o T(g",7)(—) :
g”*er(Qby/p*OS,Fb) —>FX><yY/E(Q Fb)

L]
Oyl/p/*OT’

unique up to homotopy such that the following diagram in Cyr. .o +u(Y') = Cpre oo pu(Y') com-
mutes

E(Q(o0, )oT(g", E)(=)oT(g"” ,¥)(-)
sz(oy /Y N/ O/

[ )
OY/Z)*OS7 FXXYY/E( Oy//p/*OT,Fb) .

’YX()\L l'YXXyY’()
1
EQ o, 14"+ 0y )05 ° T8 B)=)

g *E( by/P*Ostb) E( .Og,/p/*OT’Fb)

g *TxE(Qe

(ii) There is a canonical map,

TMO(D)’Y . g*mOdLOp*FXE(Q.Oy/p*OS’Fb) — p;FXXyY’E(Q‘

Oy//p,*OT ’ Fb)

unique up to homotopy such that the following diagram in Co.ra(T) commutes

*mod . T“’O(D)W ! .
g LOP*FXE(QOY/p*Ostb) p*FXXYY/E(QOY//p/*OT’Fb) .
’YX(—)L l’YXXyY’(_)
*1MO0 . T‘?(D) °
g dLOp*E(QOY/p*OSan) p;E(QOy//p/*OT’Fb)
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(iii) We have the canonical map in C .o, (Y')

T(X//X Xy Y/,’}/)(E( :)Y//pl*OT7Fb)) : FX/E(Q:?Y,/p’*OT’Fb) — FXXYY,E(Q.Oy//p’*OT’

F)
unique up to homotopy such that yxxyy (=)o T(X'/X xy Y, v)(=) = vx/(—).
Proof. Immediate from definition. We take for the map of point (ii) the composite

TMO(D)’Y . g*mOdLop*FXE(Q.Oy/p*OsvFb) i) g*p*FXE(Qby/p*OS7Fb) Rg*0g Or
T(g",E)(—)oT(g" W) (—)oT(D)E(QS, /pr0g))

(Ll x ey v B9 QY jros F) @g-05 O

E(Qw,,/ /gll*oy)/(oT/Q*os))

p;FXXyY’E(Q.Oy,/p’*OT7Fb) ®g*05 OT £> p;I‘XXyY’E(Q.Oy,/p’*OT7Fb)7
with m(n ® s) = s.n. O

Definition 2. (i) Let S € Top. For Z C S a closed subset, we denote by Cz(S) C C(S) the full
subcategory consisting of complexzes of presheaves F € C(S) such that aiopH™(j*F) = 0 for all
n € Z, where j : S\Z < S is the complementary open embedding and aop is the sheaftification
functor.

(i)’ More generally, let (S,Og) € RTop. For Z C S a closed subset, we denote by
Cog,2z(S) C Cos(S), QCohz(S) C QCoh(S)

the full subcategories consisting of complexes of presheaves G € Cog4(S) such that aiopH™(j*F) =0
for all n € Z, resp. quasi-coherent sheaves G € QCoh(S) such that j7*F = 0.

(i) Let S € Top. For Z C S a closed subset, we denote by Cyy z(S) C Cry(S) the full subcategory
consisting of filtered complexes of presheaves (G, F) € Cry(S) such that there exist v € N such that
Atop*EPY(G, F) = 0 for all p,q € Z, where j : S\Z — S is the complementary open embedding
and asop 5 the sheaftification functor. Note that this definition say that this r does NOT depend on
p and q.

(i)’ More generally, let (S,0Og) € RTop. For Z C S a closed subset, we denote by
Cos,fi,z(S) C Cog, 7i(S), QCohsi, z(S) C QCoh(S)

the full subcategories consisting of filtered complexes of presheaves (G, F) € Cogyru(S) such that
there exist 1 € N such that aopj*EP1(G,F) = 0 for all p,q € Z, resp. filtered quasi-coherent
sheaves (G, F) € QCoh(S) such that there exist r € N such that j*EPYF =0 for all p,q € Z. Note
that this definition say that this v does NOT depend on p and q.

Let (S,0s) € RTop and Z C S a closed subset.

e For (G,F) € Cyiy(S), we have I'z(G, F),T'L(G, F) € Criu z(9S).

o For (G,F) € Cogra(S), we have T'z(G, F), T} (G, F), T 2" (G, F),T'}°(G, F) € Cogri,z(S).
Proposition 13. Let S € Top and Z C S a closed subspace. Denote by i : Z — S the closed embedding.

(i) The functor i* : Shvz(S) — Shv(Z) is an equivalence of category whose inverse is i, : Shv(Z) —
Shvz(S). More precisely ad(i.,i*)(H) : i*i,H — H is an isomorphism if H € Shv(Z) and
ad(i«,1*)(GQ) : G = i.3*G is an isomorphism if G € Shvz(S).

(it) : The functor i* : Shvy,z(S) — Shvyy(Z) is an equivalence of category whose inverse is i :
Shv ;i (Z) — Shv i z(S). More precisely ad(is, i*)(H, F) : i*i.(H, F) — (H, F) is an isomorphism
if (H,F) € Shv(Z) and ad(i.,i*)(G,F) : (G,F) — i.i*(G,F) is an isomorphism if (G, F) €
Shvz(S).
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(it1) : The functor i* : Dy i z(S) — Dr5u(Z) is an equivalence of category whose inverse is i, :
D, ri(Z) = Dy ti,z(S). More precisely ad(i.,i*)(H,F) : i*i,(H,F) — (H,F) is an equivalence
top local if (H,F) € Cyy(Z) and ad(is,*)(G, F) : ( F) — i,.4*(G, F) is an equivalence top local
if (G, F) S Cfil)z(S).

Proof. (i):Standard.

(ii): Follows from (i).

(iil): Follows from (ii). O

Let S € Top and Z C S a closed subspace. By proposition 13, if G € C(5), ad(i.,i*)(T2zG) : T'zG —
i+1*T'zG is an equivalence top local since I'zG € Cz(S5).

Let (S,05) € RTop. Let D = U;D; C X a normal crossing divisor, denote by j : S\D < S the open
embedding, and consider Zp C Og the ideal of vanishing function on D which is invertible. We set, for
M e OOS (S)7

M(xD) := 1irrln Homoy (I", M),

and we denote by ap(F) : F — F(xD) the surjective morphism of presheaves. The adjonction map
ad(j*, j«)(F) : F — j.j*F factors trough ap(F) :

ad(j*, .)(F) : F 225, p4D) L()m*y F

Remark 3. o Let j: U — X an open embedding, with (X,0x) € RTop. Then if F' € Coho,, (U) is
a coherent sheaf of Oy module, j.F is quasi-coherent but NOT coherent in general. In particular
for F € Co,(U) whose cohomology sheaves aiq H"F are coherent for all n € Z, the cohomology
sheaves R"j. F := a, H"j. E(F) of Rj.F = j.E(F) are quasi-coherent but NOT coherent.

o Let j:U < X an open embedding, with X € Sch. Then if F' € Coh(U) is a coherent sheaf of Oy
module, j. F' is quasi-coherent but NOT coherent. However, there exist an Ox submodule F' C j. F
such that j*F = F and F € Coh(X).

The following propositions are true for schemes but NOT for arbitrary ringed spaces like analytic
spaces :

Proposition 14. (i) Let X = (X,0x) € Sch a noetherien scheme and D C X a closed subset.
Denote by j : U = X\D — X an open embedding. Then for F € QCoho, (U) a quasi coherent
sheaf, j.F € QCoho, (X) is quasi-coherent and is the direct limit of its coherent subsheaves.

(i) Let X = (X,0x) a noetherien scheme and D = UD; C X a normal crossing divisor. Denote by
j: U= X\D < X an open embedding. Then for F' € QCoho, (U) a quasi coherent sheaf, the
canonical map ax,p(F) : F(xD) = j.F is an isomorphism.

Proof. Standard. O

Proposition 15. Let S = (S,0g) € Sch and Z C S a closed subscheme. Denote by i : Z — S the closed
embedding.

(i) For G € QCohz(S), i*G has a canonical structure of Oz module. Moreover, the functor i*
QCohz(S) — QCoh(Z) is an equivalence of category whose inverse is i, : QCoh(Z) — QCohz(S).

(it) : The functor i* : QCohysy,z(S) — QCohyu(Z) is an equivalence of category whose inverse is
Ty QCOhfil(Z) — Qcohfi[)z(S).

(it1) : The functor i* : Dogfi,z,qc(S) = Doy fil.qc(Z) is an equivalence of category whose inverse is
it Doy fitge(Z) = Dog fit,z,4¢(5)-

Proof. (i):Standard.
(ii): Follows from (i).
(iii): Follows from (ii) since ¢* and i, are exact functors. O
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Definition 3. Let (S,0g) € RTop a locally ringed space with Og commutative. Consider an kg €
Cos(S). Let T C Og an ideal subsheaf and Z = V(I) C S the associated closed subset. For G €
PSho,(S), we denote by Gz = G := lim, G/I*G the completion with respect to the ideal T and by
F(G):G— Gy the quotient map. Then, the canonical map

T (®kg,hom)(DYG,05)

drs 2(G) - G L9 D02

7Tz B,hom)(—,—)

Homos (]D)gG Rog KS, Iis) Homos (PzE(]D)gG Rog Iis), PzE(Hs))

factors through

cz (@)

des,2(G): G 2 T 2O
KS, M

Gz Homo, (TzE(DYG ®0, ks),TzE(ks))

Clearly if G € Coy(S) then dyg z(G) is a map in Coy(S). On the other hand, we have a commutative
diagram

P dns (Do) oOP

QOS }[Somos (FZE(DSQOS ®og Iis),rzE(HS))

; -
deg,z(Q5TH)

Qpt omos (TzE(DYO! @0, ks),T2E(ks))
so that dig z(Q%) € C(9).
The following theorem is the from [13]

Theorem 8. Let S € Var(C). Let Z = V(Z) C S a closed subset. Denote by Ks € PShog(S) the
canonical bundle. Then, for G € Cog (95),

dics. 7(G) : Gz = Homos(TzEMYG ®os Ks),TzE(Ks))

is an equivalence Zariski local.

Let f : (X,0x) — (5,0g) a morphism with (S,0g) € RTop. In the particular case where Og is
a commutative sheaf of ring, To, € PSho(S) and Qos = Do Tos € PSho,(S) are sheaves and the
morphism in PSh(X)

T(f, hom)(Os, Os) : f*Hom(Os,O0s) = Hom(f*Os, f*Os)

induces isomorphisms T'(f, hom)(Og, Os) : f*To, — Tf0s and Do, T(f, hom)(Og,0s) : Q04 —
f*Qos where for F' € Shv(S), we denote again (as usual) by abuse f*F := a,f*F € Shv(S), aiqu :
PSh(S) — Shv(S) being the sheaftification functor.

Definition 4. (i) Let (X,0x) € RTop. A foliation (X,0x)/F on (X,0Ox) is an Ox module Qo /F €
PShoy (X) together with a derivation map d := dr : Ox — Qo /F such that

— the associated map q = qr := wx(d) : Qo — Qo /r is surjective

— satisfy the integrability condition d(ker q) C kerq which implies that the map d : Q%X — Q’g;;l
induce factors trough

P d p+1
Qo, — Qo

qp;_/\r'ql/ lqp+1:_/\zﬁq

P d _ optl
QOX/]: QOX/F

and d : ng/f — Q’g;;l/F is neccessary unique by the surjectivity of ¢7 : Q¢ — ng/f.
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In the particular case where Qo /5 € PShoy (X) is a locally free sheaf of Ox module, Doy q :
Tox 7 = DoxQoy 7 — Tox is injective and the second condition is then equivalent to the fact
that the sub Ox module To ;7 C Toy is a Lie subalgebra, that is [To /7, Toy /7] C Toy /7

(i1) A piece of leaf a foliation (X,0x)/F with (X,0x) € RTop such that Ox is a commutative sheaf
of ring is an injective morphism of ringed spaces | : (Z,0z7) — (X,0x) such that Q04 /0,
Qi~ox = Qo, factors trough an isomorphism

D+ o, T(i,hom)(Ox,0x) . i* .
X Z*QOX —q>Z*QOX/]:—>QOZ.

Q’i*OX/OZ : Qi*OX

(i) If f : (X,0x) — (S,0s) is a morphism with (X,0x),(S,0s) € RTop, we have the foliation
(X,0x)/(S,0s) := ((X,0x), f) on (X,0x) given by the surjection

q: QOX — Qox/f*os = COker(QOX/f*Os : Qf*Os — QOX)-
The fibers ix, : (X5,0x,) — (X,0x) for each s € S are the leaves of the foliation.
(iv) We have the category Fol RT op

— whose objects are foliated ringed spaces (X,0x)/F with Ox a commutatif sheaf of ring and
— whose morphisms f: (X,0x)/F — (S,05)/G are morphisms of ringed spaces f : (X,0x) —
(S,0s) such that Qo /505 : Q<05 — Qoy factors through

i} ]1))f*OST(f,hom)(Os,Osg){1 Qoy/frog
" Q0s == Q-0 ————Qox

f*qgl qu
q
QOX/f*OS

[*Qog/g Qoyx /7

This category admits inverse limits with (X,0x)/F x(Y,0y)/G = (X xY,p%Ox @p}-Oy) /05 F
pyG and

(X, 0x)/F X(s5,05)/m (Y, 0v)/G = (X x5 Y, 65(pxOx @ pyOy))/px F @ py§
with 0s : X XgY — X x Y the embedding given by the diagonal §s : S — S x S.

Let S € Top. Let S = Uézls’i an open cover and denote by S; = MierS;. Let i; : S; — S; closed
embeddings, with S; € Top. For I C [1,---[], denote by St = Il;c1S;. We then have closed embeddings
iy : St — St and, for J C I, the following commutative diagram

Dry= 51 L>g1

juT PIJT

Sy —L=8;

where jry : S; < S5 is the open embedding so ~thatt jrojry = jj. and pry: S’J — 5’1 the projection.
This gives the diagram of topological spaces (Sr) € Fun(P(N), Top) which which gives the diagram
(S1) € (Ouv(Sy)) € Fun(P(N), Cat) Denote m : S;\(Sr\Ss) < S; the open embedding.

Definition 5. Let S € Top. Let S = ulizlsi an open cover and denote by Sp = NierS;. Let i; : S; — S;
closed embeddings, with S; € Top. We denote by Criyi(S/(S1)) C Cri(Sr) the full subcategory

e whose objects are (G, F) = ((G1, F)icp,..q), ury), with (G, F) € Ctis,(Sr), andury : m* (G, F) —
m*pj(]*(gJ, F) are oo-filtered top local equivalences satisfying for I C J C K, prjujx oury = Ui
mn Ofil(S[),
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o the morphisms m : ((Gr, F),ury) = ((Hy, F),v1;) being (see section 2.1) a family of morphism of
complezes,

m = (m; : (G],F) — (HDF))IC[L---Z]
such that vryomy = prj«myoury in Cfu(gl).

A morphism m : ((Gr, F),ury) = ((Hy, F),vry) is said to be an r-filtered top local equivalence if all the
my are r-filtered top local equivalences.

Denote L = [1,...,I] and for I C L, poory : S % Sr — S, Prorn : S X S; — S; the projections.By
definition, we have functors

o T(S/(S1)) : Cra(S) = Cra(S/(S1)), (G, F) v (i1:j7 (G, F), 1)
o T((51)/5) : Cu(S/(S1)) = Cra(S), (Gr, F),urs) = holimrcr, poon«T%,p5 o (G1, F).-
Note that the functors T/(S/(S;) are embedding, since
ad(i7,ir) (1 F) = iqirej B = ji F
are top local equivalence.

Let f: X — S a morphism, with X, S € Top. Let S = U!_,S; and X = U!_, X; be open covers and
i;: Si = Si, 1+ Xy — X; be closed embeddings, such that, for each i € [1,1], fi := fix, : Xi — S; lift to

a morphism f; : Xl- — S’Z Then, f; = f‘XI s X1 =Nier Xy — St = NierS; lift to the morphism
fr=Merfi: Xr =Wer Xi — Sp = Wier S

Denote by pry : S; — S; and Py X; — X7 the projections. Consider for J C I the following
commutative diagrams

Dy = SILS'I , Diy = X —Ls X, , Dyr = SIL>§I
j”T p”T j}JT pIIJT fIT JZIT
Sy Y Sy X, —1- X, X, —- X,

We have then following commutative diagram

X; il X< X\X; .

it u
IJ
pIIJ p,IJ p,IJ
n x1

7;{]ZXJJJX]XX]XXJ\}%XJ<—/XJ\XJ
"y

whose square are cartesian. We then have the pullback functor

oo C(2)fil(s/(g1)) — C(2)fil(X/(XI))a
(Gr, F),ury) = f*((Gr, F),ury) := (F},ﬁ(GlaF)aﬁuu)

with

= = ad(pry.p) 5.)(—) ' 2 Ty (prony) (=)~ e Fa
frury T, f{(G1, F) %PIIJ*PUFX(,JCI (Gr, F) WJ—I>p/IJ*F§(,xX‘,\,pIJfI (G, F)

Prrx, (=) T%, F31(0G 5 op1aa) (=, =) (urs)

p/IJ*F}/(JpIT]fN;(GIa F) = p/IJ*F}/(J EP?J(GL F) Fg(,, fj(GJ, F)
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Let (G7 F) S szl(S) Since, j}*z/[*j}*f*(G,F) = O7 the HlOI‘phiSm T(Djl)(]?(G, F)) . ffll*]?(G,F) N
ilz*j}*f*(G, F) factors trough

VX, (=)

- % N - % Fx - -k TY(Dsr) (41 (G,F)) . Jxopx
T(Ds1)(j (G F)) : ffin; (G, F) ———= T, ffirji (G, F) ——="——= i} j; [*(G,F)
We have then, for (G, F) € Cf;(S), the canonical transformation map

T(f,7(0/1)(G,F)

FT(S/(SD)(G, F) T(X/(X1)(f*(G, F))

_l l_

e s Fx T7(Dy1) (57 (G, F)) 0 e
(FX(IfJZI*JI(GvF)vaI) e (Z/I*JI (G, F),I)

Proposition 16. Let S € Top. Let S = Uﬁzlsi an open cover and denote by S; = N;jecrS;. Let i; 1 S; —

S; closed embeddings, with S; € Top. Denote by D(Q)filyoo((S/(S']))) = HotoP,OO(C(Q)fil((S’/(S'I)))) the

localization of C(Q)fil((S/(S’I))) with respect to top local equivalences. The functor T(S/(S7)) induces an
equivalence of category

T(S/(S1)) : Di2yfit,o(S) = D2y pit,0((S/(S1)))
with inverse T((Sr)/5S)
Proof. Follows from the fact that for (G, F) € Cry(S),

ho }g% pO(OI)*ngp?(OI) (i1+J71 (G, F)) — po<or>*F§J}*(G, F)
is an equivalence top local. O

For f : T — S a morphism with T',.S € Top locally compact (in particular Hausdorf), e.g. T, .S € CW,
there is also a functor fi : C(T) — C(S) given by the section which have compact support over f, and,
for K1, K, € C(T), we have a canonical map

Ti(f, hom) : fuHom(K1, K2) = Hom(fi K1, fiK2)
The main result on presheaves on locally compact spaces is the following :
Theorem 9. Let f: T — S a morphism with T,S € Top locally compact.

(i) The derived functor Rf, : D(T) — D(S) has a right adjoint f' (Verdier duality) and, for K1, Ko €
D(T) and K3, K4 € D(S), we have canonical isomorphisms

— Rf*R’Hom'(ngKl, Kg) l> RHOTI’L.(Kl, f!Kg)
- f’R’Hom'(Kg, K4) l> R’Hom'(f*K3, f!K4)
(ii) Denote, for K € D(S), D(K) = RHom®*(K,a\Z) € D(S) the Verdier dual of K. Then, if K €
D.(S), the evaluation map ev®(S)(K) : K — D(D(K) is an isomorphism.
(iii) Assume we have a factorization f : T Ly Zg of f with I a closed embedding and p a smooth
morphism of relative dimension d. Then f'K =i'p* K[d]

Proof. (i):Standard, the proof is formal (see [30]).
(ii): See [30].
(iii): The fact that p' K = p*K|[d] follows by Poincare duality for topological manifold. O

We have by theorem 9 a pair of adjoint functor
(Rfi, f') : D(T) = D(S)
e with fi = f, if f is proper,

e with f' = f*[d] if f is smooth of relative dimension d.
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2.6 Presheaves on the big Zariski site or on the big etale site

For S € Var(C), we denote by pg : Var(C)*"/S < Var(C)/S be the full subcategory consisting of the
objects U/S = (U, h) € Var(C)/S such that the morphism h : U — S is smooth. That is, Var(C)*™/S is
the category

e whose objects are smooth morphisms U/S = (U,h), h: U — S with U € Var(C),

e whose morphisms g : U/S = (U,h1) — V/S = (V,ha) is a morphism g : U — V of complex
algebraic varieties such that ho o g = hj.

We denote again pg : Var(C)/S — Var(C)*™ /S the associated morphism of site. We will consider

r*(S) : Var(C) ), Var(C)/S £2 Var(C)*™/S

the composite morphism of site. For S € Var(C), we denote by Zg := Z(S/S) € PSh(Var(C)*™/S) the
constant presheaf By Yoneda lemma, we have for F' € C(Var(C)*™/S), Hom(Zs,F)=F. For f : T — S
a morphism, with T, S € Var(C), we have the following commutative diagram of sites

Var(C) /T —2 Var(C)*™ /T (23)

lp(f) lp(f)

Var(C)/S —2= Var(C)*™ /S
We denote, for S € Var(C), the obvious morphism of sites
&(S) : Var(C)/8 2% Var(C)*™ /S <% Ouv(S)
where Ouv(.S) is the set of the Zariski open subsets of S, given by the inclusion functors é(.S) : Ouv(S) —

Var(C)*™ /S < Var(C)/S. By definition, for f : T'— S a morphism with S, T € Var(C), the commutative
diagram of sites (23) extend a commutative diagram of sites :

&(T) : Var(C) /T —2* > Var(C)™ /T — T Ouv(T) (24)
lP(f) lP(f) lP(f)
&(S) : Var(C) /S —5—~ Var(€)™ /S — & Ouv(S)

e As usual, we denote by
(f* fe) = (P(f)", P(f)«) : C(Var(C)*™/S) — C(Var(C)*™ /T)

the adjonction induced by P(f) : Var(C)*™ /T — Var(C)*™/S. Since the colimits involved in the
definition of f* = P(f)* are filtered, f* also preserve monomorphism. Hence, we get an adjonction

(f* f) - Cra(Var(C)*™ /S) = Cra(Var(C)*™ /T), f*(G, F) := (f*G, [*F)
e As usual, we denote by

(f* fo) = (P(f)7, P(f)) - C(Var(C)/S) — C(Var(C)/T)

the adjonction induced by P(f) : Var(C)/T — Var(C)/S. Since the colimits involved in the
definition of f* = P(f)* are filtered, f* also preserve monomorphism. Hence, we get an adjonction

(f*5 f+) : Cra(Var(C)/S) = Cra(Var(C)/T), f(G, F) := (f*G, f*F)
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e For h: U — S a smooth morphism with U, S € Var(C), the pullback functor P(h) : Var(C)*™ /S —
Var(C)*™ /U admits a left adjoint C'(h)(X — U) = (X — U — S). Hence, h* : C(Var(C)*™/S) —
C(Var(C)*™ /U) admits a left adjoint

hy : C(Var(C)*™ /U) — C(Var(C)™/S), F s ((V, ho) — F(V/, 1))

lim
(V7 ,hoh/)—(V,ho)

Note that we have for V/U = (V, ') with &' : V' — U a smooth morphism we have hy(Z(V/U)) =
Z(V'/S) with V'/S = (V' h o h'). Hence, since projective presheaves are the direct summands of
the representable presheaves, hy sends projective presheaves to projective presheaves. For F'® €
C(Var(C)*™/S) and G* € C(Var(C)*™/U), we have the adjonction maps

ad(hy, h*)(G*) : G* = h*hsG* | ad(hg, h*)(F®) : hyh*F* — F*.

For a smooth morphism h : U — S, with U, S € Var(C), we have the adjonction isomorphism, for
F € C(Var(C)*™/U) and G € C(Var(C)*™/S),

I(hy, h*)(F, G) : Hom®(hsF, G) = hoHom® (F, h*G). (25)
e For f : T — S any morphism with 7,5 € Var(C), the pullback functor P(f) : Var(C)/T —

Var(C)/S admits a left adjoint C(f)(X — T) = (X - T — S). Hence, f* : C(Var(C)/S) —
C(Var(C)/T) admits a left adjoint

fo 1 C(Var(C)/T) = C(Var(C)/S), F s ((V ho) — FOV'. 1))

lim
(V',foh)=(V,ho)

Note that we have, for (V/T) = (V,h), f1Z(V/T) = Z(V/S) with V/S = (V, f o h). Hence, since
projective presheaves are the direct summands of the representable presheaves, hy sends projective
presheaves to projective presheaves. For F* € C(Var(C)/S) and G* € C(Var(C)/T), we have the
adjonction maps

ad(fy, [)(G®) : G* = [P /G, ad(fy, f7)(F®) : fyf " F* — F*.

For a morphism f : T — S, with 7,5 € Var(C), we have the adjonction isomorphism, for F' €
C(Var(C)/T) and G € C(Var(C)/S),

I(fe, f)F,G) : Hom® (f: F, G) = f.Hom®(F, f*G). (26)

e For a commutative diagram in Var(C) :

where h; and hg are smooth, we denote by, for F* € C(Var(C)*™/U),
Ty(D)(F*) : hasgi F* = gihusF®

the canonical map in C(Var(C)*™/T') given by adjonction. If D is cartesian with hy = h, g1 = ¢
fgzh/ZUT%T,g/ZUT%U,

Ty(D)(F*) =: Ty(g, h)(F*) : hyg *F* =5 g*hyF*®
is an isomorphism and for G* € C(Var(C)*™/T)
T(D)(G*) =: T(g,h)(G*) : g*h.G* => h.g*G*

is an isomorphism.
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e For a commutative diagram in Var(C) :

we denote by, for F'* € C'(Var(C)/X),
Ty(D)(F*®) = fa195F° — g1 frs F*

the canonical map in C(Var(C)/T) given by adjonction. If D is cartesian with hy = h, g1 = ¢
nghIZXT%T,gIZXT—}X,

Ty(D)(F*) =: Ty(g, [)(F*) : fig “F* = g" f,F*®
is an isomorphism and for G* € C(Var(C)/T)

T(D)(G®) = T(g.h)(G*) : ["9.G* = gL "G
is an isomorphism.

For f: T — S a morphism with S, T € Var(C),

o we get for F' € C(Var(C)*™/S) from the a commutative diagram of sites (24) the following canonical
transformation

T(e, f)(F®): fre(S)«F* — e(T).f"F*®,

which is NOT a quasi-isomorphism in general. However, for h : U — S a smooth morphism with

~

S,U € Var(C), T'(e,h)(F*) : h*e(S).F* — e(T).h*F* is an isomorphism.

o we get for F' € C'(Var(C)/S) from the a commutative diagram of sites (24) the following canonical
transformation

T(e, f)(F®): fre(S)«F* — e(T).f"F*®,

which is NOT a quasi-isomorphism in general. However, for h : U — S a smooth morphism with

~

S,U € Var(C), T(e,h)(F*) : h*e(S)«F* — e(T).h*F* is an isomorphism.
Let S € Var(C),
e We have for F,G € C(Var(C)*™/S),
— e(9)(F®G)=(e(S)F) ® (e(S)«G) by definition
— the canonical forgetfull map
T(S, hom)(F,G) : e(S).Hom*(F,G) — Hom®(e(S). F,e(59).G).
which is NOT a quasi-isomorphism in general.
By definition, we have for F' € C(Var(C)*™/S), e(S)sEzqr(F) = E.ar(e(S). F).
e We have for F,G € C(Var(C)/S),
— e(9)(F®G)=(e(S)F) ® (e(S)«G) by definition
— the canonical forgetfull map
T(S, hom)(F,G) : e(S).Hom*(F,G) — Hom®(e(S). F,e(5).G).

which is NOT a quasi-isomorphism in general.
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By definition, we have for F' € C(Var(C)/S), e(S)sF.ar(F) = Eqr(e(S)«F).
Let S € Var(C).

e We have the dual functor
Dg : C(Var(C)*™/S) — C(Var(C)*™/S), F +— Dg(F) := Hom(F, Ec+(Zs))
It induces the functor

LDg : C(Var(C)*™/S) — C(Var(C)*™/S), F — LDg(F) := Ds(LF) := Hom(LF, Ew,(Zs))

e We have the dual functor
Dg : C(Var(C)/S) — C(Var(C)/S), F + Dg(F) := Hom(F, Eet(Zs))
It induces the functor

LDs : C(Var(C)/S) — C(Var(C)/S), F s LDg(F) := Dg(LF) := Hom(LF, E(Zs))

The adjonctions
(€(5)",é(9)x) : C(Var(C)/S) = C(S), (e(9)",e(S).) : C(Var(C)*™/S) = C(S)
induce adjonctions
(e(S)*,é(9)«) : Cru(Var(C)/S) = Cru(S) , (e(S)*,e(S)s) : Cru(Var(C)*™/S) = Cru(S)
given by €(S).(G, F) := (e(9)+G, e(S9)+F), since e(S). and e(S)* preserve monomorphisms. Note that
o for F' € PSh(Var(C)*™/S), e(S).F is simply the restriction of F' to the small Zariski site of X,

o for F' € PSh(Var(C)/S), é(S).F = e(S)«ps«F is simply the restriction of F' to the small Zariski
site of X, pg.F being the restriction of F' to Var(C)*™/S.

Together with the internal hom functor, we get the bifunctor,

e(S)«Hom(-,-) : Cru(Var(C)*™/S) x Cry(Var(C)*™/S) — Caru(S), (27)
(F,W), (G, F)) — e(S)sHom® ((F*, W), (G*, F)). (28)

For i : Z — S a closed embedding, with Z, S € Var(C), we denote by
(is,3') == (P(i)s, P(i)*) : C(Var(C)*™/Z) = C(Var(C)*™/S)

the adjonction induced by the morphism of site P(i) : Var(C)*™/Z — Var(C)*™/S For i : Z — S a
closed embedding, Z, S € Var(C), we denote

Zz,s = Cone(ad(i",i.)(Zs) : Zs — i+Zz)

We have the support section functors of a closed embedding ¢ : Z — S for presheaves on the big
Zariski site.

Definition 6. Leti: Z < S be a closed embedding with S,Z € Var(C) and j : S\Z < S be the open

complementary subset.

(i) We define the functor
Iz : C(Var(C)*™/S) — C(Var(C)*™/S), G* — I'zG* := Cone(ad(j*, j:)(G*) : G* = 4.j*G*)[-1],

so that there is then a canonical map vz(G*) : T'zG* — G°.
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(ii) We have the dual functor of (i) :
Iy« C(Var(C)™/8) — C(Var(C)*™/S), F > Tz (F*) := Cone(ad(jy, j*)(G*) : jyj"G* — G*),
together with the canonical map v%(G) : F — ' (G).
(iti) For F,G € C(Var(C)*™/S), we denote by
1y, hom)(F,G) := (I, 1(js, )(F, G)™") : T Hom(F, G) =5 Hom(T'F, G)
the canonical isomorphism given by adjonction.

Let i : Z — S be a closed embedding with S, Z € Var(C) and j : S\Z < S be the open complemen-
tary.

e For G € C(Var(C)*™/S), the adjonction map ad(i.,i')(G) : i+i'G — G factor through vz(G) :

ad(ix,i')(Q)"

ad(i.,i)(G) : i,i'G r,(G) 29 a.

However, note that when dealing with the big sites P(i) : Var(C)*™/Z — Var(C)*™/S, if G €
C(Var(C)*™/S) is not A} local and Zariski fibrant,

ad(ix,i')(G)Y 1 i.i'G — T'2(G)

is NOT and homotopy equivalence, and I'zG € C(Var(C)*™/S) is NOT in general in the image of
the functor i, : C(Var(C)*™/Z) — C(Var(C)*™/5S).

e For G € C(Var(C)*™/S), the adjonction map ad(i*,i.)(G) : G — i.i*G factor through v} (G) :

(G) ad(i",i4)(G)”

ad(i*,i,)(G) : ¢ 229 rva el
and as in (i), ad(i*,is)(G)7 : T%(G) — i,i*G is NOT an homotopy equivalence but

Let i : Z < S be a closed embedding with S, Z € Var(C).

e Since I'z : C(Var(C)*™/S) — C(Var(C)*™/S) preserve monomorphism, it induces a functor

I'z: Cfil(Var((C)Sm/S) — Cfil(Var((C)Sm/S), (G, F) = Fz(G, F) = (FzG,FzF)

e Since I'Y, : C'(Var(C)*™/S) — C(Var(C)*™/S) preserve monomorphism, it induces a functor
T} : Cpu(Var(C)*™/S) — Cry(Var(C)*™/S), (G, F) — T4 (G, F) := (TG, T F)
Definition-Proposition 4. (i) Let g : 8" — S a morphism and i : Z — S a closed embedding with
S’,8,Z € Var(C). Then, for (G,F) € C¢y(Var(C)*™/S), there exist a map in Cyy(Var(C)*™/S")
T(9: G, F): g'T2(G, F) = Tzx559"(G, F)
unique up to homotopy such that yzx s (9*(G, F)) o T(g9,7v)(G, F) = g*vz(G, F).

(i) Let iy : Zy < S, ia : Zo < Z1 be closed embeddings with S, Z1,Zs € Var(C). Then, for (G, F) €
Cra(Var(C)*™/5),

— there exist a canonical map T(Z2/Z1,7)(G, F) :Tz,(G,F) = T'z, (G, F) in Cry(Var(C)*™/S)
unique up to homotopy such that vz, (G, F) o T(Z2/Z1,7)(G,F) = vz,(G, F), together with a
distinguish triangle

T(Z2/Z1,7)(G,F) ad(j3 .52+ )(T'z, (G, F))
Akl LAt

FZ2 (GaF) FZI (Gv F) I‘lZ1\Z2 (Gv F) — FZz (GaF)[l]

m Kfil (Var(C)Sm/S) = K(PShfil (Var(C)Sm/S)),
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— there exist a map T(Z2/Z1,v')(G,F) : Ty (G, F) =T
up to homotopy such that vy (G, F) =T (Z2/Z1,7")(G,
quish triangle

2,(G, F) in Cpy(Var(C)*™/S) unique
F)ony (G, F), together with a distin-

ad(j2z,45)(T'y, (G.F)) T(Z2/Z1 7Y ) (G, F)

Fél\ZQ (G7 F)
in Kypy(Var(C)*™/S).

(iii) Consider a morphism g : (S',Z') — (S, Z) with (S',Z'),(S,Z) € Var*(C) We denote, for G €
C(Var(C)*™/S) the composite

F\Z/l (G5 F)

I7,(GF) = T7,\ 4G P[]

T(Z')ZxsS" ~4V)(Q)

T(D,’Y\/)(G) . g*F%G :—> F%XSS/Q*G Fv/g*G
and we have then the factorization vy (¢9*G) : ¢*G Lt iGN g TYG A6 'y g*G.

Proof. (1): We have the cartesian square

S\Z—? s
i
S\Z x5S
and the map is given by
(I.T(g.J)(j*G)) : Cone(g"G — g"j.j"G) — Cone(g"G — jij "g"G = jlg"*j*G).
(ii): Follows from the fact that j{T'z,G = 0 and j{T'} G = 0, with j; : S\Z; — S the closed embedding.
(iii): Obvious. O
The following easy proposition concern the restriction from the big Zariski site to the small site Zariski
site :

Proposition 17. For f : T — S a morphism and i : Z — S a closed embedding, with Z,S,T € Var(C),
we have

(i) e(S).f. = fee(T). and e(S)* f. = fue(T)"
(ii) e(S).Tz = Tze(S),.

Proof. (1):The first equality e(S).«f« = f«e(T). is given by the diagram (24). The second equality is
immediate from definition after a direct computation.
(ii) For G* € C(Var(C)*™/S), we have the canonical equality

e(S).I'z(G*) = e(5). Cone(G — j.j*G*)[—1] = Cone(e(S).G* — e(S).j«j G*)[—1]
= Cone(e(9)«G* — j.j%e(5).G*)[—1]
= TI'ze(9).G*
by (i) and since j : S\Z < S is a smooth morphism. O

Definition 7. For S € Var(C), we denote by
Cos (Var(C)*™/S) := Ce(s)- 0, (Var(C)*" /5)

the category of complexes of presheaves on Var(C)*™/S endowed with a structure of e(S)*Og module,
and by
Cos rit(Var(C)* /S) := Ces)-0g pur(Var(C)*™ /S)

the category of filtered complexes of presheaves on Var(C)*™/Sendowed with a structure of e(S)*Og
module.
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Let S € Var(C). Let Z C S a closed subset. Denote by j : S\Z < S the open complementary
embedding,

e For G € Cp,(Var(C)*™/S), I'zG := Cone(ad(j*, j«)(G) : F — j.j*G)[—1] has a (unique) structure
of ¢(5)*Og module such that vz(G) : TzG — G is a map in Co4(Var(C)*™/S). This gives the
functor

I'z: Cosfi[(VaY(C)sm/S) — CfilOS (Var((C)sm/S), (G,F) — Fz(G,F) = (FzG,FzF),

together with the canonical map vz((G,F) : T'z(G,F) — (G,F). Let Zy C Z a closed subset.
Then, for G € Co,(Var(C)*™/S), T(Z2/Z,7)(G) : T2,G — I'zG is a map in Cog(Var(C)*™/5S)
(i.e. is e(9)*Og linear).

e For G € Co,(Var(C)*™/S), T'}G := Cone(ad(j¢, j*)(G) : jsj*G — G) has a unique structure of
e(S)*Og module, such that v%(G) : G — I'}G is a map in Co,(Var(C)*™/S). This gives the the
functor

F% : COsfil(S) — OfilOs (S)a (GaF) = F%(GaF) = (F%Gv F%F)a

together with the canonical map v3((G,F) : (G,F) — I'(G,F). Let Zy C Z a closed subset.
Then, for G € Co4(Var(C)*™/S), T(Z2/Z,7V)(G) : TG — '} G is a map in Cog(Var(C)*™/S)
(i.e. is e(5)*Og linear).

Definition 8. Let S € Var(C). Let Z C S a closed subset.

(i) We denote by
Cz(Var(C)*™/S) C C(Var(C)*™/8S)

the full subcategory consisting of complexes of presheaves F'* € C(Var(C)*™/S) such that ace H"(j*F*®) =
0 for all n € Z, where j : S\Z < S is the complementary open embedding and ac: is the sheaftifi-
cation functor.

(i)’ We denote by

Cos.z(Var(C)*™/S) C Cos (Var(C)*™/S),

the full subcategory consisting of complexes of presheaves F'* € C(Var(C)*™/S) such that ace H"(j*F*®) =
0 for all m € Z, where j : S\Z < S is the complementary open embedding and ae; is the sheaftifi-
cation functor.

(ii) We denote by
Cfuyz(Var((C)Sm/S) C Ofil (Var((C)Sm/S)

the full subcategory consisting of filtered complexes of presheaves (F'®, F) € Cyy(Var(C)*™/S) such
that there exist r € N such that aej*EPU(F*,F) = 0 for all p,q € Z, where j : S\Z — S is the
complementary open embedding and ac is the sheaftification functor. Note that by definition this r
does NOT depend on p and q.

(i)’ We denote by
Cos rit,z(Var(C)*™ /S) C Cog ru(Var(C)™™/5S)

the full subcategory consisting of filtered complezes of presheaves (F*,F) € Cogfu(Var(C)*™/5S)
such that there exist v € N such that aej*EPY(F*, F) =0 for all p,q € Z, where j : S\Z — S is
the complementary open embedding and a.: is the sheaftification functor. Note that by definition
this r does NOT depend on p and q.

Let S € Var(C) and Z C S a closed subset.
e For (G,F) € Cyy(Var(C)*™/S), we have I'z(G, F), T (G, F) € Cyi,z(Var(C)*™/S).
e For (G, F) € Cogpiu(Var(C)*™/S), we have I'z(G, F), F%(G, F) € Cogfi,z(Var(C)*™/S).
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Let S € Var(C). Let S = UL_,S; an open affine cover and denote by S; = NierSi. Let i; : S; — S;
closed embeddings, with S; € Var(C). For I C [1,---1], denote by S; = Il;c;S;. We then have closed
embeddings i; : S; < Sy and for J C I the following commutative diagram

Dry= 51 L>g1

juT PIJT

Sy —L=8;

where pry : S’J — 5'1 is the projection and jr; : §’J < St is the open embedding so that j; o j;; =
Jju. This gives the diagram of algebraic varieties (Sr) € Fun(P(N), Var(C)) which the diagram of sites
Var(C)*"/(Sr) € Fun(P(N), Cat). Denote by m : S\(S7\Ss) < S the open embedding.

Definition 9. Let S € Var(C). Let S = UL_,S; an open cover and denote by S; = NierSi. Let
i+ S; — S; closed embeddings, with S; € Var(C). We will denote by Cpy(Var(C)*™/(S/(S1))) C
Ca(Var(C)*™ /(Sy)) the full subcategory

e whose objects (G, F) = ((G1,F)rcp,..qpurs), with (Gr, F) € Ctiv.s, (Var(C)*"/S;), and ury :
m*(Gr, F) = m*p1j.(Gy, F) for I C J, are oo-filtered Zariski local equivalence, satisfying for
ICJCK, prysujk oury =usk in Cpy(Var(C)*™/Sy),

o the morphisms m : ((G, F),ury) — ((H, F),vr;) being (see section 2.1) a family of morphisms of
complexes,
m = (my: (G, F) = (Hr, F))rcp,

such that vy omy = prj«myoury in Cfu(Var((C)Sm/S’I).

A morphism m : (G, F),ury) = (Hy, F),vry) is said to an r-filtered Zariski, resp. etale local, equiva-
lence, if all the my are r-filtered Zariski, resp. etale, local equivalences.

Denote L = [1,...,(] and for I C L, po(ory : S X S; — S, Pr(on) : S X S; — S; the projections. By
definition, we have functors

o T(S/(S1)) : Cra(Var(C)™™/S) — Cra(Var(C)*™/(S/(51)), (G, F) = (ir.ji (G, F),T(Dr;)(j; (G, F))),
o T((51)/5) : Cu(Var(C)*™/(S/(S1))) = Cra(Var(C)*™/S), (G, F),urs) = holimrcr, poon«Té,pion (Gr, F)-
Note that the functors T'(S/(S;) are NOT embedding, since
ad (i, i) (J1 F) < ipinegr F — i F

are Zariski local equivalence but NOT isomorphism since we are dealing with the morphism of big sites
P(ir) : Var(C)*™/S; — Var(C)*™/S;. However, by theorem 15, these functors induce full embeddings

T(S/(Sr)) : Dya(Var(C)*™ /S) = Dyu(Var(C)*" /(S/(51)))
since for F' € C(Var(C)*™/5),
ho }1&0% Poon)«L &, Pron (131 F) = poon«T'$, 31 F
is an equivalence Zariski local.
Let f: X = Sa morphism with X, S € Var(C). Let S = U\_,S; and X = U._, X; be affine open

covers and i; : S; — Sl, ;0 Xy = X be closed embeddings. Let fZ : X — S be a lift of the morphism
fi= f|Xi : X; — S;. Then, f; = f|X1 : X1 = Nier X; — St = NjerS; lift to the morphism

fr=Ticrfi: Xr = Wier Xi — Sp = Mier S,
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Denote by prs : S’J — 5’1 and p}; : )N(J — XI the projections. Consider for J C I the following
commutative diagrams

Dyy = SILS’I , D7y = X, —Ls X, , Dy = SIL>§I
B Y A
Sy L>S’] X;—1s X, X —> X,

We have then following commutative diagram

X; o X, X\X] .

./ nI
JI‘] ’ / /
Pry Pry Pry

. lr. ~ nyxI ~ ~
i Xy —=' X x X1 x X —= Xy -~ XA\X
J

whose square are cartesian. We then have the pullback functor
F* : Caypa(Var(©)™™ /S/(31)) = Ciay pa(Var(©)™ /X /(X1),
(Gr, F),ury) = f*((Gr, F),ury) == (Cx, f{ (G1, F), fyury)
with

Fx rx ad ’*) ’ D) > Fx Ty ( ‘1n/)(7)71)
fyurs: Fyffff (G, F) M PQJ*PJJF}IJCI (Gr, F) e A

p/IJ*'Y;/(J(_)

p/IJ*P}/(IXj(J\Ipr]f}F (Gr, F)

T%, F31(p% 5 op1aa) (=, =) (urs)

pIIJ*F}/(Jpr]fN;(GIa F) = p/IJ*FB/(J EP?J(GL F) Fg(,, E(Gh F)

Let (G, F) € Cyy(Var(C)*™/S). Since, j}*i}*j}*f*(G,F) = 0, the morphism T'(Dy7)(j5 (G, F)) : f}‘iz*j}*(G,F) N
ilz*j}*f*(G, F) factors trough

. S Vi, (=) S TY(Dyr)(G3(GOF)) o e o
T(Ds1)(G5(G, F)) : fringi (G, F) 5T, ffingi(G, F) —L 0220 i 7 (G, F)

We have then, for (G, F) € Cy;(S), the canonical transformation map

T(f,T(0/1)(G,F)

F*T(S/(SN)(G. F)

—l

T(X/(XD)(f*(G, F))

l_

T7(Dy1)(57 (G, F)) g e e
d - (Z/I*.]I f (GvF)vj)

To show that the cohomology sheaves of the filtered De Rham realization functor of constructible
motives are mixed hodge modules, we will need to take presheaves of the following form

Definition 10. (i) Let f : X — S a morphism with X,S € Var(C). Assume that there exist a

factorization f: X Y xS 5 S, withY € SmVar(C), i : X — Y is a closed embedding and p the
projection. We then consider

Q(X/S) = pyT'xZy xs € C(Var(C)*™/8S).

By definition Q(X/S) is projective.
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(i) Let f: X — S and g : T — S two morphism with X,S,T € Var(C). Assume that there exist a

factorization f: X Y xS 5 S, withY € SmVar(C), i : X <= Y is a closed embedding and p the
projection. We then have the following commutative diagram whose squares are cartesian

f:X—i>Y><Sp—>S

Q’T g”:_(lxg)T QT

Xy =YV xT2—sT

We then have the canonical isomorphism in C(Var(C)s™ /T

T. s )1 oy
T(f,9,Q) : " Q(X/S) 1= g"pyT % Ly s 2P Pig TxZyxs

pyT(g" yV) (=) 7!
: Pil%, Zy xr =: Q(X1/T).

(iii) Let f: X — S a morphism with X,S € Var(C). Assume that there exist a factorization f : X SN
Y x84 S, withY e SmVar(C), i : X — Y is a closed embedding and p the projection. We then
consider

Q"(X/S) = p.Tx Ect(Zy x5) € C(Var(C)*™/S).

() Let f: X — S and g : T — S two morphism with X,S,T € Var(C). Assume that there exist a

factorization f: X Y xS 5 S, withY € SmVar(C), i : X — Y is a closed embedding and p the
projection. We then have the following commutative diagram whose squares are cartesian

fiX—syxSLsg
g'T g//?_(IXQ)T -‘JT
FoXp— sy xT X T
We then have the canonical morphism in C(Var(C)*™/T)

* * T(g,p)(— " %
T(f,9,Q") : g*Q"(X/S) := g*p.T x Ect(Zy x5) M P9 ‘TxEe(Zyxs)

WT(g" (=)
B s Pl xy Bet(Zy 1) = Q"(Xr/T).
We now give the definition of the A' local property :

Definition 11. Let S € Var(C). Denote for short Var(C)™ /S either the category Var(C)/S or the
category Var(C)*™/S.

(i) A complex F € C(Var(C)(5™ /S) is said to be A invariant if for all U/S € Var(C)*™) /S,
F(py): F(U/S) = F(U x A'/S)
is a quasi-isomorphism, where py : U x A' — U is the projection.

(ii) Let T a topology on Var(C). A complex F € C(Var(C)™) /S) is said to be A' local for the topology
7, if for a (hence every) T local equivalence k : F — G with k injective and G € C(Var(C)(5™) /9)
T fibrant, e.g. k: F — E.(F), G is A invariant for alln € Z.

(iii) A morphism m : F — G with F,G € C(Var(C)*™)/S) is said to an (A', et) local equivalence if for
all H € C(Var(C)©™) /S) which is A local for the etale topology

Hom(L(m), Eet(H)) : Hom(L(G), Eet(H)) — Hom(L(F), Ect(H))

is a quasi-isomorphism.
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Denote O* := P*\ {1}
e Let S € Var(C). For U/S = (U, h) € Var(C)*™ /S, we consider
O0* x U/S = (0% x U,hop) € Fun(A, Var(C)*™/S).
For F € C~(Var(C)®™/S), it gives the complex
C.F € C~(Var(C)*™/S),U/S = (U,h) — C.F(U/S) := Tot F(O* x U/S)
together with the canonical map cp := (0, Ip) : CL,F — F. For F € C(Var(C)*™/5), we get
C.F := holim,, C, F<" € C(Var(C)*™/S),

together with the canonical map cp := (0,If) : C.F — F. For m : F — G a morphism, with
F,G € C(Var(C)*™/S), we get by functoriality the morphism C.m : C.F — C.G.

e Let S € Var(C). For U/S = (U, h) € Var(C)/S, we consider
O x U/S = (A* x U, hop) € Fun(A, Var(C)/S).
For F € C~(Var(C)/S), it gives the complex
C.F € C~(Var(C)/S),U/S = (U, h) — C,F(U/S) := Tot F(O* x U/S)
together with the canonical map cp := (0, Ip) : C.F — F. For F' € C(Var(C)/S), we get
C.F := holim,, C,F=" € C(Var(C)/9),

together with the canonical map cp := (0,If) : C.F — F. For m : F — G a morphism, with
F,G € C(Var(C)/S), we get by functoriality the morphism C,m : C.F — C.G.

Proposition 18. (i) Let S € Var(C). Then for F € C(Var(C)*™/S), C.F is A! local for the etale
topology and cr : O, F — F is an equivalence (A, et) local.

1 morphism m : ' — G with F,G € ar sm 15 an ,et) local equivalence if and only
A morph F — G with F,G € C(Var(C)t™ /8 Al et) local lence if and onl
if there exists
{(X1a/S,a €A1}, ., {X /S, a € Ay} C Var(C)™) /S

such that we have in Hoe: (C(Var(C)™) /S))
Cone(m) = Cone(©aeca, Cone(Z(X1 4 x A'/S) — Z(X1.4/5))
— = Daen, Cone(Z(Xyo x A'/S) = Z(Xr.a/9)))
Proof. Standard : see Ayoub’s thesis for example. O
Definition-Proposition 5. Let S € Var(C).

(i) With the weak equivalence the (Al,et) local equivalence and the fibration the epimorphism with
A} local and etale fibrant kernels gives a model structure on C(Var(C)*™/S) : the left bousfield
localization of the projective model structure of C(Var(C)*™/S). We call it the projective (A, et)
model structure.

(ii) With the weak equivalence the (Al et) local equivalence and the fibration the epimorphism with A
local and etale fibrant kernels gives a model structure on C(Var(C)/S) : the left bousfield localization
of the projective model structure of C(Var(C)/S). We call it the projective (A1, et) model structure.

Proof. See [10]. O
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We will consider for the construction of the filtered De Rham realization functor the filtered case :

Definition 12. Let S € Var(C). Denote for short Var(C)*™) /S either the category Var(C)/S or the
category Var(C)*™/S.

(i) Let v € N. A filtered complex (G, F) € Cpy(Var(C)™ /8) is said to be an r-filtered A invariant
if for all U/S € Var(C)s™ /S, and all p,q € Z,

EPG(py) : EPY(G,F)(U/S) = EPY(G, F)(U x A'/S)

is an isomorphism of abelian groups, where py : U x A' — U is the projection. Note that this
definition say that this v does NOT depend on p and q.

(i)” A filtered complex (G, F) € Cyy(Var(C)5™ /S) is said to be oo-filtered A invariant if there exist
r € N such that (G, F) is r-filtered A invariant. This implies that for all U/S € Var(C)(*™) /S,

H"G(py) : H"(G,F)(U/S) = H™(G,F)(U x A'/S)
is a filtered isomorphism of filtered abelian groups for all n € Z.

(i) Let T a topology on Var(C)™). A filtered complex (G, F) € Cyy(Var(C)™)/S) is said to be r-
filtered A* local for the topology T if for a (hence every) r-filtered T local equivalence k : (G, F) —
(H, F) with k injective and (H,F) € Cyy(Var(C)*™)/S) r-filtered 7 fibrant (e.g. k : (G, F) —
E.(G,F)), (H,F) is r-filtered A' invariant.

(i)’ Let T a topology on Var(C)™). A filtered complexr (G,F) € Cyy(Var(C)™ /S) is said to be
oo-filtered At local for the topology T if there exists r € N such that (G, F) is r-filtered A* local.

Lemma 1. Let S € Var(C).

(i) Let (G, F) € Cpy(Var(C)™ /S) Then, if m : Q1 — Q2 with Q1,Q2 € C(Var(C)™) /S) projective
is an etale local equivalence,

Hom(m, Eet(G, F)) : Hom®*(Q2, Eet (G, F)) — Hom®*(Q1, Ee:(G, F))
s a filtered quasi-isomorphism.

(i) Let r € N. Let (G, F) € Cyy(Var(C)™) /S) be r-filtered A' local for the etale topology. Then, if
m: Q1 — Q2 with Q1,Q2 € C(Var(C)*™/S) projective is an (Al et) local equivalence,

Hom(m, Eet(G, F)) : Hom®*(Q2, Eet (G, F)) — Hom®*(Q1, Ee:(G, F))
is an r-filtered quasi-isomorphism.

(i)’ Let (G, F) € Cyy(Var(C)*™) /S) be oo-filtered A local for the etale topology. Then, if m : Q1 — Qo
with Q1, Qo € C(Var(C)5™ /S) projective is an (A, et) local equivalence,

Hom(m, Eot (G, F)) : Hom®(Q2, Eet (G, F)) — Hom® (Q1, Ee: (G, F))
is an oco-filtered quasi-isomorphism.

Proof. (i): Follows from the fact that E.: (G, F) is (1-)filtered etale fibrant.
(ii): By definition of an (A!, et) local equivalence (see proposition 18), there exist

{Xl,a/s,a S Al} yeeey {X&Q/S,a c AS} C Var((C)(sm)/S
such that we have in Ho.;(C(Var(C)®*™ /S))

Cone(m) = Cone(®aecp, Cone(Z(X1 4 x A'/S) — Z(X1.4/5))
— = Daen, Cone(Z(Xsa x A'/S) = Z(Xs.a/S)))
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This gives in Dy 1(Z) := Hofu,1(Z),
Cone(Hom(m, E.: (G, F))) — Cone(®aep, Cone(Eet (G, F)(X1,0/9) = Eet(G, F)(X1,0 X Al/S))
— o= Baer, Cone(Ee (G, F)(Xs.0/S) = Eu(G, F)(Xs.o x A'/S)))

Since (G, F) € Cyy(Var(C)*™/S) is r-filtered A® local for the etale topology, we have for all p,q € Z and
alll1 <i<sandall a €A,

EP1Cone(Eet (G, F)(Xi,0/S) = Eet(G, F)(X;0 x A'/S)) =0
Hence EP'? Cone(Hom(m, E.:(G, F))) = 0.
(ii):Follows immediately from (ii). O
Proposition 19. Let g : T — S a morphism with T, S € Var(C).
(i) The adjonction (g*, g«) : C(Var(C)*™/8S) = C(Var(C)*™/T) is a Quillen adjonction for the (Al et)
projective model structure (see definition-proposition 5).

(1)” Leth : U — S a smooth morphism with U, S € Var(C). The adjonction (hy, h*) : C(Var(C)*™/U) &=
C(Var(C)*™/S) is a Quillen adjonction for the (Al,et) projective model structure.

(i)” The functor g* : C(Var(C)*™/S) — C(Var(C)*™ /T) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A, et) local equivalence to (A, et) local equivalence.

(ii) The adjonction (g*,g.) : C(Var(C)/S) < C(Var(C)/T) is a Quillen adjonction for the (Al et)

projective model structure (see definition-proposition 5).

(ii)’ The adjonction (g4,9*) : C(Var(C)/T) = C(Var(C)/S) is a Quillen adjonction for the (A, et)
projective model structure.

(i)” The functor g* : C(Var(C)/S) — C(Var(C)/T) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A, et) local equivalence to (A1, et) local equivalence.

Proof. Standard : see [10] for example. O

Proposition 20. Let S € Var(C).
(i) The adjonction (p%, ps«) : C(Var(C)*™/S) < C(Var(C)/S) is a Quillen adjonction for the (A', et)

projective model structure.

(i) The functor ps. : C(Var(C)/S) — C(Var(C)*™/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A, et) local equivalence to (Al et) local equivalence.

Proof. Standard : see [10] for example. O

e For f : X — S a morphism with X,S € Var(C), we denote as usual (see [10] for example),
Z' (X /S) € PSh(Var(C)/S) the presheaf given by

— for X'/S € Var(C)/S, Z!" (X/S)(X'/S) :== Z/3/X (X' x5 X) C Z4_,(X' x5 X) which consist of
algebraic cycles oo = Y. nja; € Z4,, (X' x5 X) such that, denoting supp(a) = Uja; C X' xg X
its support and f’ : X' xg X — X’ the projection, f"supp(a) : supp(«) — X' is finite surjective,

— for g: X5/S — X;/S a morphism, with X;/5, X5/S € Var(C)/S,
Z7(X/8)(g) : 27 (X/8)(X1/S) = L' (X/S)(X2/S), e (g x 1) (a)
with g x I': X5 xg X — X x5 X, noting that, by base change, fa)supp((gx1)~1(a)) : SUPP((g X
I)7!(a)) — X3 is finite surjective, fo : X2 xg X — X3 being the projection.
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e For f: X — S a morphism with X, S € Var(C) and r € N, we denote as usual (see [10] for
example), Z¢1" (X /S) € PSh(Var(C)/S) the presheaf given by

— for X'/S € Var(C)/S, Zeawir(X/S)(X'/S) = Zeawir/X (X' x4 X) C Z4_,(X' x5 X) which
consist of algebraic cycles o = Y, njo; € Z4,,(X' x5 X) such that, denoting supp(a) =
Usa; C€ X' xg X its support and f/: X’ xg X — X’ the projection, f|/supp(a) :supp(a) — X'
is dominant, with fibers either empty or of dimension r,

— for g: X2/S — X1/S a morphism, with X;/S, X5/S € Var(C)/S,
2 (X]S)(g) 2 TN (X)S)(X1 /) = T4 (X/S)(Xa/S). o (g x 1) (a)

with g X I': Xo x5 X — X X5 X, noting that, by base change, fasupp((gx1)-1(a)) : SUPP((g X
I)7!(a)) — X3 is obviously dominant, with fibers either empty or of dimension r, fz : Xa X g
X — X, being the projection.

e Let S € Var(C). We denote by Zg(d) := Z¢0(S x A?/S)[—2d] the Tate twist. For F €
C(Var(C)/S), we denote by F(d) := F ® Zs(d).

For S € Var(C), let Cor(Var(C)*™/S) be the category

e whose objects are smooth morphisms U/S = (U, h), h: U — S with U € Var(C),

e whose morphisms « : U/S = (U, h1) — V/S = (V,hg) is finite correspondence that is a €
@;255(U; xg V), where U = L;U;, with U; connected, and Z/%(U; x5 V) is the abelian group
of cycle finite and surjective over Uj.

We denote by Tr(S) : Cor(Var(C)*™/S) — Var(C)*™/S the morphism of site given by the inclusion
functor Tr(S) : Var(C)*™ /S — Cor(Var(C)*™/S) It induces an adjonction

(Tr(S)* Tr(S).) : C(Var(C)*™/S) = C(Cor(Var(C)*™/S))

A complex of preheaves G € C(Var(C)*™/S) is said to admit transferts if it is in the image of the
embedding
Tr(S). : C(Cor(Var(C)*™/S) — C(Var(C)*™/95),

that is G = Tr(S). Tr(S)*G.
We will use to compute the algebraic Gauss-Manin realization functor the following

Theorem 10. Let ¢ : F* — G* an etale local equivalence with F*,G* € C(Var(C)*™/S). If F*
and G* are A local and admit tranferts then ¢ : F* — G* is a Zariski local equivalence. Hence if
F € C(Var(C)*™/8S) is Al local and admits transfert

k: EzaT(F) — Eet(Ezar(F)) = Eet(F)

is a Zariski local equivalence.

Proof. See [10]. O

2.7 Presheaves on the big Zariski site or the big etale site of pairs

We recall the definition given in subsection 5.1 : For S € Var(C), Var(C)?/S := Var(C)?/(S,S) is by
definition (see subsection 2.1) the category whose set of objects is

(Var(C)?/9)% := {((X,Z),h),h: X — S, Z C X closed } C Var(C)/S x Top
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and whose set of morphisms between (X1, Z1)/S = (X1, Z1),h1), (X1, Z1)/S = ((X2, Z2), ha) € Var(C)?/S
is the subset

Homvyar(c)2/s((X1, 21)/S, (X2, Z2)/S) ==
{(f: X2 = X5), st.hiof=hyand Z; C f(Z2)} C Homyuy(c)(X1, X2)

The category Var(C)? admits fiber products : (X1, Z;) X(3,7) (X2, Z2) = (X1 x5 Xo,Z1 Xz Z3). In
particular, for f : T — S a morphism with S,T" € Var(C), we have the pullback functor

P(f) : Var(C)*/§ — Var(C)*/T, P(f)((X, Z)/8) == (X1, Zr)/T, P(f)(9) == (g x5 f)

and we note again P(f) : Var(C)?/T — Var(C)?/S the corresponding morphism of sites.

We will consider in the construction of the filtered De Rham realization functor the full subcategory
Var(C)>*™ /S C Var(C)?/S such that the first factor is a smooth morphism : We will also consider, in
order to obtain a complex of D modules in the construction of the filtered De Rham realization functor,
the restriction to the full subcategory Var(C)??" /S C Var(C)?/S such that the first factor is a projection

Definition 13. (i) Let S € Var(C). We denote by

ps : Var(C)**™ /S — Var(C)?/S

the full subcategory consisting of the objects (U,Z)/S = ((U,Z),h) € Var(C)?/S such that the
morphism h : U — S is smooth. That is, Var(C)>*™ /S is the category

— whose objects are (U,Z)/S = ((U,Z),h), with U € Var(C), Z C U a closed subset, and
h:U — S a smooth morphism,

— whose morphisms g : (U, 2)/S = ((U,Z),h1) — (U',Z2")/S = (U',Z"),h2) is a morphism
g:U — U’ of complex algebraic varieties such that Z C g_l(Z’) and ho o g = h;.

We denote again pg : Var(C)?/S — Var(C)**™ /S the associated morphism of site. We have
r*(8) : Var(C)? " =E, vpr(©)2 /5 255 Var(C)2m /S

the composite morphism of site.

(ii) Let S € Var(C). We will consider the full subcategory
ps : Var(C)*?P" /S < Var(C)?/S

whose subset of object consist of those whose morphism is a projection to S :

(Var(C)%?"/S)? := {((Y x S, X),p), Y € Var(C), p: Y x S — S the projection} C (Var(C)?/S)°.
(ii) We will consider the full subcategory

s : (Var(C)%*mP /S) < Var(C)*>*™ /S
whose subset of object consist of those whose morphism is a smooth projection to S :

(Var(C)%smrr /S)0 .= {((Y x S, X),p), Y € SmVar(C), p: Y x S — S the projection} C (Var(C)?/5)°
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For f : T — S a morphism with T, S € Var(C), we have by definition, the following commutative
diagram of sites

Var(C)2/T -k Var(C)2?" /T . (29)
K \
P(f) Var(C)2=5m/T [TD Var(c)2,smpr/T
Var(C)?/S P(f)L Var(C)*rr /S P(f)
K [ X\
Val“(C)2’sm/S Hs Val“((C)z’smpT/S

Recall we have (see subsection 2.1), for S € Var(C), the graph functor

Crg : Var(C)/S — Var(C)>*"/S, X/S + Grg*(X/S) := (X x S, X)/S,
(9:X/S = X'/S) = Gri(g) == (g x Is: (X x5, X) = (X' xS,X"))

Note that Gré? is fully faithfull. For f : T — S a morphism with T,.S € Var(C), we have by definition,
the following commutative diagram of sites

Var(C)2P" /T o Var(C),T . (30)
X\ l K
P(f) Var(C)%s™mrr /T Grr(f) Var(C)*™/T
Var(C)2#" /S p<(;3§l Var(C) /S P
\ ‘/ X\
Glr}g2
Var(C)>*™ /S Var(C)*™/S

where we recall that P(f)((X, Z)/S) := ((Xr,Zr)/T), since smooth morphisms are preserved by base
change.

e As usual, we denote by
(f*, f2) = (P(f)", P(f)s) : C(Var(C)> ™ /S) — C(Var(C)> ™) /T)
f

the adjonction induced by P(f) : Var(C)>™ /T — Var(C)?(s™) /S. Since the colimits involved
in the definition of f* = P(f)* are filtered, f* also preserve monomorphism. Hence, we get an
adjonction

(f*, f+) : Cpa(Var(C)>™)/S) = Cpy (Var(C)> ™) /T), f*(G,F) :== (f*G, f*F)

For S € Var(C), we denote by Zs := Z((S,5)/(S,S)) € PSh(Var(C)*{™) /S) the constant presheaf.
By Yoneda lemma, we have for F' € C(Var(C)*»®™)/S), Hom(Zs, F) = F.

e As usual, we denote by

(f*, f2) = (P(f)*, P(f)s) : C(Var(C)>(=mPr /S) — C(Var(C)> (=™ /T
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the adjonction induced by P(f) : Var(C)%(m™P" /T — Var(C)*(=™)Pr /§. Since the colimits involved
in the definition of f* = P(f)* are filtered, f* also preserve monomorphism. Hence, we get an
adjonction

(f*, f2) : Cpa(Var(C)>(mPr /S) = Cpyy (Var(C)2™PT T, f4(G, F) == (f*G, f*F)

For S € Var(C), we denote by Zg := Z((S, S)/(S, S)) € PSh(Var(C)?*™/S) the constant presheaf.
By Yoneda lemma, we have for F' € C(Var(C)**™/S), Hom(Zs,F) = F.

For h : U — S a smooth morphism with U, S € Var(C), P(h) : Var(C)?>*™/S — Var(C)>*™/U
admits a left adjoint

C(h) : Var(C)?*™ /U — Var(C)>*™/S, C(h)((U',Z'),h') = (U, Z'),h o h").
Hence h* : C(Var(C)?*m/8) — C(Var(C)%*™/U) admits a left adjoint
hy : C(Var(C)**™/U) — C(Var(C)**™/S)

F WE (U, Z),h li F(U', Z" U
— (hy (U, 2), O)'_>((U’,Z’),hohl'r)nﬂ((U,Z),ho) (', z"/U))

For h : X — S a morphism with X, S € Var(C), P(h) : Var(C)?/S — Var(C)?/X admits a left
adjoint
C(h) : Var(C)?/X — Var(C)?/S, C(h)((X',Z'),h') = (X', Z'),ho ).

Hence h* : C(Var(C)?/S) — C(Var(C)?/X) admits a left adjoint
hy : C(Var(C)?*/X) — C(Var(C)**™/9)

F hF: ((X,2),h li F(X', 2"/ X
o P (X2 ho) s ol F((X2)/X))

For p: Y x S — S a projection with Y, S € Var(C) with Y smooth, P(p) : Var(C)%mr"/S —
Var(C)>$™P" /Y x S admits a left adjoint

C(p) : Var(C)>*™P" /Y x § — Var(C)?*™P /8,
COI(Y' % $.2)p) = (V' x 8, Z'),pop).

Hence p* : C(Var(C)?*™"/S) — C(Var(C)>*™P" /Y x S) admits a left adjoint

Py O(Var(@)z’smpr/}/ x S) — C(Var(C)Zsmpr/S)

F— (pgF: (Yo xS,Z),po) — F((Y’xYxS,Z’)/YxS);

lim
((Y'xY xS,Z"),pop’)—((Yo xS,Z),po)

For p: Y x S — S a projection with Y, S € Var(C), P(p) : Var(C)??"/S — Var(C)**"/Y x S
admits a left adjoint

C(p) : Var(C)>P" )Y x S — Var(C)??" /S, C(p)(Y' x S,Z'),p') = (Y x 8,Z'),pop).
Hence p* : C(Var(C)??"/S) — C(Var(C)?>?" /Y x S) admits a left adjoint
py : C(Var(C)**" /Y x S) — C(Var(C)**"/S)

F (ppF : (Yo xS,2),p) — li F(Y'xY xS,2)Y x 8
e s (Vo x S Zhp) > )Y 8))

Let S € Var(C).
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e We have the dual functor
Dy : C(Var(C)>™ /S) — C(Var(C)>(™ /S), F = Dg(F) := Hom(F, Et(Z((S, 5)/5)))
It induces the functor
LDg : C(Var(C)>t™) /8) — C(Var(C)>™ /S, F s LDg(F) := Dg(LF) := Hom(LF, Ee,(Z((S,5)/S)))
e We have the dual functor
Dy : C(Var(C)>™Pr /§) — C(Var(C)>™P" /S), F s D (F) := Hom(F, Et(Z((S, 5)/5)))
It induces the functor
LDg : C(Var(C)>EmPr /8) - O(Var(C)>™P /S), F — LDg(F) := Dg(LF) := Hom(LF, Eet(Z((S, 5)/S)))

Proposition 21. (i) Let S € Var(C). Let h: U — S a smooth morphism with U € Var(C). Then for
F € C(Var(C)*™/S), the canonical map in C(Var(C)%smP" /S)

T(Grg, hom)(Z(U/S), F) : Grg* Hom(Z(U/S), F) = Hom(Gr&* Z(U/S), Grs™* F)
is an isomorphism.

(i) Let S € Var(C). Let h : U — S a morphism with U € Var(C). Then for F € C(Var(C)/S), the
canonical map in C(Var(C)?P"/9)

T(Grg, hom)(Z(U/S), F) : Grg* Hom(Z(U/S), F) = Hom(Grs* Z(U/S), Grs™* F)
is an isomorphism.

Proof. (i): We have, for (X x S, Z)/S € Var(C)?*m?" /S the following commutative diagram
ri2 hom S), S,
Crl2* Hom(Z(U/S), F)(X x S, 215y T2 NG o i 71/.9), Grl2 FY(X x S, 2)/5)

i— L-

im((xxs,2)/5)>arzv/s) F(U xs V) UM ((x xv,2)/2x sU) = Cri2 (W) s) F(W)

We then note that the map {(((X x S,2)/S) = Grg*(V/S)} = {(X xU,2)/Z xsU) = Grg*(W/S)}
obviously admits an inverse since a map (X x U, Z xg U)/S — (W x S,W)/S) is uniquely determined
by a map ¢g : X — W such that (g x Is)(Z) C W. (ii):Similar to (i). O

We have the support section functors of a closed embedding ¢ : Z < S for presheaves on the big
Zariski site of pairs.

Definition 14. Leti: Z — S be a closed embedding with S, Z € Var(C) and j : S\Z — S be the open
complementary subset.

(i) We define the functor
I'z : C(Var(C)**™/8) — C(Var(C)*>*™/S), G* — I';G* := Cone(ad(j*, j.)(G*) : G* = 4.7 *G*)[-1],
so that there is then a canonical map vz(G*) : T'zG* — G°.

(i) We have the dual functor of (i) :
Iy : C(Var(C)**™/S) — C(Var(C)**™/S), F + I'y(F*) := Cone(ad(jy, 5*)(G*) : jzji*G* — G*),

together with the canonical map v%(G) : F — 'y (G).
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(iii) For F,G € C(Var(C)%*™/S), we denote by
I(y, hom)(F,G) = (I,1(j;,7*)(F,G)™ ") : TzHom(F,G) = Hom(I'}F,G)
the canonical isomorphism given by adjonction.

Note that we have similarly for i : Z — S, ¢/ : Z/ — Z closed embeddings, g : T — S a morphism
with T, S, Z € Var(C) and F € C(Var(C)?*™/S), the canonical maps in C(Var(C)**™/S)

o T(9,7)(F): g'TzF S Tzxsrg*F, T(9,7")(F) : TYy 79" F = g*TzF
o T(Z'|Z,~)(F):T'zoF -TzF, T(Z'|]Z,~V)(F):TyF —-T%F

but we will not use them in this article.
We now define the Zariski and the etale topology on Var(C)?/S.

Definition 15. Let S € Var(C).

(i) Denote by T a topology on Var(C), e.g. the Zariski or the etale topology. The T covers in Var(C)?/S
of (X,Z)/S are the families of morphisms

{(c; : (Ui, Zxx U;) /S = (X, Z)/S)icr, with (¢; : Uy = X);er 7 cover of X in Var(C)}

(ii) Denote by T the Zariski or the etale topology on Var(C). The T covers in Var(C)%*™ /S of (U, Z)/S
are the families of morphisms

{(c; : (Ui, Z xu Uy) /S — (U, Z)/S)icr, with (¢; : U; — U)ier T cover of U in Var(C)}

iii) Denote by T the Zariski or the etale topology on Var(C). e 7 covers in Var(C)* 0
jii) D b he Zariski h ! I Var(C). Th in Var(C)>6mrr /G of
(Y x 8,7)/S are the families of morphisms

{(e; x Is: (Ui xS, Z xyxs Ui xS8)/S = (Y x8,2)/8)icr, with (¢; : Uy = Y );cr 7 cover of Y in Var(C)}

Let S € Var(C). Denote by 7 the Zariski or the etale topology on Var(C). In particular, denoting a :
PSh(Var(C)?(*™) /S) — Shv(Var(C)>®™ /S) and a, : PSh(Var(C)?(™?r /§) — Shv(Var(C)>(™pr /S)
the sheaftification functors,

e a morphism ¢ : F — G, with F,G € C(Var(C)>™)/S) is a 7 local equivalence if a, H"¢ :

a,H"F — a,H"G is an isomorphism, a morphism ¢ : F — G, with F,G € C(Var(C)%(smrr/g),
is a 7 local equivalence if a,H"¢ : a; H"F — a;H"G is an isomorphism,

e a morphism ¢ : (G1,F) — (Ga, F), with (G4, F), (Gs, F) € Cyy(Var(C)>(™/8), is an r-filtered
7 local equivalence if for all p,q € Z, a,E?%¢ : a;EP1(G1,F) — a;EP?(Gy, F) is an isomor-
phism of sheaves on Var(C)%(™) /S a morphism ¢ : (G1,F) — (G, F), with (G1, F), (G2, F) €
Cpa(Var(C)2(mPr /S) is an r-filtered 7 local equivalence if for all p, q € Z, a, E?9¢ : a, E?9(Gy, F) —
a,;EP9(Gy, F) is an isomorphism of sheaves on Var(C)%(sm)Pr /g,

e [* ¢ C(Var(C)*>™/8) is 7 fibrant if for all (U, Z)/S € Var(C)*>®™) /S and all 7 covers (c; :
(Ui, Z Xy UZ)/S — (U, Z)/S)le] of (U, Z)/S,

F*(ci) : F*((U, 2)/S) — Tot(Searar—eF* (U1, Z x1y Ur)/S))

is a quasi-isomorphism of complexes of abelian groups, F* € C(Var(C)>(™»7/S) is 7 fibrant if
for all (Y x S,Z)/S € Var(C)>(™?Pr /S and all 7 covers (¢; x Is : (U; x S, Z xyxs U; x S)/S —
(Y X S, Z)/S)le] of (Y X S, Z)/S,

F.(Ci X Is) : F.((Y X S, Z)/S) — TOt(EBcard]:.F.((U] X S, 1 Xy UJ)/S))

is a quasi-isomorphism of complexes of abelian groups,
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e (F*,F) € Cyy(Var(C)>™)/9) is r-filtered 7 fibrant if for all (U, Z)/S € Var(C)>™) /S and all 7
covers (¢; : (Ui, Z xy U;) /S = (U, Z)/8S)ier of (U, Z)/S,

EPUE, F)(ci) : EPIU(E®, F)(U, 2)/5) = EP(Tot(@carar=e (F*, F)((Ur, Z xv Ur)/5)))

is an isomorphism of of abelian groups for all p,q € Z, (F*, F) € C;(Var(C)»m™Pr /S is r-filtered
7 fibrant if for all (Y x S, Z)/S € Var(C)>(™P" /S and all 7 covers (¢; x Is : (U; X S, Z Xy x5 U; x
8)/S = (Y x 5,2)/S)icr of (Y x 8,2)/5,

EPY(F* F)(c;xIg) : EPYF*, F)(YxS,Z)/S) = EPYTot(Bearar=e(F*, F)(Ur xS, ZxyU1)/S)))
is an isomorphism of abelian groups for all p, q € Z.
Will now define the A! local property on Var(C)?/S.

Definition 16. Let S € Var(C).Denote for short Var(C)*(™) /S either the category Var(C)?/S or the
category Var(C)>*™ /S. Denote for short Var(C)>(™P" /S either the category Var(C)>P" /S or the cate-
gory Var(C)>smrr /S,

(i) A complex F € C(Var(C)>™)/8), is said to be A' invariant if for all (X, Z)/S € Var(C)>(™ /8
F(px): F((X,2)/S) = F(X x A',(Z x A"))/S)
is a quasi-isomorphism, where px : (X x Al (Z x AY)) — (X, Z) is the projection.
(i)’ A complex G € C(Var(C)>(™Pr/8) s said to be A invariant if for all (Y xS, Z)/S € Var(C)>(smrr /g
G(pyxs): G((Y x S,2)/8) — G((Y x A x S,(Z x A))/S)
is a quasi-isomorphism of abelian group for all p,q € Z.

(ii) Let T a topology on Var(C). A complex F € C(Var(C)>©™)/S) is said to be A' local for the T
topology induced on Var(C)%/S, if for an (hence every) T local equivalence k : F — G with k
injective and G € C(Var(C)>(5™) /S) 1 fibrant, e.g. k: F — E,.(F), G is A" invariant.

(C
(i) Let T a topology on Var(C). A complex F € C(Var(C)>™P/S) is said to be A' local for the T
topology induced on Var(C)?P" /S, if for an (hence every) T local equivalence k : F — G with k
injective and G € C(Var(C)>(™Pr /S) 1 fibrant, e.g. k: F — E.(F), G is A" invariant.

(iii) A morphism m : F — G with F,G € C(Var(C)>(™)/S) is said to an (A',et) local equivalence if
for all H € C(Var(C)>©™) /S which is A local for the etale topology

Hom(L(m), Eet(H)) : Hom(L(G), Eet(H)) — Hom(L(F), Ee:(H))

is a quasi-isomorphism.

(iii)’ A morphism m : F — G with F,G € C(Var(C)>™?7 /S) is said to an (A, et) local equivalence if
for all H € C(Var(C)>&m™Pr /8 which is A local for the etale topology

Hom(L(m), Eet(H)) : Hom(L(G), Eet(H)) — Hom(L(F), Eet(H))

is a quasi-isomorphism.

Denote O* := Pg\ {1}
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e Let S € Var(C). For (X,Z)/S = ((X,Z),h) € Var(C)>(™) /S we consider
(0" x X,0* x Z)/S = (0" x X,0* x Z,hop) € Fun(A, Var(C)>™ /§).
For F € C~(Var(C)%(s™)/8S), it gives the complex
C.F € C~(Var(C)>t™ /8 (X, 2)/S = (X, Z),h) — C.F((X, Z)/S) := Tot F((O*x X,0*x Z/S)
together with the canonical map cg := (0, Ir) : CF — F. For F' € C(Var(C)*>™)/S), we get
C,F := holim,, C, F<" € C(Var(C)>t™/3),

together with the canonical map c¢p := (0,Ip) : CuF — F. For m : F — G a morphism, with
F,G € C(Var(C)>(=™ /8S), we get by functoriality the morphism C,m : C, F — C.G.

e Let S € Var(C). For (Y x 8,2)/S = ((Y x S, Z),h) € Var(C)>(™P" /S we consider
(O"xY xS5,0"x Z)/S=(0"xY x 5,0 x Z,hop) € Fun(A, Var(C)/95).
For F € C~(Var(C)%(™Pr/8) it gives the complex

C.F € C~(Var(C)>tmrr /gy,
(Y x8,2)/S = (Y x8,2),h) — C.F(Y x 8,2)/S) :=Tot F(O* x Y x S,0* x Z)/S)

together with the canonical map cp := (0,Ir) : C,F — F. For F € C(Var(C)*>™Pr/8), we get
C.F := holim,, C, F<" € C(Var(C)>mPr /g,

together with the canonical map c¢p := (0,Ip) : C.F — F. For m : F — G a morphism, with
F,G € C(Var(C)>(mpr /§) we get by functoriality the morphism C,m : C,F — C.G.

Proposition 22. (i) Let S € Var(C). Then for F € C(Var(C)>t™)/S), C.F is A" local for the etale
topology and cp : C. F — F is an equivalence (Al et) local.

(i)’ Let S € Var(C). Then for F € C(Var(C)>»tm™r/S) C,F is A' local for the etale topology and
cr : CoF — F is an equivalence (A, et) local.

(i) A morphism m : F — G with F,G € C(Var(C)>(™ /8) is an (A, et) local equivalence if and only
if aee H"Cy Cone(m) = 0 for alln € Z.

(i) A morphism m : F — G with F,G € C(Var(C)>C™P"/S) is an (A, et) local equivalence if and
only if aee H"C, Cone(m) = 0 for alln € Z.

(iii) A morphism m : F — G with F,G € C(Var(C)>»®™) /S is an (A', et) local equivalence if and only
if there exists

{(X1.00Z1.0)/Sa € M}y {(X oy Zra)/S,a € A} C Var(C)26™ /8
such that we have in Ho;(C(Var(C)>™) /8))
Cone(m) = Cone(@aecp, Cone(Z((X1,o x A, Z1 o x AY)/S) = Z((X1.0, Z1.0)/5))
— oo = Baen, Cone(Z((Xpo x AV, Z, 0 x AN/S) = Z(X 1.0, Zr.0)/S)))

(iii)” A morphism m : F — G with F,G € C(Var(C)*»G™Pr/8) is an (Al et) local equivalence if and
only if there exists

{(Via XS, Z1.0))S € M}y {(Yra X S, Z10)/S, 0 € Ay} C Var(C)2CmPr /g
such that we have in Ho;(C(Var(C)>™) /8))

Cone(m) = Cone(@aca, Cone(Z((Y1 o x A x 8, Z1 o x AN)/S) = Z((Yi.0 X S, Z1.4)/5))
— o= Baen, Cone(Z((Yra x A X S, Zy 0 x AY)/S) = Z((Yra X S, Zr.0)/9)))

66



Proof. Standard : see Ayoub’s thesis section 4 for example. Indeed, for (iii), by definition, if Cone(m) is
of the given form, then it is an equivalence (A!, et) local, on the other hand if m is an equivalence (A, et)
local, we consider the commutative diagram

" op

l c(@) l

G——C,G

to deduce that Cone(m) is of the given form. O
Definition-Proposition 6. Let S € Var(C).

(i) With the weak equivalence the (Al et) local equivalence and the fibration the epimorphism with
AY local and etale fibrant kernels gives a model structure on C(Var(C)*™)/S) : the left bousfield
localization of the projective model structure of C(Var(C)>™) /S). We call it the projective (A", et)
model structure.

(i) With the weak equivalence the (A, et) local equivalence and the fibration the epimorphism with A}
local and etale fibrant kernels gives a model structure on C(Var(C)>(™Pr /S : the left bousfield
localization of the projective model structure of C(Var(C)>(™P"/S). We call it the projective
(Al et) model structure.

Proof. Similar to the proof of proposition 5. O
In the filtered case, we consider :

Definition 17. Let S € Var(C). Denote for short Var(C)>(™) /S either the category Var(C)?/S or
the category Var(C)>*™/S. Denote for short Var(C)>("™P" /S cither the category Var(C)>P" /S or the
category Var(C)2smPr /S,

(i) Letr € N. A filtered complex (G, F) € Cpy(Var(C)2(5™) /S) is said to be r-filtered A' invariant if
for all (X,Z)/S € Var(C)>=m) /g

ERUG, F)(px) : (G, F)(X,Z)/8) = EPU(G,F)((X x A", (Z x A1))/S)

is an isomorphism of abelian groups for all p,q € Z, where px : (X x A*,(Z x A1) — (X, Z) is the
projection. Note that this definition say that this r does NOT depend on p and q.

-

Let r € N. A filtered complex (G, F) € Cyyy(Var(C)>C™P"/S) is said to be r-filtered A' invariant
if for all (Y x S,2Z)/S € Var(C)>(smrr /g

(i)

ERU(G, F)(pyxs) : EPUG,F)((Y x 8,Z)/8) = EPU(G, F)((Y x Al x 8,(Z x A))/S)

is an isomorphism of abelian group for all p,q € Z. Note that this definition say that this r does
NOT depend on p and q.

(i)” A filtered compler (G,F) € Cjy(Var(C)2(5™)/S), is said to be oo-filtered A' invariant if there
exist r € N such that (G, F) is r-filtered Al invariant. This implies that, for all (X,Z)/S €
Var(C)%(m) /8,

H"(G, F)(px) : H"(G, F)((X, Z)/8) = H"(G, F)((X x A, (Z x A"))/S)

is a filtered isomorphism of filtered abelian groups for all n € Z.
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(i)”’ Similarly, a filtered complex (G, F) € Cy(Var(C)>™Pr/8) s said to be co-filtered A invariant if
there exist r € N such that (G, F) is r-filtered A invariant. This implies that, for all (Y xS, Z)/S €
Var(C)%(smrr /g,

H™(G,F)(pyxs): H"(G,F)(Y x S,2)/S) = H"(G,F)((Y x A' x S,(Z x A"))/S)
is an filtered isomorphism of filtered abelian groups for all n € Z.

(i) Letr € N. Let T a topology on Var(C). A filtered complex (G, F) € Cy(Var(C)*™) /S) is said to
be r-filtered A' local for the T topology induced on Var(C)?/S, if for an (hence every) r-filtered T
local equivalence k : (G, F) — (H, F) with k injective and (H,F) € C}y(Var(C)>™) /S) r-filtered
T fibrant (e.g. k: (G, F) = E.(G,F)), (H,F) is co-filtered A invariant.

(ii)’ Similarly, a filtered complex (G, F) € Cypy(Var(C)2(™Pr /S) s said to be r-filtered A' local for
the T topology induced on Var(C)2/S, if for an (hence every) r-filtered 7 local equivalence k :
(G,F) — (H,F) with k injective and (H,F) € Cyy(Var(C)>»Em™Pr /S) r-filtered T fibrant (e.g.
k:(G,F)— E.(G,F)), (H,F) is r-filtered A' invariant.

(ii)” Let T a topology on Var(C). A filtered complex (G, F) € Cyy(Var(C)>(™) /S) is said to be oo-
filtered A local for the T topology induced on Var(C)?/S if there exist v € N such that (G, F) is
r-filtered A local for T.

(ii)”" Similarly, a filtered complex (G, F) € Cy(Var(C)>™Pr/8) s said to be co-filtered A' local for
the T topology induced on Var(C)?/S if there exist r € N such that (G, F) is r-filtered A* local for
T.

From this definition, we have in particular :
Lemma 2. Let S € Var(C).
(i) Let (G,F) € Cyy(Var(C)>*™P"/S) Then, if m : Q1 — Q2 with Q1,Q2 € C(Var(C)%*mP"/S)

projective is an etale local equivalence,
Hom(m, Eot (G, F)) : Hom®(Q2, Eet (G, F)) — Hom® (Q1, Ee: (G, F))
is a filtered quasi-isomorphism.

(ii) Letr € N. Let (G, F) € Cyiy(Var(C)>*™m?" /S) be r-filtered Al local for the etale topology. Then, if
m: Q1 — Q2 with Q1,Q2 € C(Var(C)>*™P" /S) projective is an (A, et) local equivalence,

Hom(m, Eet(G, F)) : Hom®*(Q2, Eet (G, F)) = Hom®*(Q1, Ee:(G, F))
is an r-filtered quasi-isomorphism.

(ii)’ Let (G, F) € Cyy(Var(C)>*™?" | S) be oco-filtered A' local for the etale topology. Then, if m : Q1 —
Q2 with Q1,Q2 € C(Var(C)2™P"/S) projective is an (A, et) local equivalence,

Hom(m, Eot (G, F)) : Hom®(Q2, Eet (G, F)) — Hom® (Q1, Ee: (G, F))
is an oo-filtered quasi-isomorphism.

Proof. (i): Follows from the fact that E.:(G, F) is (1-)filtered etale fibrant.
(ii): By definition of an (A!, et) local equivalence (see proposition 22), we have there exists

{(Vi,a x S, Z1,0)/S, 0 € A1}, ... {(Yea X S, Zs,a)/S, o € A} C Var(C)20mrr /g
such that we have in Ho.;(C(Var(C)%(5™) /8))

Cone(m) = Cone(@aca, Cone(Z((Y1 o x A x 8, Z1 o x AY)/S) = Z((Yi.0 X S, Z1.4)/5))
— o= Baen, Cone(Z((Yeo x At xS, Zg o x AN /S) = Z((Yea X S, Zs.0)/9)))
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This gives in Dy 1(Z) := Hofu,1(Z),

Cone(Hom(m, E..(G, F))) = Cone(
Daen, Cone(Eei (G, F)(Yia X S, 21.4)/5) = Eet(G,F)(Yi.a x A x S, Z; o x A1)/S))
— oo = Baer, Cone(Eet (G, F)(You X S, Zs.a)/S) = Eet (G, F) (Yo x A* X S, Zs o x AY)/9)))

Since (G, F) € Cyy(Var(C)»s™me7 /S) is r-filtered A'! local for the etale topology, we have for all p, q € Z,
and all 1 <7< sandall o € A;

EP9Cone(Eet (G, F)((Yia X S, Zi0)/S) = Eet(G, F)((Yio x A x S, Z; o x AY)/S)) =0
Hence EP'? Cone(Hom(m, E.:(G, F))) = 0.
(ii):Follows immediately from (i). O
We have, similarly to the case of single varieties the following :
Proposition 23. Let g: T — S a morphism with T, S € Var(C).
(i) The adjonction (g*, g.) : C(Var(C)>(™) /S) = C(Var(C)>™) /T) is a Quillen adjonction for the

projective (A, et) model structure (see definition-proposition 6)

(i)’ The functor g* : C(Var(C)>(™/S) — C(Var(C)>(™) /T) sends quasi-isomorphism to quasi-
isomorphism, sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local
to equivalence etale local, sends (A',et) local equivalence to (A, et) local equivalence.

(ii) The adjonction (g*,g.) : C(Var(C)>(mpr /S) = C(Var(C)>™P" /T is a Quillen adjonction for
the projective (A, et) model structure (see definition-proposition 6)

(ii)” The functor g* : C(Var(C)>mPr /S) — C(Var(C)2™Pr /T sends quasi-isomorphism to quasi-
isomorphism, sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local
to equivalence etale local, sends (A, et) local equivalence to (Al,et) local equivalence.

Proof. (i):Follows immediately from definition. (i)’: Since the functor ¢g* preserve epimorphism and also
monomorphism (the colimits involved being filetered), g* sends quasi-isomorphism to quasi-isomorphism.
Hence it preserve Zariski and etale local equivalence. The fact that it preserve (Al, et) local equivalence
then follows similarly to the single case by the fact that g, preserve by definition A! equivariant presheaves.
(i) and (ii)’: Similar to (i) and (i) . O

Proposition 24. Let S € Var(C).

(i) The adjonction (p%,pss) : C(Var(C)**™/S) < C(Var(C)?/S) is a Quillen adjonction for the
(Al et) projective model structure.

(i)’ The functor ps. : C(Var(C)?/S) — C(Var(C)**™/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A, et) local equivalence to (A1, et) local equivalence.

(ii) The adjonction (p%, ps«) : C(Var(C)>*mP"/S) = C(Var(C)*>?"/S) is a Quillen adjonction for the

(Al et) projective model structure.

(i) The functor ps. : C(Var(C)*P"/S) — C(Var(C)**™P" /S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A, et) local equivalence to (Al,et) local equivalence.

Proof. Similar to the proof of proposition 20. o

Proposition 25. Let S € Var(C).
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(i) The adjonction (u%,ps«) : C(Var(C)*Pr/S) = C(Var(C)?/S) is a Quillen adjonction for the

(A, et) projective model structure.

(i)’ The functor uss : C(Var(C)?/S) — C(Var(C)*P"/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local to equivalence
etale local, sends (A, et) local equivalence to (A1, et) local equivalence.

(ii) The adjonction (u, ps«) : C(Var(C)>*m?" /S) S C(Var(C)*P"/S) is a Quillen adjonction for the

(A1, et) projective model structure.

(ii)" The functor ps. : C(Var(C)>*™/S) — C(Var(C)*mP"/S) sends quasi-isomorphism to quasi-
isomorphism, sends equivalence Zariski local to equivalence Zariski local, and equivalence etale local
to equivalence etale local, sends (A, et) local equivalence to (Al,et) local equivalence.

Proof. Similar to the proof of proposition 20. Indeed, for (i)’ or (ii)’, if m : F — G with F,G €
C(Var(C)%(™)) is an equivalence (A, et) local then (see proposition 22), there exists

{(X1,0: Z1,0)/S, 0 € A1}, ..., {(Xras Zra)/S, a0 € Ay} C Var(C)2™) /S
such that we have in Ho.,(C(Var(C)%(5™) /S))

Cone(m) = Cone(@aen, Cone(Z((X1.a x AY, Z1 o x AY)/S) = Z((X1.0, Z1.4)/5)

— - = Daen, Cone(Z((Xyo x AY, Zy o x AY)/S) = Z(Xr0s Zr.a)/S))

= Cone(Cone(Paecr, Z(X1.05 Z1.0)/5) @ Z(A',AY) /S = Gaer, Z(X1.05 Z1.0)/5)
— o= Cone(Daen, Z(Xras Zra)/S) @ Z((AY, AY))S) = @aen, Z(Xr.as Zra)/9)),

)
)
)

this gives in Hoes (C(Var(C)?(5m)p7 /8))

Cone(pg.m) — Cone(
Cone((Lps« Daca, Z(X1,a, Z1,0)/5)) @ Z((A1,A")/S) = (Lppse Baca, Z((X1,05 Z1,0)/5))
— e — COHG((LMS* @aEAT Z((Xr,ou Zr,a)/s)) ® Z((AlvAl)/s) — (LNS* @aEAT Z((Xl,OH Zl,a)/s))))

hence ps«m : s« F — ps«G is an equivalence (Al, et) local. O
We also have
Proposition 26. Let S € Var(C).

(i) The adjonction (Grs**,Gry) : C(Var(C)/S) < C(Var(C)??"/S) is a Quillen adjonction for the
(Al et) projective model structure.

(ii) The adjonction (Grg™ Gris : C(Var(C)*™/S) < C(Var(C)>*™?"/S) is a Quillen adjonction for
the (A, et) projective model structure.

Proof. Immediate from definition. O

e For f : X — S a morphism with X,S € Var(C) and Z C X a closed subset, we denote
Z'((X,Z)/S) € PSh(Var(C)?/S) the presheaf given by

— for (X', 2)/S € Var(C)?/8,
2 (X, 2)/8)((X', 2')/8) = {a € ZI/X(X x5 X), stpx (03 (Z2) C Z} C 24, (X x5X)
— for g1 (Xa, Z2)/S — (X1, 71)/S a morphism, with (X1, Z1)/S, (Xa, Z2)/S € Var(C)2/S,
Z((X,2)/8)(9) : Z" (X, 2)/S) (X1, Z1)/S) = 2" (X, Z)/S) (X2, Z2) /), a = (9xI)™H()
with g x I : Xo x5 X — X1 x5 X.
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e For f : X — S a morphism with X, S € Var(C), Z C X a closed subset and r € N, we denote
721 ((X, Z)/S) € PSh(Var(C)?/S) the presheaf given by

— for (X', 2")/S € Var(C)?/S,
78T (X, Z)/S) (X', Z2")/8S) := {a € Zewir/X (X! x g X), s.t.px(p;(}(z’))} C 24, (X'xsX)

— for g: (X2,22)/S — (X1,Z1)/S a morphism, with (X1, Z1)/S, (X2, Z2)/S € Var(C)?/S,
ZMT (X, Z)/S)(g) : 22T (X, 2)/S) (X1, Z1) [ S) — L7 (X, 2)/8) (X2, Z2)/S), a v (g% 1)~ (@)
with g x I : Xg xg X — X7 xg X.
e Let S € Var(C). We denote by Zg(d) := Z¢10((S x A? S x A?)/S)[—2d] the Tate twist. For
F € C(Var(C)?/S), we denote by F(d) := F ® Zs(d).
For S € Var(C), let Cor(Var(C)*(*™ /S) be the category

e whose objects are those of Var(C)*(*™) /S i.e. (X,2)/S = ((X,Z),h), h: X — S with X € Var(C),
Z C X a closed subset,

e whose morphisms « : (X', 2)/S = (X', Z),h1) = (X, 2Z)/S = ((X, Z), ha) is finite correspondence
that is a € &,Z2"((X;,2)/S)((X',Z")/S), where X' = LU; X/, with X/ connected, the composition
being defined in the same way as the morphism Cor(Var(C)(*™)/S).

We denote by Tr(S) : Cor(Var(C)%>™) /S) — Var(C)?(*™) /S the morphism of site given by the inclusion
functor Tr(S) : Var(C)%(5™) /S < Cor(Var(C)>(™ /S) Tt induces an adjonction
(Tr(S)* Tr(S).) : C(Var(C)>*™) /S) & C(Cor(Var(C)>(™) /S))

A complex of preheaves G € C(Var(C)*(™)/S) is said to admit transferts if it is in the image of the

embedding
Tr(S). : C(Cor(Var(C)>™ /8) < C(Var(C)>™ /8),

that is G = Tr(S). Tr(S)*G. We then have the full subcategory Cor(Var(C)2(™)P" /S)  Cor(Var(C)2(5™) /)
consisting of the objects of Var(C)%(™)Pr/S). We have the adjonction

(Tr(S)* Tr(S).) : C(Var(C)>Em™Pr /8) = C(Cor(Var(C)>™Pr /5))

A complex of preheaves G € C(Var(C)%(™P"/S) is said to admit transferts if it is in the image of the
embedding
Tr(S), : C(Cor(Var(C)>™Pr /) <y C(Var(C)>(™Pr /8,

that is G = Tr(S). Tr(S)*G.
We will use to compute the algebraic De Rahm realization functor the following

Theorem 11. (i) Let ¢ : F* — G* an etale local equivalence with F*,G* € C(Var(C)>*™/S). If F*
and G* are A local and admit tranferts then ¢ : F* — G* is a Zariski local equivalence. Hence if
F € C(Var(C)?*™/S) is A' local and admits transfert

k:E,o(F) = Eet(Euor(F)) = Eet(F)
is a Zariski local equivalence.

(ii) Let ¢ : F* — G* an etale local equivalence with F*,G* € C(Var(C)>*™"/S). If F* and G*
are A local and admit tranferts then ¢ : F®* — G*® is a Zariski local equivalence. Hence if F €
C(Var(C)2sm7 /S) is A' local and admits transfert

k:E.or(F) = Eet(E.ar(F)) = Eet (F)

is a Zariski local equivalence.
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Proof. Similar to the proof of theorem 10. O
We have the following canonical functor :

Definition 18. (i) For S € Var(C), we have the functor

() : C(Var(C)*™/S) — C(Var(C)*>*™/8),
F+——FY:((U,2)/8)=((U, Z),h) — F'((U, Z)/S) = (Tyh*LF)(U/U),
(9:((U,Z"),0") = (U, Z),h))

(FV h*LF)(U/U)

(F"(9) : (Czh*LF)(U/U)
Tlgn")(h* LE)(U'/U")

(g"(TZh"LE)(U'/U")

(T yurg* W LE)U'/U")
T(Z')ZxuU' AV )(g*h*LF)(U'JU")

(T g"hLF)(U'/U")))

where i(ryp-Lryw vy is the canonical arrow of the inductive limit. Similarly, we have, for S €
Var(C), the functor

(=)' : C(Var(C)/S) — C(Var(C)?/9),
Fr— F' (X, 2)/8) = (X, 2),h) = FY((X, Z)/5) = (T3h* F)(X/X),
(9: (X', 2'),0) = (X, 2),h)) = (F"(9) : (TYh*LF)(X/X) = (T%,h *LF)(X'/X")))

Note that for S € Var(C), 1(S/S) : Z((S,S)/S) — Z(S/S)'' given by

) vz (Z(U/U)(U/U)

1(S/9)((U, Z),h) - Z((S,5)/S)(((U, Z), h
is an isomorphism.

(i) Let f: T — S a morphism with T,S € Var(C). For F € C(Var(C)*™/S), we have the canonical
morphism in C(Var(C)**™/T)

T(f,T)(F):=T*(f,T)(F): f*(F") = (f*F)",

T(f,T)F) (U, 2T = (U, Z"),}h)):

A EYYU, 2, 1) = l lim , (TYh*LF)(U/U)
((U",2") W)= ((Ur, Z7)hr) = (U, Z) )

r o ’
LD, (0,1 gy h* LE)(U' JU') = (T, b f*LE)(U'JU")

(T, W' T(f,L)(F)(U'/U")

(Y B L F)U' /U) = (f* ) (U, 2'), )

where fu : U XxgT — U and hy : Up :=U xgT — T are the base change maps, the equality
following from the fact that ho fyol = fohrol= foh'. For F € C(Var(C)/S), we have similarly
the canonical morphism in C(Var(C)?/T)

T(f,D)F) : f5(FY) = (fF)".

(i) Let h : U — S a smooth morphism with U, S € Var(C). We have, for F' € C(Var(C)*™/U), the
canonical morphism in C(Var(C)>*™/S)

Ty(h,T)(F) : hy(F") — (hy LF)",

Ty(h, D) (F)(U', Z"), 1) : hy(FT)((U’, Z'), 1) := lim (TY*LF) (U’ JU")
((U7,27),h) =5 ((U,U),h)
(T'y/1* ad(hyg,h*)(LF))(U'/U")

(LY " R*hy LF)(U'JU") =: (hy LF)T (U, Z") /1)
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(iv) Let i : Zg — S a closed embedding with Zy, S € Var(C). We have the canonical morphism in
C(Var(C)**™/S)
T (6, D) (2 20/ 20)) + i((ZZ0/ Z0))" — (ixZ(Z]Z))",
T.(6,D)(2(Z0/ 20)) (U, Z), h) + i (Z(Z0/ Z0))" (U, Z), h) 1= (T 2,2(Z0/ Z0))(U x5 Zo)
T (i v )(2(Z0/Z0))(Ux 5 Z0)

(L3iZ(Z0/20))(U x5 Zo) =: (ixZ(Z/Z))" (U, Z), h)

Definition 19. Let S € Var(C). We have for F € C(Var(C)*™/S) the canonical map in C(Var(C)*™/S)
Gr(F): Gri us.F¥' — F,

ad(I*,1.)(p* F)(UxS/UxS) h*F(U/U) _ F(U/S)

Gr(F)(U/S) : Typ*F(U x S/U x S)

where h : U — S is a smooth morphism with U € Var(C) and h : U LUxS L S is the graph
factorization with | the graph embedding and p the projection.

Proposition 27. Let S € Var(C).
(i) Then,
—ifm : F — G with F,G € C(Var(C)*™/S) is a quasi-isomorphism, m' : F*' — G' is a
quasi-isomorphism in C(Var(C)?*m/8S),

—ifm: F — G with F,G € C(Var(C)*™/S) is a Zariski local equivalence, m' : F¥' — GY is a
Zariski local equivalence in C(Var(C)?*™/S), if m: F — G with F,G € C(Var(C)*™/S) is an
etale local equivalence, m* : F¥' — G' is an etale local equivalence in C(Var(C)?*™/8S),

—ifm: F — G with F,G € C(Var(C)*™/S) is an (Al,et) local equivalence, m* : FT' — GT is
an (A, et) local equivalence in C(Var(C)>*™/S).
(ii) Then,
—ifm: F — G with F,G € C(Var(C)/S) is a quasi-isomorphism, m* : F*' — G is a quasi-
isomorphism in C(Var(C)?/9),

—ifm: F — G with F,G € C(Var(C)*™/S) is a Zariski local equivalence, m' : F¥' — G' is a
Zariski local equivalence in C(Var(C)**™/S), if m : F — G with F,G € C(Var(C)/S) is an
etale local equivalence, m* : F¥' — GU is an etale local equivalence in C(Var(C)?/S),

—ifm: F — G with F,G € C(Var(C)*™/S) is an (Al,et) local equivalence, m* : FT' — GV is
an (A, et) local equivalence in C(Var(C)?/S).

Proof. (i): Follows immediately from the fact that for (U, Z), h) € Var(C)%*™/S,

e if m: F — G with F,G € C(Var(C)*™/S) is a quasi-isomorphism, I')h*LF(m) : T},h*LF —
I'Yh*LG is a quasi-isomorphism

e if m: F — G with F,G € C(Var(C)*™/S) is a is a Zariski or etale local equivalence, I',h* LF(m) :
I'Yh*LF — I'yh*LG is a Zariski, resp. etale, local equivalence,

o ifm: F — G with F,G € C(Var(C)*™/S) is an (A, et) local equivalence, I',h*LE (m) : T h*LF —
I'Lh*LG is an (Al, et) local equivalence.

(ii): Similar to (i). O
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2.8 Presheaves on the big analytical site

For S € AnSp(C), we denote by ps : AnSp(C)*™/S < AnSp(C)/S be the full subcategory consisting
of the objects U/S = (U,h) € AnSp(C)/S such that the morphism h : U — S is smooth. That is,
AnSp(C)*™ /S is the category

e whose objects are smooth morphisms U/S = (U,h), h: U — S with U € AnSp(C),

e whose morphisms g : U/S = (U,hy) — V/S = (V,ha) is a morphism g : U — V of complex
algebraic varieties such that he 0 g = h;.

We denote again pg : AnSp(C)/S — AnSp(C)*™/S the associated morphism of site. We will consider

(S : AnSp(C) &% AnSp(C)/S 255 AnSp(C)*™ /S

the composite morphism of site. For S € AnSp(C), we denote by Zg := Z(S/S) € PSh(AnSp(C)*™/S)
the constant presheaf By Yoneda lemma, we have for F' € C(AnSp(C)*™/S), Hom(Zs,F) = F. For
f:T — S a morphism, with T, S € AnSp(C), we have the following commutative diagram of sites

AnSp(C)/T — AnSp(C)*™ /T (31)

lP(f) lP(f)

AnSp(C)/S —2= AnSp(C)*™ /S
We denote, for S € AnSp(C), the obvious morphism of sites
&(S) : AnSp(C)/S 25 AnSp(C)*™ /S <2 Ouv(s)
where Ouv(S) is the set of the open subsets of S, given by the inclusion functors é(S) : Ouv(S) —

AnSp(C)*™ /S — AnSp(C)/S. By definition, for f : T — S a morphism with S,7 € AnSp(C), the
commutative diagram of sites (31) extend a commutative diagram of sites :

&(T) : AnSp(C)/T —2*— = AuSp(C)™ /T — L Ouv(T) (32)
lp(f) lp(f) lp(f)
ps e(S)

é(S) : AnSp(C)/S —————= AnSp(C)*™/S Ouv(S)

e As usual, we denote by
(f* o) == (P(f)", P(f)+) : C(AnSp(C)*™/S) — C(AnSp(C)*™"/T)

the adjonction induced by P(f) : AnSp(C)*"/T — AnSp(C)*™/S. Since the colimits involved
in the definition of f* = P(f)* are filtered, f* also preserve monomorphism. Hence, we get an
adjonction

(f*, f«) : Cru(AnSp(C)*™/S) = Cpy(AnSp(C)*™/T), f*(G,F) := (f*G, f*F)
e As usual, we denote by

(f* f) = (P(f)", P(f)+) : C(AnSp(C)/S) — C(AnSp(C)/T)

the adjonction induced by P(f) : AnSp(C)/T — AnSp(C)/S. Since the colimits involved in the
definition of f* = P(f)* are filtered, f* also preserve monomorphism. Hence, we get an adjonction

(f* f+) : Cru(AnSp(C)/S) = Cra(AnSp(C)/T), f*(G, F) = (f*G, [*F)
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e For h: U — S asmooth morphism with U, S € AnSp(C), the pullback functor P(h) : AnSp(C)*™/S —
AnSp(C)*™ /U admits a left adjoint C(h)(X — U) = (X — U — S). Hence, h* : C(AnSp(C)*™/S) —
C(AnSp(C)*™/U) admits a left adjoint

. sm sm . ! i
hy : C(AnSP(C)™ /U) = C(AnSP(C)™ /), F s ((Viho) =+ Jim - F(V',H)

Note that for A’ : V' — V a smooth morphism, V',V € AnSp(C), we have hy(Z(V'/V)) =
Z(V'/S) with V'/S = (V' h o h'). Hence, since projective presheaves are the direct summands of
the representable presheaves, hy sends projective presheaves to projective presheaves. For F'® €
C(AnSp(C)*™/S) and G* € C(AnSp(C)*™/U), we have the adjonction maps

ad(hs, h*)(G*) : G* = h*hyG* | ad(hg, h*)(F®) : hyh*F* — F*.

For a smooth morphism h : U — S, with U, S € AnSp(C), we have the adjonction isomorphism, for
F € C(AnSp(C)*™/U) and G € C(AnSp(C)*™/S),

I(hy, h*)(F, G) : Hom®(hsF, G) = hoHom® (F, h*G). (33)
e For f: T — S any morphism with 7,.S € AnSp(C), the pullback functor P(f) : AnSp(C)/T —

AnSp(C)/S admits a left adjoint C(f)(X — T) = (X — T — S). Hence, f*: C(AnSp(C)/S) —
C(AnSp(C)/T) admits a left adjoint

fi : C(AuSP(C)/T) — C(AnSp(C)/S), F = (V. ho) — F(V', 1))

lim
(V' ,hoh!)—=(V,ho)

Note that we have for A’ : V/ — V a morphism, V',V € AnSp(C), hy(Z(V'/V)) = Z(V'/S) with
V'/S = (V’,hoh’). Hence, since projective presheaves are the direct summands of the representable
presheaves, hy sends projective presheaves to projective presheaves. For F* € C'(AnSp(C)/S) and
G* € C(AnSp(C)/T), we have the adjonction maps

ad(fy, [)(G®) : G* = [* /G, ad(fy, f7)(F®) : fyf ' F* — F*.

For a morphism f : T — S, with 7,5 € AnSp(C), we have the adjonction isomorphism, for
F € C(AnSp(C)/T) and G € C(AnSp(C)/S),

I(fy, [)(F,G) : Hom®(fyF,G) = f Hom®(F, f*G). (34)
e For a commutative diagram in AnSp(C) :

g2

D=V-2.U |,

h2 hl
g1

where h; and hg are smooth, we denote by, for F* € C(AnSp(C)*™/U),
Ty(D)(F*) : hasgi F* = gihusF®

the canonical map in C'(AnSp(C)*™/T) given by adjonction. If D is cartesian with hy = h, g1 = ¢
nghIZUT%T,gIZUT%U,

Ty(D)(F*) =: Ty(g, h)(F*) : g *F* =5 g*hy F*
is an isomorphism and for G* € C(AnSp(C)*™ /T

T(D)(G*) =: T(g,h)(G*) : g*h.G* => h.g*G*

is an isomorphism.
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e For a commutative diagram in AnSp(C) :

we denote by, for F* € C(AnSp(C)/X),
Ty(D)(F*®) : fa195F° — g1 frs F*

the canonical map in C(AnSp(C)/T) given by adjonction. If D is cartesian with hy = h, g1 = g
nghIZXT%T,gIZXT—}X,

Ty(D)(F*) =: Ty(g, )(F*) : fig “F* = g" f,F*®
is an isomorphism and for G* € C(AnSp(C)/T)

T(D)(G*) = T(g.h)(G*) : ["9.G* = gL "G
is an isomorphism.

For f: T — S a morphism with S, T € Var AnSp(C),

e we get for FF € C(AnSp(C)*™/S) from the a commutative diagram of sites (32) the following
canonical transformation

T(e, f)(F®): fre(S)«F* — e(T).f"F*®,

which is NOT a quasi-isomorphism in general. However, for h : U — S a smooth morphism with

~

S,U € AnSp(C), T'(e,h)(F*®) : h*e(S)«F* — e(T).h*F* is an isomorphism.

o we get for F' € C(AnSp(C)/S) from the a commutative diagram of sites (32) the following canonical
transformation

T(e, f)(F®): fre(S)«F* — e(T).f"F*®,

which is NOT a quasi-isomorphism in general. However, for h : U — S a smooth morphism with

~

S,U € AnSp(C), T'(e, h)(F*®) : h*e(S).F* — e(T).h*F* is an isomorphism.
Let S € AnSp(C),
e We have for F,G € C(AnSp(C)*™/S),
— e(9)(F®G)=(e(S)F) ® (e(S)«G) by definition
— the canonical forgetfull map
T(S,hom)(F,G) : e(S) Hom*(F,G) — Hom®(e(S). F,e(5).G).
which is NOT a quasi-isomorphism in general.
By definition, we have for F' € C(AnSp(C)*™/S), e(9)sEusu(F) = Eusu(e(S)«F).
e We have for F,G € C(AnSp(C)/S),
— e(9)(F®G)=(e(S)F) ® (e(S)«G) by definition
— the canonical forgetfull map
T(S, hom)(F,G) : e(S) Hom*(F,G) — Hom®(e(S). F,e(59).G).

which is NOT a quasi-isomorphism in general.
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By definition, we have for F' € C(AnSp(C)/S), e(S)«Eusu(F) = Eusu(e(S)«F).

Let S € AnSp(C). We have the support section functor of a closed subset Z C S for presheaves on
the big analytical site.

Definition 20. Let S € AnSp(C). Let Z C S a closed subset. Denote by j : S\Z — S be the open
complementary subset.

(i) We define the functor
'z : C(AnSp(C)*™/S) — C(AnSp(C)*™/S), G* — I'zG* := Cone(ad(j*, j«)(G*) : G* — j.j*G*)[-1],
so that there is then a canonical map vz(G*) : T'zG* — G°.

(ii) We have the dual functor of (i) :
I : C(AnSp(C)*™/S) — C(AnSp(C)™/S), F s T(F®) := Cone(ad(js, j*)(G*) : juj"G* = G*),
together with the canonical map v%(G) : F — '} (G).

(iii) For F,G € C(AnSp(C)*™/S), we denote by

10y, hom)(F,G) i= (I, 1(js, j*)(F. G)) : T Hom(F.G) = Hom(T'}F, G)

the canonical isomorphism given by adjonction.

Let S € AnSp(C) and Z C S a closed subset.
e Since I'z : C(AnSp(C)*™/S) — C(AnSp(C)*™/S) preserve monomorphism, it induces a functor

Iz : Cra(AnSp(C)*™/S) — Cra(AnSp(C)*™"/S), (G, F) = I'z(G, F) := (I'zG,I'zF)
e Since I'Y, : C(AnSp(C)*™/S) — C(AnSp(C)*™/S) preserve monomorphism, it induces a functor
'z : Cra(AnSp(C)™™/S) = Cu(AnSp(C)™™/S), (G, F) = I'7(G, F) := (LG, TZF)
Definition-Proposition 7. (i) Let g : 8" — S a morphism and i : Z < S a closed embedding with
S’.8,Z € AnSp(C). Then, for (G, F) € Cyy(AnSp(C)*™/S), there exist a map in Cry(AnSp(C)*™/S")
T(9: G, F): g'T2(G, F) = Tzxs597(G, F)
unique up to homotopy, such that vz .5 (9" (G, F)) o T(9,7)(G, F) = g*vz(G, F).

(i1) Let i1 : Z1 — S, is : Zo < Zy be closed embeddings with S,Z1,7Z> € AnSp(C). Then, for
(G,F) € Cry(AnSp(C)*™/S),

— there exist a canonical map T(Z2/Z1,7)(G, F) : T7,(G, F) = I'z, (G, F) in Cyy (AnSp(C)*™ /S)
unique up to homotopy such that vz, (G, F) o T(Z2/Z1,7)(G, F) = v2,(G, F), together with a
distinguish triangle

ad(j3,j2« )Tz, (G,F))

Iy, (G, F) T(Z2/Z1,7)(G,F)

m Kfil (AnSp(C)Sm/S),

— there exist a map T(Z2/Z1,7")(G, F) : Ty (G, F) =Ty (G, F) in Cyi(AnSp(C)*™/S) unique
up to homotopy such that vy (G, F) = T(Z2/Z1,7v")(G, F) oy, (G, F), together with a distin-
guish triangle

l—‘Z1 (G7 F) ]‘—‘Zl\Z2 (G7 F) - FZQ (Gv F)[l]

ad(jzg,55) (I}, G) T(Z2/Z1 7Y )(G,F)
— D

F\Z/l\Zg (G7 F)
in Ky (AnSp(C)*™/S).

Iz, (G F) [7,(GF) = Ty, 2,(G )]
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(iii) Consider a morphism g : (S',Z) — (S,Z) with (S',Z) — (S,Z) € AnSp(C). We denote, for
G € C(AnSp(C)*™/S) the composite

T(Z')ZxsS" ~4V)(Q)

T(D,’Y\/)(G) . g*F§G :—> F\Z/XSS/g*G Fv/g*G

9"z (G)

and we have then the factorization vy, (¢*G) : ¢*G —=———= ¢g*T'%,G A2t

G
% F%IQ*G-
Proof. Similar to definition-proposition 1 or definition-proposition 4. O

Definition 21. For S € AnSp(C), we denote by
Cos (AnSp(C)*™/S) := Ce(s)+ 05 (AnSp(C)*™ /5)

the category of complexes of presheaves on AnSp(C)*™ /S endowed with a structure of e(S)*Og module,
and by

Cog rit(AnSp(C)*™ /S) := Ce(s)~ 05 rit (AnSp(C)*™ /S)

the category of filtered complexes of presheaves on Var(C)*™/Sendowed with a structure of e(S)*Og
module.

Let S € AnSp(C). Let Z C S a closed subset. Denote by j : S\Z < S the open complementary
embedding,

e For G € Coy(AnSp(C)*™/S), I'zG := Cone(ad(j*, j«)(G) : F — j.j*G)[—1] has a (unique) struc-
ture of e(S)*Og module such that vz(G) : T'zG — G is a map in Cp, (AnSp(C)*™/S). This gives
the functor

Iz : Cosru(AnSp(C)*™ /S) = Crios (AnSp(C)*™/S), (G, F) = T'z(G, F) := (I'zG, Tz F),

together with the canonical map vz ((G, F) : I'z(G,F) — (G, F). Let Zy C Z aclosed subset. Then,
for G € Cog(AnSp(C)*™/S), T(Z2/Z,7)(G) : T'z,G — I'zG is a map in Cog (AnSp(C)*™/S) (i.e.
is €(5)*Og linear).

e For G € Co,(Var(C)*™/S), T',G := Cone(ad(jy, j*)(G) : jsj*G — G) has a unique structure of
e(S)*Og module, such that v (G) : G — I';G is a map in Co, (AnSp(C)*™/S). This gives the the
functor

Ty : Cogsru(S) = Cruos(S), (G, F) = T5(G,F) = (I'yG,TLF),

)
together with the canonical map v%((G, F) : (G, F) = '} (G, F). Let Zy C Z a closed subset. Then,
for G € Cog(AnSp(C)*™/S), T(Z2/Z,~")(G) : TyG — Ty G is amap in Cog (AnSp(C)*™/S) (i.e.
is €(5)*Og linear).

Definition 22. Let S € AnSp(C). Let Z C S a closed subset.

(i) We denote by
Cz(AnSp(C)*™/S) C C(AnSp(C)*™/9),

the full subcategory consisting of complexes of presheaves F'* € C(AnSp(C)*™/S) such that ays, H™ (j*F*®)

0 for alln € Z, where j : S\Z < S is the complementary open embedding and a,s, is the sheaftifi-
cation functor.

(i)’ We denote by
Cos,z(AnSp(C)™™/S) C Co, (AnSp(C)*™/S),

the full subcategory consisting of complexes of presheaves F'* € C(AnSp(C)*™/S) such that ays, H" (j*F*)

0 for alln € Z, where j : S\Z < S is the complementary open embedding and a,s, is the sheaftifi-
cation functor.
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(ii)) We denote by
C'fil,Z(AnSp((C)sm/S) C Ofil (AnSp(C)Sm/S)
the full subcategory consisting of filtered complexes of presheaves (F*,F) € Cyy(AnSp(C)*™/S)
such that there exist r € N such that ays,j*EPY(F*, F) =0 for all p,q € Z, where j : S\Z — S is

the complementary open embedding and a,s, is the sheaftification functor. Note that by definition
this v does NOT depend on p and q.

(i)’ We denote by
Cos fit,z(AnSp(C)*™" /S) C Cog ru(AnSp(C)*™ /S)
the full subcategory consisting of filtered complexes of presheaves (F*,F) € Cyy(AnSp(C)*™/S)
such that there exist r € N such that ays,j*EPY(F*, F) =0 for all p,q € Z, where j : S\Z — S is

the complementary open embedding and ays, is the sheaftification functor. Note that by definition
this v does NOT depend on p and q.

Let S € AnSp(C) and Z C S a closed subset.
e For (G, F) € Cyy(AnSp(C)*™/S), we have I'z(G, F),IT' (G, F) € Cyi,z(AnSp(C)*™/S).
e For (G, F) S Cosfil(AnSp((C)Sm/S), we have Fz(G, F),F\Z/(G, F) S Oosfihz(AnSp(C)sm/S).

Let S € AnSp(C). Let S = Uézls’i an open cover and denote by S; = NierS;. Let i; : S; — S;
closed embeddings, with S; € AnSp(C). For I C [1,---1], denote by St = Il;c1.S;. We then have closed
embeddings ¢y : S — Sy, and for J C I the following commutative diagram

Dry= 51 L>5'1

juT PIJT

Sy =8,

where pry : Sy — Sy is the projection and jr; : Sy <> St is the open embedding so that j; o jr; = j;.
This gives the diagram of analytic spaces (Sr) € Fun(P(N), AnSp(C)) which which gives the diagram of
sites AnSp(C)*™/(Sy) € Fun(P(N), Cat). Denote by m : S;\(Sr\Ss) — St the open embedding.

Definition 23. Let S € AnSp(((;). Let S = Uﬁzlsi an open cover and denote by St = NierSi. Let i; :
S; = S; closed embeddings, with S; € AnSp(C). We denote by the full subcategory Cry(AnSp(C)*™ /(S/(S1))) C
Criu(AnSp(C)*™ /(S1)) the full subcategory

e whose objects (G, F) = ((Gr, F)rcp,..qp,urs), with (G, F) € C'fuysl(AnSp((C)Sm/gl), and ury :
m*(Gr, F) = m*p1.(Gy, F) for I C J, are oo-filtered usu local equivalence, satisfying for I C J C
K, pryugk oury = urg in Cpi(AnSp(C)*™/Sr),

o the morphisms m : ((G, F),ury) — ((H, F),vry) being (see section 2.1) a family of morphisms of
complexes,
m = (m; : (G],F) — (HDF))IC[L---Z]

such that viyomy = prj.myoury in Cfil(AnSp((C)sm/S'[).

A morphism m : (G, F),ury) = ((Hr, F),vry) is said to an r-filtered usu local, equivalence, if all the
my are r-filtered usu local equivalences.

Denote L = [1,...,(] and for I C L, po(ory : S X S; — S, Pron S X S; — S; the projections. By
definition, we have functors

o T(S/(51) : Cru(AnSp(C)*™/S) — Cra(AnSp(C)*™/(S/(51))), (G, F) = (ir.j; F, T(D1s)(j7 (G, F))),
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o T((51)/S) : Cra(AnSp(C)*™/(S/(S1))) = Cra(AnSp(C)*™/S), (G, F), urs) = holimrcr pocor« ¥, Pior) (G1, F)-
Note that the functors T'(S/(S;) are NOT embedding, since
ad (i}, i) Gi F) : i3ir-gi F = GiF

are usu local equivalence but NOT isomorphism since we are dealing with the morphism of big sites
P(ir) : AnSp(C)*™ /St — AnSp(C)*™/S;. However, these functors induces full embeddings

T(S/(Sr)) : Dyu(AnSp(C)*™/S) = Dyu(AnSp(C)*™/(S/(5r)))
since for F' € C(AnSp(C)*™/S),
ho }1CH]1: poon«L'siPion (ir<31 F) = poony«L's J7 F'

is an equivalence usu local.
Let f: X — S a morphism, with X, S € AnSp(C). Let S = Uf;:lSj- and X = UL_, X; be affine open

covers and i; : S; < S;, i} : X; < X; be closed embeddings. Let f; : X; — S; be a lift of the morphism
fi= f|X¢ : X; — S;. Then, f; = fIXI : X1 = Nier X; — St = NjecrS; lift to the morphism

fr=Tcrfi: Xr = Wier Xi — Sp = Mier S

Denote by prs : S’J — 5’1 and p}; : )N(J — XI the projections. Consider for J C I the following
commutative diagrams

Dy = SILS’I , Diy = X —Ls X, , Dyr = SIL>§I
B Y I
S, s 8, X;—1~ X, X;—= X,

We have then following commutative diagram

X — 1 X~ X\X;.

. 1
J1g , ’ ’
Pry Pry Pry
"X T

. lry o X > >
ZJZXJ—>X]><X]XXJ\[%XJ<—/XJ\XJ
"y

whose square are cartesian. We then have the pullback functor
f*: Clay 7 (AnSp(C)*™ /S/(S1)) —= Cia) 7 (AnSp(C)*™ / X/ (X1)),
((G[,F),U[J) = f*((G[,F),’LL[J) = (F}/(If}*(G[,F),f?UIJ>
with

p Fk ad( /*1 L) ™ e Ty (p1. 171/)(7)71)
fJUIJ : F}/(Ifl (GI’F) L>p/IJ*pIJF}IfI (GLF) ml_l}

P/IJ*’Y)VcJ(—)

P10Lx ez, 2o T (G F)

UX, P17y P15 (= =) (urs)

PQJ*F}JPI*}J;?(GD F) = p/IJ*F})/(Jf;p?J(GD F) F}/(JJE;(G% F)

Let (G,F) € Cpy(AnSp(C)*™/S). Since, j*i%,j*f*(G,F) = 0, the morphism T(D;;)(j(G, F)) :
Fringi (G, F) — it j* f*(G, F) factors trough

» S w Y3, (=) e TYDiDGEHGF)) . iy s
T(Ds1) (57 (G, )« ffingi (G, F) ——— T, firi (G, F) ——=22 0 G £7(G, F)
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We have then, for (G, F) € Cy;(S), the canonical transformation map

T(f,T(0/1))(G,F)

F*T(S/(SN)(G. F) T(X/(XD)(f*(G, F))

_l l_

f F T7(Dys1) (7 (G, F
(T%, f1ird7 (G, F), f31) (Dsr)(§7 (G, F))

We have similarly to the algebraic case, we have:

Definition 24. (i) Let f : X — S a morphism with X,S € AnSp(C). Assume that there exist a

factorization f: X Y x 8 & S, with Y € AnSm(C), i : X < Y is a closed embedding and p the
projection. We then consider

Q(X/S) := piT'x Zy xs := Cone(Z((Y x S)\X/S) = Z(Y x 5/S)) € C(AnSp(C)*™/S).
By definition Q(X/S) is projective since it is a complex of two representative presheaves.

(i) Let f : X — S and g : T — S two morphism with X,S,T € AnSp(C). Assume that there exist a

factorization f: X Y x 8 % S, with Y € AnSm(C), i : X < Y is a closed embedding and p the
projection. We then have the following commutative diagram whose squares are cartesian

fiX—sVYxs2sg
Q’T g":—(IXQ)T -‘JT
Xy ey xT X
We then have the canonical isomorphism in C(AnSp(C)*™/T)
T(f,9,Q) = Tylg,p) (=)~ 0 Ty(g", ) (=) -
9 Q(X/S) = g* pTx Zy xs = PiL%, Zy w1 = Q(X1/T)
with j: Y x S\X <Y x S the closed embedding.
We now define the D! localization property :
Definition 25. Let S € Var(C).
(i) A complex F € C(AnSp(C)*™ /8S) is said to be D' invariant if for all U/S € AnSp(C)¢=™) /S,
F(py): F(U/S) = F(U xD'/S)
is a quasi-isomorphism, where py : U x D' — U is the projection.

(ii) A complex F € C(AnSp(C)™ /8) is said to be D' local for the usual topology, if for a (hence
every) usu local equivalence k : F — G with k injective and G € C(AnSp(C)™ /S) usu fibrant,
e.g. k: F — E.(F), G is D' invariant for all n € Z.

(iii) A morphism m : F — G with F,G € C(AnSp(C)™ /S) is said to an (D', usu) local equivalence if
for all H € C(AnSp(C)™) /S) which is A local for the etale topology

Hom(L(m), Eysu(H)) : Hom(L(G), Eysy (H)) = Hom(L(F), Eysu(H))

is a quasi-isomorphism.
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Proposition 28. A morphism m : F — G with F,G € C(AnSp(C)*™) /S) is an (D', et) local equivalence
if and only if there exists

{X1a/S.a€ M}, .. {Xa/S,a € A} C AnSp(C)™) /S
such that we have in Hoe (C(Var(C)™) /S))
Cone(m) = Cone(Baen, Cone(Z(X1,oxD'/S) = Z(X1,a/5)) = -+ = Daea, Cone(Z(Xy,oxD"/S) = Z(X,.0/9)))
Proof. Standard. O
Definition-Proposition 8. Let S € AnSp(C)

(i) With the weak equivalence the (D', usu) local equivalence and the fibration the epimorphism with
DY local and usu fibrant kernels gives a model structure on C(AnSp(C)*™/S) : the left bousfield
localization of the projective model structure of C(AnSp(C)*™/S). We call it the (D', usu) projective
model structure.

(ii) With the weak equivalence the (D', usu) local equivalence and the fibration the epimorphism with
DY local and usu fibrant kernels gives a model structure on C(AnSp(C)/S) : the left bousfield
localization of the projective model structure of C(AnSp(C)/S). We call it the (D', usu) projective
model structure.

Proof. Similar to the proof of definition-proposition 5. o
We will consider for the construction of the filtered De Rham realization functor the filtered case :
Definition 26. Let S € AnSp(C).

(i) Let r € N. A filtered complex (G, F) € C}y(AnSp(C)™) /8) is said to be r-filtered D' invariant if
for allU/S € AnSp(C)/S and all p,q € Z,

EPG(py) « BP(G, F)(U/S) = EP(G,F)(U x D'/S)

is an isomorphism of abelian group, where py : U xD' — U is the projection. Note that by definition
this r does NOT depend on p and q.

(i)’ A filtered complexr (G,F) € Cpy(AnSp(C)*™)/S) is said to be co-filtered D' invariant if for all
U/S € AnSp(C)™) /S, there exist r € N such that (G, F) is r-filtered D' invariant. This implies
that, for all U/S € AnSp(C)™) /S,

H"G(py): H"(G,F)(U/S) = H"(G,F)(U x D'/S)
is a filtered isomorphism of filtered abelian groups for all n € Z.

(ii) Let v € N. A filtered complex (G, F) € Cyy(AnSp(C)*™)/S) is said to be r-filtered D' local for
the usual topology if for a (hence every) r-filtered usu local equivalence k : (G, F) — (H, F) with k
injective and (H, F) € Cpy(AnSp(C)™) /S) r-filtered usu fibrant (e.g. k : (G, F) — Eusu(G, F)),
(H,F) is r-filtered D* invariant.

(ii)” A filtered complex (G, F) € Cy(AnSp(C)*™ /8S) is said to be oco-filtered D' local for the usual
topology if there exist v € N such that (G, F) is r-filtered D' invariant.

Lemma 3. Let S € Var(C).
(i) Let (G, F) € Cpu(AnSp(C)*™/S) Then, if m : Q1 — Q2 with Q1,Q2 € C(AnSp(C)*™/S) projective

is an usu local equivalence,
Hom(m, Ey s, (G, F)) : Hom®*(Q2, Eysy (G, F)) = Hom®*(Q1, Eusu (G, F))

is a filtered quasi-isomorphism.
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(ii) Let (G, F) € Cgyu(AnSp(C)*™/S) be oo-filtered D' local for the usual topology. Then, if m : Q1 —
Q2 with Q1,Q2 € C(AnSp(C)*™/S) projective is an (D, et) local equivalence,

Hom(m, Eysu (G, F)) : Hom®*(Q2, Eusu (G, F)) = Hom*(Q1, Eysu(G, F))
is an oo-filtered quasi-isomorphism.
Proof. Similar to lemma 1 : follows from proposition 28. O
Proposition 29. Let g: T — S a morphism with T, S € AnSp(C).

(i) The adjonction (g*,g«) : C(AnSp(C)*™/S) = C(AnSp(C)*™/T) is a Quillen adjonction for the
(DY, et) projective model structure.

(i)” Leth : U — S a smooth morphism with U, S € AnSp(C). The adjonction (hy, h*) : C(AnSp(C)*™/U) =
C(AnSp(C)*™/S) is a Quillen adjonction for the (D', et) projective model structure.

(i)” The functor g* : C(AnSp(C)*™/S) — C(AnSp(C)*™/T) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D!, et) local equivalence to (D, et) local
equivalence.

(ii) The adjonction (g*, g«) : C(AnSp(C)/S) = C(AnSp(C)/T) is a Quillen adjonction for the (D!, et)
projective model structure (see definition 5).

(ii)” The adjonction (gy, g*) : C(AnSp(C)/T) < C(AnSp(C)/S) is a Quillen adjonction for the (D', et)
projective model structure (see definition 5).

(i1)” The functor g* : C(AnSp(C)/S) — C(AnSp(C)/T) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D', et) local equivalence to (D', et) local
equivalence.

Proof. Similar to the proof of proposition 19. o
Proposition 30. Let S € AnSp(C).
(i) The adjonction (p%,ps«) : C(AnSp(C)*™/S) = C(AnSp(C)/S) is a Quillen adjonction for the

(DY, et) projective model structure.

(ii) The functor ps« : C(AnSp(C)/S) — C(AnSp(C)*™/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D', usu) local equivalence to (D', usu)
local equivalence.

Proof. Similar to the proof of proposition 20. O

2.9 Presheaves on the big analytical site of pairs

We recall the definition given in subsection 5.1 : For S € AnSp(C), AnSp(C)?/S := AnSp(C)?/(S,S) is
by definition (see subsection 2.1) the category whose set of objects is

(AnSp(C)?/8)° :={((X, Z),h),h: X — S, Z C X closed } C AnSp(C)/S x Top

and whose set of morphisms between (X1, Z1)/S = (X1, Z1),h1), (X1, Z1)/S = ((X2, Z2), ha) € AnSp(C)2/S
is the subset

Homansp(cy2/s((X1, Z1)/8, (X2, Z2)/S) =
{(f : Xo — XQ), s.t. hyo f = hg and Z; C fﬁl(Zg)} C HomAnsp(C) (Xl,XQ)
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The category AnSp(C)? admits fiber products : (X1,21) X(s,7) (X2, 2Z2) = (X1 xg X2, 21 Xz Z2). In
particular, for f: T — S a morphism with S,T € AnSp(C), we have the pullback functor
P(f): AnSp(C)*/S — AnSp(C)*/T, P(f)((X, Z)/S) := (X1, Zr)/T, P(f)(9) := (9 x5 [)

and we note again P(f): AnSp(C)?/T — AnSp(C)?/S the corresponding morphism of sites.

We will consider in the construction of the filtered De Rham realization functor the full subcategory
AnSp(C)?*m /S c AnSp(C)?/S such that the first factor is a smooth morphism : We will also consider,
in order to obtain a complex of D modules in the construction of the filtered De Rham realization
functor, the restriction to the full subcategory AnSp(C)??"/S C AnSp(C)?/S such that the first factor
is a projection :

Definition 27. (i) Let S € AnSp(C). We denote by
ps : AnSp(C)**™ /S < AnSp(C)?/S

the full subcategory consisting of the objects (U,Z)/S = ((U,Z),h) € AnSp(C)?/S such that the
morphism h: U — S is smooth. That is, AnSp(C)%*™ /S is the category

— whose objects are (U, Z)/S = (U, Z),h), with U € AnSp(C), Z C U a closed subset, and
h:U — S a smooth morphism,

— whose morphisms g : (U, 2)/S = ((U,Z),h1) — (U',Z2")/S = (U',Z"),h2) is a morphism
g:U — U’ of complex algebraic varieties such that Z C g_l(Z’) and hg o g = h;.

We denote again ps : AnSp(C)?/S — AnSp(C)?*™ /S the associated morphism of site. We have

*(8) : AnSp(C)? “=TEE A 1gh(C)2 /8 L5 AnSp(C)>*™ /S

the composite morphism of site.

(i1) Let S € AnSp(C). We will consider the full subcategory
s : AnSp(C)*P" /S — AnSp(C)?/S

whose subset of object consist of those whose morphism is a projection to S :

(AnSp(C)**"/S)Y :={((Y x S,X),p), Y € AnSp(C), p:Y x S — S the projection} C (AnSp(C)?/S)°.
(i) We will consider the full subcategory

ps : (AnSp(C)**™" /S) = AnSp(C)**™/S
whose subset of object consist of those whose morphism is a smooth projection to S :
(AnSp(C)%s™7 /S)0 .= {((Y x S, X),p), Y € SmVar(C), p: Y x S — S the projection} C (AnSp(C)?/S)°

For f : T — S a morphism with 7,5 € AnSp(C), we have by definition, the following commutative
diagram of sites

AnSp(C)?/T mr AnSp(C)2?" /T . (35)
P(f) AnSp(C)%s™ /T r(f) AnSp(C)2smer /T
AnSp(C)*/S P(f>j‘ - AnSp(C)*#r /S P(f)
\ [ \
AnSp(C)2"Sm/S ns AnSp(C)Zsmpr/S
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Recall we have (see subsection 2.1), for S € Var(C), the graph functor
Grg : AnSp(C)/S — AnSp(C)*?P" /S, X/S + Grg?(X/S) := (X x S, X)/S,
(g: X/S = X'/S) = Crd(g):==(gxIs: (X xS, X) = (X' xS, X))

For f : T — S a morphism with T,.S € AnSp(C), we have by definition, the following commutative
diagram of sites

Gr%?
AnSp(C)*P"/T AnSp(C)/T . (36)
K i x
P(f) AnSp(C)2smer /T or [ R AnSp(C)*™ /T
AnSp(C)2#"/§ D<?§J AnSp(C)/S P(f)

\
12
Gryg

AnSp(C)%sm /S AnSp(C)*™/S

where we recall that P(f)((X,Z)/S) := ((Xr, Zr)/T), since smooth morphisms are preserved by base
change.
As usual, we denote by

(f*, f) := (P(f)*, P(f).) : C(AnSp(C)**™/S) — C(AnSp(C)**™/T)

the adjonction induced by P(f) : AnSp(C)?*™ /T — AnSp(C)?*™/S. Since the colimits involved in the
definition of f* = P(f)* are filtered, f* also preserve monomorphism. Hence, we get an adjonction

(f*, f«) : Cra(AnSp(C)**™/S) = Cty(AnSp(C)**™/T), f*(G,F) := (f*G, f*F)

For S € AnSp(C), we denote by Zs := Z((S,S)/(S,S)) € PSh(AnSp(C)?*™/S) the constant presheaf
By Yoneda lemma, we have for F' € C(AnSp(C)**™/S), Hom(Zs,F) = F.

For h : U — S a smooth morphism with U, S € AnSp(C), P(h) : AnSp(C)?*™/S — AnSp(C)>*™ /U
admits a left adjoint

C(h) : AnSp(C)**™ /U — AnSp(C)**™ /S, C(h)(U',Z"), ) = (U, Z"),ho I).
Hence h* : C(AnSp(C)?*™/S) — C(AnSp(C)?*™/U) admits a left adjoint

hy : C(AnSp(C)**™/U) — C(AnSp(C)>*™/S), F + (h4F : (U, Z), ho) = F((U',z")]U))

lim
((U",27),hoh')—=((U, Z),ho)
For F'* € C(AnSp(C)?*™/S) and G* € C(AnSp(C)**™/U), we have the adjonction maps

ad(hy, h*)(G*) : G* — h*hyG* | ad(hy, h*)(F*) : hyh*F* — F*.

For a smooth morphism h : U — S, with U,S € AnSp(C), we have the adjonction isomorphism, for
F € C(AnSp(C)?*™/U) and G € C(AnSp(C)%*™/S),

I(hy, h*)(F,G) : Hom® (h4F, G) = h,Hom® (F,h*G). (37)

For a commutative diagram in AnSp(C) :



where h; and hs are smooth, we denote by, for F* € C(AnSp(C)**™ /U),
Ty(D)(F*) : hasgi F* = gihusF*

the canonical map given by adjonction. If D is cartesian with hy = h, g1 = g fo = h' : Ur — T,
g :Upr — U, )
Ty(D)(F*) =: Ty(g, h)(F) : gg F* — g"hyF*

is an isomorphism.
We have the support section functors of a closed embedding ¢ : Z < S for presheaves on the big
analytical site of pairs.

Definition 28. Leti: Z — S be a closed embedding with S, Z € AnSp(C) and j : S\Z — S be the open
complementary subset.

(i) We define the functor

I'z : C(AnSp(C)**™/S) — C(AnSp(C)**™/S), G* + T'zG* := Cone(ad(j*, j.)(G*) : G* — j.j*G*)[-1],
so that there is then a canonical map vz(G*) : T'zG* — G°.

(ii) We have the dual functor of (i) :
I : C(AnSp(C)**™/S) — C(AnSp(C)**™/S), F = T;(F*) := Cone(ad(ji, j*)(G®) : juj* G* — G*),
together with the canonical map v%(G) : F — I',(G).

(iii) For F,G € C(AnSp(C)**™/S), we denote by

I(y, hom)(F,G) := (I, I(j3,j*)(F,G)~") : TzHom(F,G) = Hom(I'yF,G)

the canonical isomorphism given by adjonction.

Note that we have similarly for i : Z — S, ¢’ : Z/ < Z closed embeddings, g : T' — S a morphism
with T, S, Z € AnSp(C) and F € C(AnSp(C)**™/S), the canonical maps in C'(AnSp(C)?*™/S)

o T(9.7)(F): g*'TzF = Tzusrg*F, T(g,7")(F) : T%, .rg"F = g*'T 2 F
o T(Z2'/Z,4)(F): Tz F —T4F, T(Z')Z,4V)(F) : TYF — T}, F

but we will not use them in this article.
We now define the usual topology on AnSp(C)?/S.

Definition 29. Let S € AnSp(C).

(i) Denote by T a topology on AnSp(C), e.g. the usual topology. The T covers in AnSp(C)?/S of
(X,2)/S are the families of morphisms

{(c; : (Ui, Z xx U;) /S = (X, 2)/8S)icr, with (¢; : Uy = X)ier T cover of X in AnSp(C)}

(ii) Denote by T the usual or the etale topology on AnSp(C). The 7 covers in AnSp(C)%*™/S of
(U,Z)/S are the families of morphisms

{(c; : Uiy Z xu U;) /S — (U, 2)/S)ier, with (¢; : U; — U)ier T cover of U in AnSp(C)}

(iii) Denote by T the usual or the etale topology on AnSp(C). The T covers in AnSp(C)>(™Pr /S of
(Y x 8,7)/S are the families of morphisms

{(c; xIs: (Ui x S, Z xyxs Ui xS)/S —= (Y x8,2)/8)ict, with (¢; : Uy = Y )ier 7 cover of Y in AnSp(C)}
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Let S € AnSp((C). Denote by 7 the usual topology on AnSp((C). In particular, denoting a, :
PSh(AnSp(C)%™ /8) — Shv(AnSp(C)*™)/S) and a, : PSh(AnSp(C)> ™ /S) — Shv(AnSp(C)>™Pr/S)
the sheaftification functors,

e a morphism ¢ : F' — G, with F,G € C(AnSp(C)>*™)/S), is a 7 local equivalence if a, H"¢ :
a,H"F — a,H"G is an isomorphism, a morphism ¢ : F — G, with F, G € C(AnSp(C)>(s™rr/g),
is a 7 local equivalence if a,H"¢ : a; H"F — a-H"G is an isomorphism,

e a morphism ¢ : (G1, F) — (G, F), with (G1, F), (G2, F) € Cti(AnSp(C)%(™) /S), is an r-filtered
7 local equivalence if for all p,q € Z, a,E?%¢ : a;EP1(G1,F) — a;EP?(Gy, F) is an isomor-
phism of sheaves on AnSp(C)%(™ /S, a morphism ¢ : (G1, F) — (G2, F), with (G1, F),(Go, F) €
C'ti1(AnSp(C)>(=m)rr /G is an r-filtered 7 local equivalence if for all p, ¢ € Z a, E?% : a, EP9(Gy, F) —
a,;EP9(Gy, F) is an isomorphism of sheaves on AnSp(C)2(sm™)rr /g

e ['* € C(AnSp(C)>»t™)/S) is 7 fibrant if for all (U,Z)/S € AnSp(C)>(*™) /S and all 7 covers
(Ci : (Ui,Z XU Ul)/S — (U, Z)/S)iel of (U, Z)/S,

F*(¢;) : F*((U, 2)/8) = Tot(@ecarar—e F* (U1, Z xy Ur)/S))

is a quasi-isomorphism of complexes of abelian groups, F* € C(AnSp(C)>™Pr/S) is 7 fibrant if
for all (Y x S,Z)/S € AnSp(C)%*™?" /S and all T covers (¢; x I : (U; x S, Z Xyxs Ui x S)/S —
(Y X S, Z)/S)le] of (Y X S, Z)/S,

F.(Ci X IS) : F.((Y xS, Z)/S) — TOt(@Card[:.F'((U[ X S, 721 Xy U])/S))

is a quasi-isomorphism of complexes of abelian groups,

e (F*,F) € Cty(AnSp(C)>(™) /8) is r-filtered 7 fibrant if for all (U, Z)/S € AnSp(C)*™) /S and
all 7 covers (¢; : (U, Z Xy U)/S — (U, 2)/S)ier of (U, 2)/8S,

EPUE, F)(ci) : EPU(F®, F)(U, 2)/5) = EPY(Tot(Scarar=e (F*, F)((Ur, Z xuv Ur)/5)))
is an isomorphism of abelian groups for all p,q € Z, (F*, F) € C};(AnSp(C)?(™Pr /S) is r-filtered
7 fibrant if for all (Y x S, Z)/S € AnSp(C)*™)Pr /S and all 7 covers (c; x Is : (U; x S, Z Xyxs
Ui x8)/S— (Y x5/2)/S)icr of (Y x8,7)/8S,
EPUF®, F)(cixIs) : EPI(F®, F)((Y xS, 2)/S8) = EP9(Tot(®carar=e (F*, F)((Urx S, ZxyUr)/5)))
is an isomorphism of abelian groups for all p, q € Z.
Will now define the D! local property on AnSp(C)?/S.
Definition 30. Let S € AnSp(C).
(i) A complex F € C(AnSp(C)*™) /S, is said to be D' invariant if for all (X, Z)/S € AnSp(C)>™) /S
F(px): F((X,2)/S) = F(X xD',(Z x D'))/5)

is a quasi-isomorphism, where px : (X x DY, (Z x D)) — (X, Z) is the projection.

(i)’ Similarly, a complex F € C(AnSp(C)>™Pr/8) is said to be D' invariant if for all (Y x S, Z)/S €
AnSp(C)?(smrr /g

F(pyxs): F((Y x8,2)/8) = F((Y x S x D', (Z x D'))/S)

is a quasi-isomorphism

87



(ii) A complex F € C(AnSp(C)>™) /S) is said to be D' local for the T topology induced on AnSp(C)2/S,
if for an (hence every) T local equivalence k : F — G with k injective and G € C(AnSp(C)%(*™)/S)
T fibrant, (e.g. k: F — E.(F)), G is D! invariant.

(ii)’ Similarly, a complex F € C(AnSp(C)>(™P"/S) is said to be D' local for the T topology induced
on AnSp(C)2/S, if for an (hence every) T local equivalence k : F — G with k injective and G €
C(AnSp(C)>EmPr /8 1 fibrant, e.g. k: F — E.(F), G is D' invariant.

(iii) A morphism m : F — G with F,G € C(AnSp(C)>(5™ /8) is said to an (D', usu) local equivalence
if for all H € C(AnSp(C)>™ /S) which is D' local for the usual topology

Hom(L(m), Eysy(H)) : Hom(L(G), Eysu(H)) — Hom(L(F), Eysu(H))
is a quasi-isomorphism.

(iii)’ Similarly, a morphism m : F — G with F,G € C(AnSp(C)>™P" /S is said to be an (D', usu)
local equivalence if for all H € C(AnSp(C)?(™Pr /8) which is D local for the usual topology

Hom(L(m), Eysy(H)) : Hom(L(G), Eysu(H)) — Hom(L(F), Eysu(H))
is a quasi-isomorphism.

Proposition 31. (i) A morphism m : F — G with F,G € C(AnSp(C)>(*™) /S) is an (D', usu) local
equivalence if and only if there exists

{(X1.0,Z1.0)/S 0 € M}, ... {(Xra: Zra)/S, 0 € Ar} C AnSp(C)> ™) /S
such that we have in Hoe (C(AnSp(C)%(5™) /8))

Cone(m) = Cone(®aen, Cone(Z((X1.4 x DY Z1 o x DY /S) = Z((X1.0, Z1.4)/9))
— = Baen, Cone(Z((X1,q x DY, Zy o x DY /S) = Z((X1.05 Z1.0)/5)))

(i) A morphism m : F — G with F,G € C(AnSp(C)>™P7 /S) is an (D', usu) local equivalence if and

only if there exists

{(Via X8, Z10)/S,0 € M1}, ... {(Yra X S, Zp.a) /S, € Ay} € AnSp(C)>(™) /S
such that we have in Hoe: (C(AnSp(C)2(m™Pr /§))

Cone(m) = Cone(Daen, Cone(Z((Y1,4 X S x D!, Z1,0 % Dl)/S’) = Z(Y1,0 X S,Z1.4)/5))
— = Daen, Cone(Z((Yiq x S x DY Z1 o x DY /S) = Z((Yia X S, Z1,4)/9)))

Proof. Standard. O
Definition-Proposition 9. Let S € AnSp(C).

(i) With the weak equivalence the (D', et) equivalence and the fibration the epimorphism with D' local
and etale fibrant kernels gives a model structure on C(AnSp(C)>(™)/8S) : the left bousfield local-
ization of the projective model structure of C(AnSp(C)>™)/S). We call it the projective (D', et)
model structure.

(ii) With the weak equivalence the (D', et) equivalence and the fibration the epimorphism with D' local
and etale fibrant kernels gives a model structure on C(AnSp(C)>™P7 /S : the left bousfield local-
ization of the projective model structure of C(AnSp(C)*™Pr /S). We call it the projective (D', et)
model structure.

Proof. Similar to the proof of proposition 5. o
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In the filtered case, we consider :
Definition 31. Let S € AnSp(C).

(i) Let r € N. A filtered complex (G, F) € Cyy(AnSp(C)2(5™) /S), is said to be r-filtered D' invariant
if for all (X,Z)/S € AnSp(C)>(™) /8
)

ERU(G, F)(px) : (G, F)(X,Z)/S) = EP(G,F)((X x D', (Z x D'))/S)

is an isomorphism of abelian groups for all p,q € Z, where px : (X x D, (Z x D)) — (X, Z) is the
projection. Note that by definition this r does NOT depend on p and q.

(i)’ Letr € N. A filtered complex (G, F) € C}yy(AnSp(C)2™PT /S) s said to be r-filtered D' invariant

if for all (Y x S,Z)/S € AnSp(C)>(smrr /g

EPUG, F)(pyxs) : EPUG, F)((Y x S,2)/S) = EXI(G, F)((Y x D! x §,(Z x D'))/S5)
is an isomorphism of abelian group for all p,q € Z. Note that by definition this v does NOT depend
onp and q.

(i)” A filtered complez (G, F) 6 Cti(AnSp(C)* (sm) /8), is said to be co-filtered D' invariant if for all
(X,2)/S € AnSp(C)>©™) /S there exist 1 € N such that (G, F) is r-filtered D' invariant. This
implies that, for all (X, Z)/S € AnSp(C)>(™)/S,

H™(G,F)(px) : H"(G, F)((X,2)/8) — H"(G, F)((X x D', (Z x D"))/S)
is a filtered isomorphism of filtered abelian groups for all n € Z.

(1)’ Similarly, o filtered complex (G, F') € Cf” (AnSp(C)2(smpr /S) is said to be co-filtered D' invariant
if for all (Y x S,Z)/S € AnSp(C)>™Pr /S there evist r € N such that (G, F) is r-filtered D'
invariant. This implies that, for all (X, Z)/S € AnSp(C)>(=mrr /g,

H™(G,F)(pyxs) : H'(G,F)(Y x 8,2)/S) = H"(G,F)((Y x § x D', (Z x D"))/5)
is a filtered isomorphism of filtered abelian groups for all n € Z.

(i) Let r € N. Let T a topology on AnSp(C). A filtered complex (G, F) € Cyy(AnSp(C)>(™) /8, is
said to be r-filtered D' local for the T topology induced on AnSp(C)2/S if for an (hence every) r-
filtered T local equivalence k : (G, F) — (H, F) with k injective and (H, F) € C¢;(AnSp(C)%(=™) /S)
r-filtered T fibrant (e.g. k: (G, F) — E.(G,F)), (H, F) is r-filtered D' invariant.

(i)’ Similarly, a filtered complexr (G,F) € C}y(AnSp(C)2C™Pr/S) s said to be r-filtered D' local
for the T topology induced on AnSp(C)2/S, if for an (hence every) r-filtered T local equivalence
k:(G,F)— (H,F) with k injective and (H,F) € C;y(AnSp(C)>™Pr /) r_filtered T fibrant (e.g.
k:(G,F)— E.(G,F)), (H,F) is r-filtered D' invariant.

(11)” A filtered complex (G,F) € szl(AnSp( )2(m) /8), is said to be oco-filtered D' local for the T
topology induced on AnSp(C)?/S if there exist r € N such that (G, F) is r-filtered D' local for 7.

(ii)”” Similarly, a filtered complex (G, F) € C}y(AnSp(C)2(™Pr /S s said to be co-filtered D' local for
the T topology induced on AnSp(C)?/S if there exist r € N such that (G, F) is r-filtered D* local for
T.

Lemma 4. Let S € Var(C).
(i) Let (G,F) € Cyy(AnSp(C)%5™P"/S) Then, if m : Q1 — Q2 with Q1,Q2 € C(AnSp(C)%*m?"/S)

projective is an usu local equivalence,
Hom(m, Eys, (G, F)) : Hom®*(Q2, Eysy (G, F)) — Hom®(Q1, Eysu (G, F))

is a filtered quasi-isomorphism.
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(ii) Let v € N. Let (G, F) € Cy(AnSp(C)?*™P" /S) be r-filtered D' local for the etale topology. Then,
if m: Q1 — Qo with Q1,Q2 € C(AnSp(C)**™P" /S) projective is an (D', usu) local equivalence,

Hom(m, Eys, (G, F)) : Hom®*(Q2, Eysy (G, F)) = Hom®*(Q1, Eusu (G, F))

is an r-filtered quasi-isomorphism.

(ii)” Let (G, F) € Cyu(AnSp(C)?5™P" /S) be oco-filtered D' local for the etale topology. Then, if m :
Q1 — Q2 with Q1,Q2 € C(AnSp(C)2*™mP" /S) projective is an (D', usu) local equivalence,

Hom(m, Eysu (G, F)) : Hom®*(Q2, Eysu(G, F)) — Hom®*(Q1, Eusu (G, F))
is an oo-filtered quasi-isomorphism.
Proof. Similar to lemma 2 : follows from proposition 31. o
We have, similarly to the case of single varieties the following :
Proposition 32. Let g: T — S a morphism with T, S € AnSp(C).

(i) The adjonction (g*,g.) : C(AnSp(C)>™) /S) = C(AnSp(C)>™) /T) is a Quillen adjonction for
the (D', usu) model structure.

(i)’ The functor g* : C(AnSp(C)>™) /S) — C(AnSp(C)>™)/T) sends quasi-isomorphism to quasi-
isomorphism and equivalence usu local to equivalence usu local, sends (D', usu) local equivalence to
(DY, usu) local equivalence.

(i) The adjonction (g*,g.) : C(AnSp(C)>™Pr /§) = C(AnSp(C)>C™P" /T is a Quillen adjonction
for the (D', usu) model structure.

(ii)” The functor g* : C(AnSp(C)>C™Pr/S) — C(AnSp(C)>E™Pr /T sends quasi-isomorphism to
quasi-isomorphism and equivalence usu local to equivalence usu local, sends (D', usu) local equiva-
lence to (D', usu) local equivalence.

Proof. Similar to the proof of proposition 23. O
Proposition 33. Let S € Var(C).

(i) The adjonction (p%,ps«) : C(AnSp(C)?*™/S) = C(AnSp(C)?/S) is a Quillen adjonction for the
(Al et) projective model structure.

(i)’ The functor ps. : C(AnSp(C)?/S) — C(AnSp(C)?*™/S) sends quasi-isomorphism to quasi-isomorphism,
sends equivalence usu local to equivalence usu local, sends (D', usu) local equivalence to (D', usu)
local equivalence.

(i) The adjonction (p%, ps«) : C(AnSp(C)2*mPr/S) S C(AnSp(C)*P7/S) is a Quillen adjonction for

the (A, et) projective model structure.

(i)’ The functor ps. : C(AnSp(C)*P"/S) — C(AnSp(C)?*™P"/S) sends quasi-isomorphism to quasi-
isomorphism, sends equivalence usu local to equivalence usu local, sends (D', usu) local equivalence
to (D, usu) local equivalence.

Proof. Similar to the proof of proposition 20. O
We also have
Proposition 34. Let S € AnSp(C).
(i) The adjonction (Grg*, Grg.) : C(AnSp(C)/S) = C(AnSp(C)??"/S) is a Quillen adjonction for

the (D, usu) projective model structure.
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(ii) The adjonction (Grg™ Grss : C(AnSp(C)*™/S) = C(AnSp(C)>*™"/S) is a Quillen adjonction
for the (D', usu) projective model structure.

Proof. Immediate from definition. O

We have the following canonical functor :

Definition 32. (i) For S € AnSp(C), we have the functor
(=)' : C(AnSp(C)*™/S) — C(AnSp(C)**™/S),
Fr— F": (U, 2)/8) = (U, Z),h) = F"((U, Z)/S) = (Tyh*LF)(U/U),
(¢: (U, 2),1') = (U, Z), h)) =

(FV h*LF)(U/U)

(F'(g) « (CZh*LF)(U/U) ————— (¢"(LZh"LF))(U"/U")
T(gn") (" LE)(U'/U")

(TZwyurg™ W LE)U' /U
T(Z')ZxuU' AV )(g*h* LF)(U'JU")

(U7 g"hLE)(U'/U")))

where i(ryp-Lry(w/v) is the canonical arrow of the inductive limit. Similarly, we have, for S €
AnSp(C), the functor

(=)T: C(AnSp(C)/S) — C(AnSp(C)?/S),

Fr— FT (X, 2)/S) = (X, Z),h) = FY((X, 2)/8) := (T4h*F)(X/X),

(0 (X' 20,0 = (X, 2).1)) o (FV () : (Fh* LEY(X/X) = (C k" LEY(X'/X')
Note that for S € AnSp(C), I(S/S) : Z((S,S)/S) — Z(S/S)' given by

1(8/9)((U, 2), h) = Z((S, 8)/S) (U, ), h)) 22

is an isomorphism.

(i1) Let f : T — S a morphism with T, S € AnSp(C). For F' € C(AnSp(C)*™/S), we have the canonical
morphism in C(AnSp(C)>*™ /T)

U/u)(U/U) Z(S/9)" (U, Z), ) == (TYZ(U/U))(U/U)

T(f,D)(F):=T*(f,T)(F): [*(F") = (f*F)",

T(f,T)F)((U',Z2)/T = (U, Z), 1)) :

FENH(U, 2,10 = l lim " (TYh*LF)(U/U)
((U",2"), W)= (U, Z1),hr) = ((U,2),h)

T o ’
LoD, (Y, R LF) (U JU") = (T b f* LE)(U' JU)

(T, n*T(f,L)(F) (U’ /U")

(CYh*LEF)U'JU) = (f*F)" (U, 2'), )

where fu : U XxgT — U and hp : Up :=U xgT — T are the base change maps, the equality
following fmm the fact that ho fy ol = fohpol = foh'. For F € C(AnSp(C)/S), we have
similarly the canonical morphism in C(AnSp(C)?/T)

T(f.D)(F): f*(F5) = (fFF)".

(iti) Let h : U — S a smooth morphism with U, S € AnSp(C). We have, for F' € C(AnSp(C)*™/U), the
canonical morphism in C(AnSp(C)%*™/S9)
Ty(h,T)(F) : hy(F") — (hyLF)",
Ty (h, DY (F)(U', Z'), 1) : he(FY)(U', Z'), 1) = lim (Y 1*LF) (U’ JU")
((U".2).0) = (U,V).h)
(T'y/1* ad(hyg,h*)(LF))(U'/U")

(LY " R*hy LF)(U'JU") =: (hy LF)T (U, Z") /1)
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(iv) Let i : Zy — S a closed embedding with Zy, S € AnSp(C). We have the canonical morphism in
C(AnSp(C)**™/S)

T.(,T)(Z(Z0/ 20))  i- (L 20/ Z0))" — (i-L(Z/Z))",
1.6, D) (Z(Z0/ 20)) (U, 2), ) : i.(Z(Z0] 20)) (U, Z),h) 1= (T, 2y A 20/ Z0))(U x5 Zo)

T (1w vV )2 Z0 ) Z UxsZ . X
(e VO ZN T E0), (1, 2 Z0 ) Zo)) (U x5 Zo) =: (iaZ(2)2))" (U, Z), )

Definition 33. Let S € AnSp(C). We have for F € C(AnSp(C)*™/S) the canonical map in C(AnSp(C)*™/S)
Gr(F) : Griqi MS*FF — F,
ad(l",L) (p" F)(Ux S/UxS) W*F(U/U) = F(U/S)

Gr(F)(U/S) :Tp*F(U x SJU x S)

where h : U — S is a smooth morphism with U € AnSp(C) and h : U LUxSE Sis the graph
factorization with | the graph embedding and p the projection.

Proposition 35. Let S € AnSp(C).
(i) Then,
—ifm : F — G with F,G € C(AnSp(C)*™/S) is a quasi-isomorphism, m' : F*' — G' is a
quasi-isomorphism in C(AnSp(C)?*™/8S),

—ifm: F — G with F,G € C(AnSp(C)*™/S) is an usu local equivalence, m' : F* — G is an
usu local equivalence in C(AnSp(C)*5™/S),

—ifm: F — G with F,G € C(AnSp(C)*™/S) is an (D', usu) local equivalence, m" : F'' — G
is an (D', usu) local equivalence in C(AnSp(C)%*™/8S).

(ii) Then,

—ifm : F — G with F,G € C(AnSp(C)/S) is a quasi-isomorphism, m* : F' — GT is a
quasi-isomorphism in C(AnSp(C)2/S),

— ifm: F — G with F,G € C(AnSp(C)*™/S) is an usu local equivalence, m' : F*' — GT is an
usu local equivalence in C(AnSp(C)%5™/S),

— ifm: F — G with F,G € C(AnSp(C)*™/S) is an (D', usu) local equivalence, m' : FI' — GT
is an (D', usu) local equivalence in C(AnSp(C)?/S).

Proof. Similar to the proof of proposition 27. O

2.10 The analytical functor for presheaves on the big Zariski or etale site
and on the big Zariski or etale site of pairs

We have for f: T — S a morphism with T, S € Var(C) the following commutative diagram of sites

Dia(S) := AnSp(C)/T" Var(C)/T (38)
\AnSp (C)sm /T A“L«.fwr@)m/cr
|
AnSp(C)/ s jL Var(C)/S P(f)
AnSp (C)sm /gan Ans \Var(@sm/s
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and

AI]T

Dia'?(S) := AnSp(C)?/T" Var(C)?/T (39)
K J' K
2,sm an An 2,sm
P(f) AnSp(C)*=™ /T jp(f) Var(C)#*™ /T
AnSp(C)2/Se" A“me Var(C)?/S P(f)
AnSp(C)2#m /gan Ans Var(C)2sm /§
For S € Var(C) we have the following commutative diagrams of sites
AnSp(C AnSp(C)%*r/8
\ J \
Ans AnSp(C)>*™ /S ( AnSp(C)%smer /S
Var(C J‘ Var(C)2smpr /S Ang
\ [ \
Var(C)%/S 1 Var(C)%smrr /S
and
Gr152
AnSp(C)?*r/S AnSp(C)/S . (40)
Ans AnSp(C)%smrr/§ l[ AnSp(C)*™/S
Var(C)??r" /S J Var(C)/ Ang
j K
Grrg2
Var )2sm /S Var(C)*™ /S

For f : T — S a morphism in Var(C) the diagramm Dia(S) and Dia(T) commutes with the pullback
functors : we have e(S) o P(f) = P(f) ce(T).
For S € Var(C), the analytical functor is

(=) : Cog(S) = Cogan, G+ G*™ := an§™* G := an§ G ®anz, 0 Ogen
Let S € Var(C).

e As any : PSh(S) — PSh(S°") preserve monomorphisms (the colimits involved being filtered colim-
its), we define, for (G, F) € C(2)7u(S), ang(G, F) := (ang G,ang F') € C(g)7a(S*").
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e As (=) := angy™? : PSho(S) — PSh(5%") preserve monomorphisms (an¥ preserve monomor-
phism and (=) ®pg Ogaen preserve monomorphism since Ogan is a flat Og module), we define, for
(G,F) S C(2)le(5)7 (G,F)an = (G“”,an*SF Rog Osan) S C(Q)fl-l(S‘m).

Let f:T — S a morphism with T, S € Var(C). Then,

e the commutative diagrams of sites D(An, f) := (Ang, f, Anp, f = f*) gives, for G € C(Var(C)*™/T),
the canonical map in C(AnSp(C)*™/T)

ad(An7, Anr.)(G) Anj f. Anp. An’. G = Ang Ang, f« Ant G

ad(Ang Ans.)(f« Anp G) f An® G
* T

T(An, f)(G) : Ang f.G

e the commutative diagrams of sites D(an, f) := (ang, f any, f) gives, for G € C(T'), the canonical
map in C(T")

ad(an7,anr.)(G)

T(an, f)(G) : ang f«.G

ang f. any, any G = ang ang, f. any G

ad(anyg,ans«)(f« an} G) f ant. G
* T

and for G € Co,.(T), the canonical map in Co,.., (T°)

ad(an3™°% anr.)(G)

T™%an, £)(G) : (f.G)*" := ang"? £,G

*mod *
an ,angy ) (f« an
ang"wd f. anp, animed G = ang"wd ang, f.an;o? G —=2 T

G) f* aJn,}qnod G =: f*Gan

Definition-Proposition 10. Consider a closed embedding i : Z < S with S,Z € Var(C). Then, for
G* € C(Var(C)*™/S), there exist a map in C(AnSp(C)*™/S)

T(An,7)(G) : AngT'zG - Tz Ang G
unique up to homotopy, such that vz(Ang G) o T(An,v)(G) = Angv2G.

Proof. Denote by j : S\Z < S the open complementary embedding. The map is given by (I, T(An, j)(j*G)) :
Cone(Ans G — Ang j.j*G) — (Ang G — j.j* Ang G). O

Definition 34. Let f: X — S a morphism with X,S € Var(C). Assume that there exist a factorization

f:X5YxS8SLS, withYy € SmVar(C), i : X — Y is a closed embedding and p the projection. We
then have the canonical isomorphism in C(AnSp(C)*™/S™)

T(f.9,Q) = Ty(An,p)(=) " o Ty(An, j)(=) " :
Ang Q(X/S) = Angpﬂr}/(ZYxs[dy] —:—> pﬁF}/(anZst[dy] = Q(Xan/san)

with j: Y X S\X —= Y x S the closed embedding.

Definition-Proposition 11. Consider a closed embedding i : Z — S with S € Var(C). Then, for
G € Co4(S), there is a canonical map in Cogan (S*)

T"wd(an,v)(G) . (I\ZG)an — T gan Gaen
unique up to homotopy, such that yzan (G™) o T™°(an,v)(G) = g*vzG.
Proof. Tt is a particular case of definition-proposition 2(i). O

We recall the first GAGA theorem for coherent sheaf on the projective spaces :
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Theorem 12. For X € Var(C) and F € Co, (X) denote by
a(F) : ad(any™?, an(X),)(E(F)) : E(F) — anx.(E(F))"™ = anx. E(F™),
the canonical morphism.

(i) Let X € PVar(C) a proper complex algebraic variety. For F € Coho, (X) a coherent sheaf, the
morphism

H"T'(X,a(F)): H*(X,F)=H"I'(X,E(F)) —» H"(X,F*") = H'T'(X, E(F*"))
is an isomorphism for all n € Z.

(i1) Let f: X — S a proper morphism with X, S € Var(C). For F € Coho, (X) a coherent sheaf, the
morphism

H"fa(F): R"f,F = H"f.(E(F)) —» R"f.F*" = H" f,E(F")
is an isomorphism for all n € Z.

Proof. See [29]. (i) reduces to the case where X is projective and (ii) to the case where f is projective.
Hence, the theorem reduce to the case of a coherent sheaf F' € Coho_ (PN) on PV (|

2.11 The De Rahm complexes of algebraic varieties and analytical spaces

For X € Var(C), we denote by tx : Cx — Q% =: DR(X) the canonical inclusion map. More generaly,
for f: X — S a morphism with X, S € Var(C), we denote by tx/s : f*Os — 93(/5 =: DR(X/S) the
canonical inclusion map.

For X € AnSp(C), we denote by tx : Cx — Q% =: DR(X) the canonical inclusion map. More
generaly, for f : X — S a morphism with X,S € AnSp(C), we denote by tx,g : f*Os — Q;(/S =:
DR(X/S) the canonical inclusion map.

Let f: X — S a morphism with X, S € Var(C). Then, the commutative diagram of site (an, f) :=
(f,Ang, f = f*",an(X)) gives the transformation map in Cogan (S°") (definition 1)

(an(X),E)(=)oT (an, f)(E(Q%,s))

T
T3 (an, f) : (FE(Q% /s, F1))™" := ang™* fLE(Q% g, Fb)

mRJE(Qxan an
(FeE(an(X)" (/. ) @any 05 Osan o X 0E/9)

f*E( ;(a"/Sa"an)

We will give is this paper a relative version for all smooth morphisms of the following theorem of
Grothendieck

Theorem 13. Let U € SmVar(C). Denote by ay : U — {pt} the terminal map. Then the map
TS (av,an) : T(U, E(Qf)) — DU, E(Q))
is a quasi-isomorphism of complexes.

Proof. Take a compactification (X, D) of U, with X € PSmVar(C) and D = X\U a normal crossing
divisor. The proof then use proposition 14, the first GAGA theorem (theorem 12 (i)) for the coherent
sheaves Q7 (nD) on X, and the fact (which is specific of the De Rahm complex) that Q.. (xD*") —
J«E(Quan) is a quasi-isomorphism. O

We recall Poincare lemma for smooth morphisms of complex analytic spaces and in particular complex
analytic manifold :

Proposition 36. (i) For h : U — S a smooth morphism with U,S € AnSp(C), the inclusion map

tx/s:h*Os — Q.U/S =: DR(U/S) is a quasi-isomorphism.
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(1) For X € AnSm(C), the inclusion map vx : Cx — Q% is a quasi-isomorphism.
Proof. Standard. (ii) is a particular case of (i) (the absolute case S = {pt}). O

Remark 4. We do NOT have poincare lemma in general if h : U — S is not a smooth morphism. Already
in the absolute case, we can find X € Var(C) singular such that the inclusion map tx : Cxan — Q%an s
not a quasi-isomorphism. Indeed, we can find exemple of X € PVar(C) projective singular where

HP(cx) : HP(X™,Cxon) = HPC®, (X7

sing

X being locally contractible since X" € CW, have not the same dimension then the De Rham coho-
mology
HP (T (an, ax)) : HP(X, B(Q%)) = HP (X", B(Q%0n))

X being projective, that is are not isomorphic as vector spaces. Hence, in particular, the canonical map
HP1x : HP(X" Cxan) = HP( X E(Q%an))
is mot an isomorphism.
Consider a commutative diagram

Do= f: X >y-—Ls5g

R

f/;X/;y/L)T

with X, X' YY" S, T € Var(C) or X, X', Y, Y’ S, T € AnSp(C), ¢, i’ being closed embeddings. Denote by

D the right square of Dy. The closed embedding i’ : X’ < Y’ factors through i’ : X’ N xy Y’ o,y
where i}, i(, are closed embeddings. Then, definition-proposition 3 say that

e there is a canonical map,

By vy r/s) o T(g" E)(=) o T(g" 7)(=) : g "Tx E(Q} /5. Fb) = Tx v E(QS )1, )

unique up to homotopy such that the following diagram in Cyr. .o ra(Y') = Cpupeogra(Y)
commutes

" E(Qyr )oT (9", B)(=)oT (9" ) (—)
g *FXE(Q;//S,Fb)((Y Loy : f)XXYY/E(Q;///:NFb)’

’YX()\L l'YXXYY/(_)

" EQyr /vy rys) el E)(—)

g *E(Q;//Sva) E(Q;///Tva)

e there is a canonical map,
T (D) : ¢ Lop.Tx E(QY5, Fy) = DLl x5y v By 1, Fy)
unique up to homotopy such that the following diagram in Co, r4(T") commutes

73 (D)

g*mOdLOp*FXE(Q;//S) p;FXXYY’E(Q;///T) :
’YX(—)l l’YXxYY/(_)
*T1MO L] T:;)(D) °
9 dLOp*E(Qy/s) p;E(Qy,/T)
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(iii) there is a map in Cpr., 4y (Y")
T(X//X Xy Y/, ’y)(E(Q;/,/T, Fb)) : FX/E(Q;///T, Fb) — FXXyY/E(Q;///Tv Fb)

unique up to homotopy such that yxx, v+ (=) o T X"/ X xy Y, 7)(=) = vx:(—).

Let h : Y — S a morphism and i : X — Y a closed embedding with S,Y, X € Var(C). Then,
definition-proposition 3 say that

e there is a canonical map
E(Q(Yan/y)/(san/s)) o T(an, ’7)(—) : an(Y)*I‘XE(Q;//S, Fb) — FXanE(Q;//S, Fb)
unique up to homotopy such that the following diagram in Cpxogfu (Y *") commutes

E(Qyan an oT'(an, —
an(y)*FxE(Q;,/S,Fb)( (vanyy/(sansy)oT (an,y)(—) I‘XanE(Q;,/S,Fb)

’YX()\L l'vxa"()
E(Qyan/y)/(senys))

an(Y)*E(9, 5, Fy) B(QY, ¢, Fy)

e there is a canonical map
T (an, h)” : (hTx E(QY 5, F3))*" = hoTxan E(QY /5, Fy)

unique up to homotopy such that the following diagram in C(Y")commutes

. an Two(an,h)'y .
(h*FXE(Qy/S;Fb)) h*FXa"E(Qy/Sva)
'YX()\L \L’Yxa"()
Tu?(an,h) N
(h-E(Q 5, Fy))™ hESY g, F)

2.12 The key functor R“Y from complexes of representable presheaves on
Var(C)*™ /S with S smooth by a Borel-Moore Corti-Hanamura resolution
complex of presheaves on Var(C)?/S, and the functorialities of these
resolutions

Definition 35. (i) Let Xo € Var(C) and Z C Xo a closed subset. A desingularization of (Xo,Z)
is a pair of complex varieties (X, D) € Var?(C)), together with a morphism of pair of varieties
e: (X,D) = (Xo,A) with Z C A such that
— X € SmVar(C) and D := e }(A) = e 1(Z) U (U;E;) C X is a normal crossing divisor
— €: X — Xy is a proper modification with discriminant A, that is € : X — Xg is proper and
€: X\D = X\A is an isomorphism.

(i1) Let Xy € Var(C) and Z C Xy a closed subset such that Xo\Z is smooth. A strict desingularization
of (Xo,Z) is a pair of complex varieties (X, D) € Var?(C)), together with a morphism of pair of
varieties € : (X, D) — (Xo, Z) such that

— X € SmVar(C) and D := e *(Z) C X is a normal crossing divisor

—€: X — Xy is a proper modification with discriminant Z, that is € : X — X 4s proper and
€: X\D = X\Z is an isomorphism.
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We have the following well known resolution of singularities of complex algebraic varieties and their
functorialities :

Theorem 14. (i) Let Xy € Var(C) and Z C Xy a closed subset. There exists a desingularization of
(Xo, Z), that is a pair of complex varieties (X, D) € Var®(C)), together with a morphism of pair of
varieties € : (X, D) — (Xo,A) with Z C A such that

— X € SmVar(C) and D := e 1(A) = e 1(Z) U (U; E;) C X is a normal crossing divisor

—€: X = Xy is a proper modification with discriminant A, that is € : X — X is proper and
€: X\D = X\A is an isomorphism.

(i1) Let Xo € PVar(C) and Z C Xo a closed subset such that Xo\Z is smooth. There exists a strict
desingularization of (Xo, Z), that is a pair of complex varieties (X, D) € PVar®(C)), together with
a morphism of pair of varieties € : (X, D) — (Xo,Z) such that

— X € PSmVar(C) and D := e Y(Z) C X is a normal crossing divisor

—€: X — Xy is a proper modification with discriminant Z, that is € : X — X s proper and
€: X\D = X\Z is an isomorphism.

Proof. (i):Standard. See [24] for example.
(ii):Follows immediately from (i). O

We use this theorem to construct a resolution of a morphism by Corti-Hanamura morphisms, we will
need these resolution in the definition of the filtered De Rham realization functor :

Definition-Proposition 12. (i) Let h : V — S a morphism, with V, S € Var(C). Let S € PVar(C)
be a compactification of S.

— There exist a compactification Xo € PVar(C) of V such that h: V — S extend to a morphism
fo="ho:Xo— S. Denote by Z = Xo\V. We denote by j : V — X, the open embeddmg and
by io : Z < Xo the complementary closed embedding. We then consider Xo := fo 1(S) ¢ Xo
the open subset, fy:= fO|X0 Xo— S, Z=2ZnNXy, and we denote again j : V — Xg the open
embedding and by i¢ : Z — Xo the complementary closed embedding.

— In the case V is smooth, we take, using theorem 14(ii), a strict desingularization € : (X, D) —
(Xo,2) of the pair (Xo, Z), with X € PSmVar(C) and D = Ui_,D; C X a normal crossing
divisor. We denote by ie : Dy — X = XC(.) the morphism of simplicial varieties given by the
closed embeddings iy : D; = NierD; — X. Then the morphisms f = fooé: X — S and
fp. := foie: Dy — S are projective since X and Dy are projective varieties. We then consider
(X,D) :=e ! (X0,2), e :=¢x : (X, D) = (Xo,Z) We denote again by is : Dy — X = X ()
the morphism of simplicial varieties given by the closed embeddings iy : Dy = Nijer Dy — X.
Then the morphisms f := fooe: X — S and fp, := fois : D¢ — S are projective since
f:Xo— S is projective.

(i) Let g:V'/S — V/S a morphism, with V'/S = (V' h'),V/S = (V,h) € Var(C)/S

— Take (see (i)) a compactification Xo € PVar(C) of V such thath: V — S extend to a morphism
fo=ho:Xo— S. Denote by Z = Xo\V. Then, there exist a compactification X}, € PVar(C)
of V! such that h' : V' — S extend to a morphism fo=hly: X, =S, g:V' =V extend to a
morphism go : X, — Xo and fo o go = f} that is go is gives a morphism go : X4/S — Xo/S.
Denote by Z' = X[\V'. We then have the following commutative diagram

1% Xo 7
QT QOT g’T
VLX< Y50 NZ) il
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It gives the following commutative diagram

V—I X = F7Y(S) i Z

— In the case V and V' are smooth, we take using theorem 14 a strict desingularigati_on € :
(X,D) = (Xo,2) of (Xo,Z). Then there exist a strict desingularization €, : (X', D') —
(X5, 2" of (X}, Z') and a morphism g: X' — X such that the following dmgmm commutes

X -2 X,
X —2.x
We then have the following commutative diagram in Fun(A, Var(C))

ie

V=V —= X = X0 Do

QT gT QI.T
4/ v i

V' = V/( X = Xé(.) <~ D’. %géfl(Dsg(.)) : i;.

where ie : Do — X, the_ morphism of simplicial varieties given by the closed embeddings
: D, — Xn, and i, : D, — X the morphism of simplicial varieties given by the closed
embeddmgs il D! s X:l. It gives the commutative diagram in Fun(A, Var(C))

ie

Dy, (o)

R R

J _f . Yge _ .
V! = V] —= X" = & 7NXp) = X[ =— Dy =——"57(Dy,0) : i

Proof. (i): Let Xoo € PVar(C) be a compactification of V. Let I : Xo =T1 — Xoo x S be the closure
of the graph of h and fo = pgo lo XO — XOO X S — S €%y *= PXo © lo XO — XOO X S — XOO be
the restriction to X of the projections. Then, X € PVar((C),_eXD Xo — Xoo is a proper modification
which does not affect the open subset V C Xy, and fo = hg : Xo — S is a compactification of h.
(ii): There is two things to prove:

e Let fo : Xog - S a compactification of h : V' — S and foo + Xbo — S a compactification of

W V' — S (see (i). Let I : Xj < Ty C X(o X5 Xo be the closure of the graph of g, f§ =
(foo, fo)olo : X = X}y x5 Xo — S and go =px,°lo: X} — X}y x5 Xo — Xo, €x;, = Px, 00

X — X}y xg Xo — X{, be the restriction to X of the projections. Then €xp, Xo — X{ is
a proper modification which does not affect the open subset V' C X{, f} : X) — S is an other

compactification of A’ : V/ — S and go : X — X is a compactification of g.

e In the case V and V' are smooth, we take, using theorem 14, a strict desingularization €: (X, p) —
(Xo, Z) of the pair (Xo, Z). Take then, using theorem 14, a strict desingularization €, : (X', D) —
(X x5, X4, X x5, Z') of the pair (X x g, X{, X x5, Z'). We consider then following commutative
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diagram whose square is cartesian :

and € :=€)oé€, : (X', D') — (X{, Z’) is a strict desingularization of the pair (X x g, X{, X x 5, Z').
O

Let S € Var(C). Recall we have the dual functor

s : C(Var(C)/8) — C(Var(C)/S), F s Dg(F) := Hom(F, E(Z(S/S)))

which induces the functor

LDs : C(Var(C)/S) — C(Var(C)/S), F v LDg(F) := Dg(LF) := Hom(LF, Ew(Z(S/S))).

We will use the following resolutions of representable presheaves by Corti-Hanamura presheaves and
their the functorialities.

Definition 36. (i) Leth: U — S a morphism, with U, S € Var(C) and U smooth. Take, see definition-

(i)

proposition 12, fo = ho : Xo — S a compactification of h : U — S and denote by Z = XO\U
Take, using theorem 14(ii), a strict desingularization € : (X,D) — (Xo,Z) of the pair (Xo,Z),
with X € PSmVar(C) and D := e Y(Z) = U;_,D; C X a normal crossing divisor. We denote
by e : Dy — X = X( o) the morphism of simplicial varieties given by the closed embeddings

: Dr = NierD; — X We denote by j : U — X the open embedding and by ps t X x S — S

and ps : U x S — S the projections. Considering the graph factorization f : X LXxSh 58
of f : X — S, where 1 is the graph _embedding and pg the projection, we get closed embeddings
l:=1 xgS: X — X xS and lp, == D; Xz l:Dr— Dy xS. We then consider the following map
in C(Var(C)2/9)

Tx,0)/s(Z(U/S)) : Rk, pys(Z(U/S))
=5 psuFEer Cone(Z(ia x T) : pseEer(Z((De x S, D4)/X x S),urs) = Z((X x 8, X)/X x §)))

0,koad((jxI)*,(ix1):)(Z((Xx8,X)/X xS
( ((GxI)",(Gx1))(Z((X X )/ X xS))) ps.E. ( ((U>< s, U)/UxS))) é?(Z(U/S)).

Note that Z((Dy x S, D)/ X x S) and Z((X x S, X)/X x S)) are obviously A' invariant. Note that
r(x,p)/s s NOT an equivalence (A', et) local by proposition 24 since pxg 5, Z((De xS, Ds) /X x S) =
0, whereas px g, ad((j x I)*, (j x I))(Z((X x S, X)/X x S))) is not an equivalence (A, et) local.

Let g : U'/S — U/S a morphism, with U'/S = (U',h"),U/S = (U,h) € Var(C)/S, with U
and U' smooth. Take, see definition- -proposition 12(2@) a compactification fo = h : Xog — S of
h:U— S and a compactzﬁcatwn fo=h:X,— S ofh:U — S such that g : U')S — U/S
extend to a morphism gy : X})/S — Xo/S. Denote Z = X\U and Z' = X,\U'. Take, see
definition-proposition 12(1'1'), a strict desingularization € : (X,D) — (Xo,Z) of (Xo,Z), a strict
desingularization €, : (X', D') — (X{,2") of (X}, Z') and a morphism g : X' — X such that the
following diagram commutes
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(iii0)

(iii)

We then have, see definition-proposition 12(ii), the following commutative diagram in Fun(A, Var(C))

e

(41)

j — — —
U=Uey—— X =X Ds, (o)

QT QT giT
-/ -/ 7://

U =U 2 D

c(e) Jﬁ X/ = thz(o) <~ D/o %9‘5—1(1)59(.)) : 7’;.

Denote by ps : X x S — S and ply : X' x S — S the projections We then consider the following
map in C(Var(C)?/S)

R§™(g) : Rix,p)/s(Z(U/S))

ps*Eet CODe(Z(i. X I) :ps*Eet((Z((Dsg(.) X S, Dsg(.))/X X S),UIJ) — Z((X X S,X)/X X S)))
T(g,E)(—)opx. ad((gxI)",(gxI).)(—)

PwEet Cone(Z(iyy x I) :
p/S*Eet((Z((gil(Dsg(o)) X Svgil(Dsg(.))/X/ X S),’LL[J) - Z((X/ X Sa X/)/X/ X S)))
Pls. Bt (Z(il}y X I).1)

Pls. Ber Cone(Z(i, x T) : pls. Ear(Z((D}y x S, D)/ X" x §),urs) = Z((X' x 8, X')/ X' x §)))
= Rz prys(Z(U')S))

Then by the diagram (41) and adjonction, the following diagram in C(Var(C)?/S) obviously com-
mutes

T(x,D)/S(ZISESZS e)t(Z((U x S,U)/U x 8)) = DR(Z(U/S))

Rx pys(Z(U/9))

RgH(g)l
T,y s (BUYS)
Resr.ooy s (B [9)) — 2L CH B < 5.07)/U7 x 8)) = DE(@(U"/5)

For

Q" = (Z(U*/S)) = (-~ = 2U"/)S) 29 7(U"=1/8) = ...} € C(Var(C)/S)

a complex of representable presheaves with U* smooth, we get from (i) and (ii) (X*,D*)/S ee
Var(C)?/S with X* € PSmVar(C), D* C X* a normal crossing divisor, inducing a complex together
with a map in C(Var((C)2/S)

r(X*,D*)/S(Q) : Rixe peyys(QF) = (-++ = Ryt pn-1y,s(Z(U""1/5))
B9, R oy s (U™ [8)) = +++) = DEAQY)
For

” n (9a.8)) e
Q"= (- = BacanZ(U"/S) L), Bpean1Z(UG~"/S) — ---) € C(Var(C)/5)
a complex of (maybe infinite) direct sum of representable presheaves with UX smooth, we get from

(i) and (ii) the map in C(Var(C)2/S)

TgH(Q*) : RCH(Q*) == Dgepan—1 ]ﬂ R(X;“I,Dgfl)/S(Z(Ugil/S))
(X5~t,Dp~h/8
(RS (92 5)) n *
5 el an lim  Rign pnys(ZUs/S) =) = D& (Q"),
(Xn.,Dn)/S
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where for (Ul hyy) € Var(C)/S, the inductive limit run over all the compactifications fo:Xa— 8
of ho : Uy — S with X, € PSmVar(C) and D, := X, \U. a normal crossing divisor. For
m=(m*) : Q7 = Q% a morphism with

N " (Z(92.5))
Q:=(-— @aeA”Z(Ul,a/S) R

. . (Z(92 )
Q5= (- = DacanZ(UF,/S) —L2

Spenn1 LU /S) = ),
@penn—1Z(Uy5"/S) = --+) € C(Var(C)/S)

complexes of (maybe infinite) direct sum of representable presheaves with U , and Us , smooth, we
get again from (i) and (ii) a commutative diagram in C(Var(C)?/S)

r§1(Q3)

REM(Q3) D&(Q3)
RgH(m)i—(RgH(m*))l lDlsz(m)ﬁ—(Dlsz(m*))
CH * TgH(QT) 12 *
REH(QT) ————— = Dg'(@7)

Let S € SmVar(C). Let F € PSh(Var(C)*™/S). Consider

(Z(9a,6))
q: LF = (- = 8w, hyevar(©ym/sL(Ua /) —= S w, hoyevar(@)or/sLUa/S) = ++) = F

the canonical projective resolution given in subsection 2.3.3. Note that the U, are smooth since S
is smooth and h,, are smooth morphism. Definition 36(iii) gives in this particular case the map in

C(Var(C)?/S)

r§ T (psLF) : ROM(pSLF) == (- = W, hayevar©pm/s  Im Rix, p,)/s(Z(Ua/S))
(Xa,Da)/S
(RS (g 5)) . "
— S (W ha)eVar(©)m /S im Rz, p.y/s(Z(Ua/S) =) = D& (psLF),
(Xa,Da)/S

where for (Uy, hy) € Var(C)*™ /S, the inductive limit run over all the compactifications f, : X, — S
of he : Uy — S with X, € PSmVar(C) and D, := X,\U, a normal crossing divisor. Defini-
tion 36(iii) gives then by functoriality in particular, for F = F* € C(Var(C)*™/S), the map in
C(Var(C)?/S)

r§" (p5LF) = (r§™ (95 LF")) : RV (p5LF) — DY (o5 LF).

Let g : T — S a morphism with 7,5 € SmVar(C). Let h : U — S a smooth morphism with
U € Var(C). Consider the cartesian square

X
Ur ——

[l

U—".3g

Note that U is smooth since S and h are smooth, and Uz is smooth since 7' and A’ are smooth.
Take, see definition-proposition 12(ii),a compactification fo = h : Xg — S of h : U — S and a
compactification f§ = goh’ : X)) — S of goh' : U' — S such that ¢’ : Up/S — U/S extend
to a morphism g} : X}/S — X/S. Denote Z = Xo\U and Z' = X/\Ur. Take, see definition-
proposition 12(ii), a strict desingularization € : (X, D) — (Xo,Z) of (Xo,Z), a desingularization
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€ : (X',D") — (X},Z") of (X}, Z'") and a morphism g’ : X’ — X such that the following diagram
commutes

_r
_ 90 _
X —— Xo .

1,

x-2.x

We then have, see definition-proposition 12(ii), the following commutative diagram in Fun(A, Var(C))

j i.

U = Ugo X =X
Q/T Q/T
Ur = Upo(e) —— X' = Xl L, (o) P
We then consider the following map in C(Var(C)?/T), see definition 36(ii)
T(g, RE")Z(U/S)) : 9" R%.5)/5(Z(U/S))
LD, g Rese s UD/S) = 99 R oy AU/ T))

ad(g”,9+)(R(x/ pryr(Z(UT/T)))
SR Rk pyyr(Z(Ur/T))

For

(g2 5)) .
Q"= (- = BacanZ(UL)S) —22 Gpepn1Z(U /) = ---) € C(Var(C)/5)

a complex of (maybe infinite) direct sum of representable presheaves with h” : U — S smooth, we
get the map in C(Var(C)?/T)

T (9, R°")(Q*) : g*R™(Q") = (- - = @aean im  g"Rixn pry/s(Z(Ug/S) = -++)
(Xz,Dn)/S
(T(g,REMY(Z(UL/9)))

(- = Daean hﬂ R(Xg’,Dg’)/T(Z(Ug,T/S)) =)= RCH(Q*Q*)-
(Xz',Dy")/T

Let F' € PSh(Var(C)*™/S). Consider
q:LF:= (- = ®W, ha)evar©)m/sL(Ua/S) = +-) = F

the canonical projective resolution given in subsection 2.3.3. We then get in particular the map in
C(Var(C)2/T)

T(g, R°™)(psLF) : g* R (psLF) =
(T(9.R™)(2Ua /5)))

(= BWaha)evar©emys w9 Rix, p)s(Z(Ua/S)) = --+)
(XouDa)/S

(- = B hayevar©ym/s  m Rz, pryr(ZUar/S)) = ---) = R (7" LF).
(X,,DL)/T

By functoriality, we get in particular for F' = F'* € C(Var(C)*™/S), the map in C(Var(C)?/T)

T(g, R“")(psLF) : " R°M (p5LF) — R°" (p}g* LF).
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e Let 51,52 € SmVar(C) and p : S; x Sy — S7 the projection. Let h : U — S a smooth morphism
with U € Var(C). Consider the cartesian square

UXSQK>S1XSQ

U—" =35

Take, see definition-proposition 12(i),a compactification fo = h : Xg — Sy of h : U — S;. Then
foxI:XyxSy — S1xSsis acompactification of Ax T : Ux Sy — Sy xSy and p’ : Ux Sy — U extend
to Pj := px, : Xo X S2 — Xo. Denote Z = Xo\U. Take see theorem 14(i), a strict desingularization
€:(X,D) — (Xo,Z) of the pair (Xg,Z). We then have the following commutative diagram in
Fun(A, Var(C)) whose squares are cartesian

ie

D (42)

HT P'i—Px] P”.T
./

UXSQZ(UXSQ)C({T%XXSQAD.XSQ

Then the map in C(Var(C)2/S; x Ss)

T(p, RE")Z(U/S1)) : 0" Rix, )/, (Z(U/S1)) = R(xtx55,D0x82)/81 x5 (LU X S2/81 x S5))

is an isomorphism. Hence, for Q* € C(Var(C)/S1) a complex of (maybe infinite) direct sum of
representable presheaves of smooth morphism, the map in C(Var(C)2/S; x Sa)

T(p, R7M)(Q") : p*REH(Q") = R (p*Q")
is an isomorphism. In particular, for F' € C(Var(C)*™/S;) the map in C(Var(C)?/S; x Ss)
T(p, R°™)(ps, LF) : 'R (p%, LF) = REM(p§, , 5,0"LF)
is an isomorphism.

o Let hy : Uy — S, he : Uy — S two morphisms with Uy, Us, S € Var(C), Uy, Uy smooth. Denote by

p1: U1 xsUs — Uy and py : Uy X5 Uz — Uz the projections. Take, see definition-proposition 12(1))_,
a compactification f1g = hy : X109 — S of hy : U3y — S and a compactification foqg = hs : Xo9 — S
of hy : Uy — S. Then,

— fi0 % fa0 : X10 X g X909 — S is a compactification of hy X hy : U; xg Uy — S.

— P1o 1= PXip - XlO X3 XQO — XlO is a Compactiﬁcation of p1: U1 Xs UQ — Ul.

— D20 = PXagp ° X10 X g X0 = Xog is a compactification of po : Uy x g Uy — Us.
Dgno‘ge 71 = Xlo\Ul and Zy = Xgo\gg. Take, see theorem 14(i), a strict Siesiggulari%ation € :
(X1, D) = (X10, Z1) of the pair (X10, Z1) and a strictdesingularization € : (X2, £) — (X290, Z2) of
the pair (X20, Z2). Take then a strict desingularization

€19 : ((Xl XSXQ)N,F)%(XH Xng,(D Xng)U(Xl XgE))
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of the pair (X1 xg Xa, (D xg X2)U (X1 xg E)). We have then the following commutative diagram

f1

Xy ——=8

i

— N _ _ !
(P2) Xl X3 X2 le X2

W

(X1 x5 Xo)N

and

— fix fo: X1 x5 Xo — S is a compactification of hy x hy : Uy x5 Uz — S.

— (PN ==proen: (X1 x5 Xo)N — X is a compactification of py : Uy xg Uy — Uj.

— (P2)N == paoern: (X1 x5 Xo)V — Xy is a compactification of py : Uy xg Uy — Us.
We have then the isomorphism in C(Var(C)?/9)

T(®, R§")(Z(U1/S),Z(Us/9)) := RS™ (p1) @ R§™ (p2) :
Rx,,py/s(Z(U1/9)) @ Rx,,1))/s(Z(U2/S)) = B(x,x s %2)7,F)/s(Z(Ur x5 U2/ S))

For

. . (292 5))
Q= (- = Bacan LU, /S) —22

* . (Z(9a,8))
Q3= (- = DaeaZ(U3,/S) e

complexes of (maybe infinite) direct sum of representable presheaves with U smooth, we get the
morphism in C(Var(C)?/5S)

Bpenn1Z(UL5"/S) = ),

Dpean 1 L(US5"/S) = --) € C(Var(C)/5)

e . L (T(®,RET)EUT)Z(US )) L
T(®, R$")(QF, Q%) : REP(QT) ® REM(Q3) - ' 225 ROM(QT @ Q3)).

For Fy, F» € C(Var(C)®™/S), we get in particular the morphism in C(Var(C)?/S)

T(®, R§™)(p5LFy, psLFy) : REH (ps L) @ RO (p5LFy) — RO (p5(LF, @ LF)).

Definition 37. Let h : U — S a morphism, with U, S € Var(C). Take, see definition-proposition 12,
fo = ho : Xo = S a compactification of h : U — S and denote by Z = Xo\U. Take, using theorem
14(ii), a desingularization € : (X, D) — (Xo,A) of the pair (Xo,A), Z C A, with X € PSmVar(C) and
D:=¢&1(A)=Ui_,D; C X a normal crossing divisor.

(i) The cycle (Ap, x S) C Do x Dq x S induces by the diagonal Ap, C Dy x Dy gives the morphism
in C(Var(C)?/S)
[Ap,] € Hom(Z((Ds x S, D)/ S), pss Eet(Z((De x S, Da)/X x S)(dx)[2dx])) =
Hom(Z((De x S x X,Dg)/X x 8),C.Z¢"0((Dy x S x A% Dy x A%)/X x §))
C H(Z4p, +d5 (0% x Do x Dg x S), s.t.c. (0% x Dy) = D)
(ii) The cycle (Ag x S) C X x X x S induces by the diagonal Ay C X x X gives the morphism in
C(Var(C)2/S)
[Ag] € Hom(Z((X x S, X)/S), pssEet(Z((X x S, X)/X x S)(dx)[2dx])) =
Hom(Z((X x 8 x X, X)/X x 8),C. 28" (X x § x A% | X x A¥)/X x §))
CHZ4y1a5(0 x X x X x 9),s.t.0.(0° x X) = X)
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Let h: U — S a morphism, with U, S € Var(C), U smooth. Take, see definition-proposition 12, fo = hg :
Xo — S a compactification of h : U — S and denote by Z = XO\U Take, using theorem 14(ii), a strict
desingularization € : (X, D) — (Xo,Z) of the pair (Xo,Z), with X € PSmVar(C) and D := e '(Z) =
U1 D; C X a normal crossing divisor. We get from (i) and (ii) the morphism in C(Var(C)?/95)
T(psy; pss)(Z((De x S, D)/ X x 8), Z((X x 8, X)/X x 8)) == ([Ap,], [Ax]) :
Cone(Z(ie x I) : (Z((De x S,Ds)/S),urs) = Z((X x S, X)/S)) —
ps«FEet Cone(Z(ie X I) : pss«Eet(Z((De x S, Do)/ X x S),ury) —
Z((X x 8, X)/X x 8)))(dx)[2dx] =: R(x p)/s(Z(U/9))(dx)[2dx]
C

We then consider the factorization in C(Var(C)%smP"/S)

(
pstis« T (pst, s« ) (Z((De x S, De)/X x S),Z((X x S, X)/X x S)) :
Cone(Z(ie x I): (Z((De x S,Ds)/S),urs) — Z((X x S,X)/9)) =
psxitsx Cone(Z(ie x I) : (Z((De x S, De)/S),urs) = Z((X x S, X)/S))
T (psg,ps«)(Z((DexS,De)/ X xS),Z((X x5,X)/XxS))

Lps«ps«R(x,py,s(Z(U/9))(dx)[2dx] % ps.ps«R(x,py,s(Z(U/S))(dx)[2dx]

Proposition 37. Let h: U — S a morphism, with U, S € Var(C). Take, see definition-proposition 12,
fo = ho : Xo = S a compactification of h : U — S and denote by Z = Xo\U. Take, using theorem
14(ii), a desingularization € : (X, D) — (Xo,A) of the pair (Xo,A), Z C A with X € PSmVar(C) and
D :=¢eY(A)=Ui_,D; C X anormal crossing divisor.

(i) The morphism
[Ap,] - Z((De x S, D4)/S), = pssBet(Z((De x S, Ds)/ X x S)(dx)[2dx])
given in definition 37(i) is an equivalence (A1, et) local.
(ii) The morphism
[Ax]: Z((X % S,X)/8), = psBet(Z((X x 8, X)/X x S)(dx)[2dx])
given in definition 37(ii) is an equivalence (A, et) local.

Let h: U — S a morphism, with U, S € Var(C), U smooth. Take, see definition-proposition 12, fo = hg :
Xo — S a compactification of h : U — S and denote by Z = XO\U Take, using theorem 14(ii), a strict
desingularization € : (X, D) — (Xo,Z) of the pair (Xo, Z), with X € PSmVar(C) and D := e '(Z) =
Us_1D; C X a normal crossing divisor.

(i4i) The morphism
T(psy: ps«)(Z((Da x S, Da)/ X x S), Z((X x 8, X)/X x 8)) := ([Ap,], [Ax]) :
Cone(Z(ie x I) : (Z((De x S, Ds)/S),ur;) = Z((X x S,X)/S)) —
PssEet Cone(Z(ie X I) : pssFet(Z((De x S, D¢)/ X x S),ury) —
Z((X x 5, X)/X x 8)))(dx)[2dx] =: Rx,py;s(Z(U/S))(dx)[2dx]
given in definition 37(iii) is an equivalence (A, et) local.
(i4i)’ The morphism
T (psy, ps«)(Z((De x S, Da)/ X x S),Z((X x S,X)/X x S)) :
Cone(Z(ie X I) : (Z((De x S, Dae)/S),ury) = Z((X x S, X)/S))
= Lpssps«Rx pys(Z(U/S))(dx)[2dx]

given in definition 37(iii) is an equivalence (A, et) local.
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Proof. (i): By Yoneda lemma, it is equivalent to show that for every morphism g : T'— S with T' € Var(C)
and every closed subset £ C T', the composition morphism

Hom® (Z((T,E)/S),C.Ap,)

[Ap,]: Hom®*(Z((T,E)/S), C*Z”((D. x S, D,.)/S))
Hom®(Z((T, E)/S), ps-Eet(Z((Da x S, Da)/X x 8)(dx)[2dx])

is a quasi-isomorphism of abelian groups. But this map is the composite

Hom® (Z((T, E)/S), C,.Z"" (Da x S, D4)/5)) 2221,
Hom®*(Z((T, E)/S), ps«Eet(Z((Ds x S, D)/ X x S)(dx)[2dx])) =
Hom®(Z((T x X,E)/S x X),C,Z°7((Dy x S x A% Dy x A¥)/X x 3))

which is clearly a quasi-isomorphism.

(ii): Similar to (i).

(iii):Follows from (i) and (ii).

(iii)’:Follows from (iii) and the fact that ug. preserve (Al et) local equivalence (see proposition 25) and
the fact that pg. preserve (Al et) local equivalence (see proposition 24). O

Definition 38. (i) Let h: U — S a morphism, with U, S € Var(C), U smooth. Take, see definition-
proposition 12, fo = ho : Xo — S a compactification of h : U — S and denote by Z = Xo\U.
Take, using theorem 14(ii), a strict desingularization € : (X, D) — (Xo, Z) of the pair (Xo, Z), with
X € PSmVar(C) and D := € Y(Z) = Us_;D; C X a normal crossing divisor. We will consider the
following canonical map in C(Var(C)*™/S)

Tix,py,s(U/S) : Grg Lpsapis«Rix pys(Z(U/S)) = Grgl psupis«Rix pys(Z(U/S))
T oy O, Gel2 pspiseps-Ba(Z((U x S.0)/U x 8)) 2 b, B(z(U/0)) = DY(ZU)S))
where, for b : V' — S a smooth morphism with V & Var(C),
(U/8)(V/S) : Z((U x S,U)JU x S)(V x U x S,V xgU/U x S) = Z(UJU)(V x5 U), = ajyxsur
which gives
1%U/S)(V/S) : E%(Z((U x S,U)JU x S)(V x U x S,V x5 U/U x S) = E%(Z(UJU))(V x5 U),
and by induction

TSUU)S) : Gr2 psaps«ps-ES (Z((U x S,U) /U x S)) = hES(Z(U/U))

<i

where T=* is the cohomological truncation.

(i) Let g : U'/S — U/S a morphism, with U'/S = (U',1'),U/S = (U,h) € Var(C)/S, U,U" smooth.
Take, see definition-proposition 12(ii),a compactification fo=nh: XO — S ofh:U — S and a
compactification fi=h: X, — S of W : U — S such that g : U'/S — U/S extend to a morphism
go: X(/S — Xo/S. Denote Z = Xo\U and Z' = X;\U'. Take, see definition- proposmon 12(ii), a
strict desingularization € : (X, D) — (Xo,Z) of (Xo,Z), a strict desingularization €, : (X', D') —
(X}, Z") of (X}, Z') and a morphism g : X' — X such that the following diagram commutes
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Then by the diagram given in definition 36(ii), the following diagram in C(Var(C)*™/S) obviously
commutes
Tix,p)y/sU/S)
Gri Lpss« Rz p)/s(UU/S)) ——————> h.Ea(Z(U/V)) := DY(Z(U/S))

RSH (g l
12 / Tixr,00/sU'/5) / 1T 0 ’
Grt2 Lpsaps. Rose oy 207/) 22 2t By@(wvr j0) o= DY(2(07/5))

lT(QvE)(—)Oad(g* 19+)(Eet(Z(U/V))):=Dg (9)

where [(U/S) are I(U'/S) are the maps given in (i).
(iii) Let S € SmVar(C). Let F' € C(Var(C)*™/S). We get from (i) and (i) morphisms in C(Var(C)*™/S)

TSM(LF) : Grg, Lps«ps«R(x- pr)/s(p5LF)

r$H(LF) U(L(F)

Grgl Lpsaps D (ps LF) —— Dg(L(F))

We will also need the following lemma

Lemma 5. (i) Let h : U — S a morphism, with U,S € Var(C), U smooth. Take, see definition-

proposition 12, fo = ho : Xo — S a compactification of h : U — S and denote by Z = Xo\U.
Take, using theorem 14(ii), a strict desingularization € : (X, D) — (X0, Z) of the pair (Xo, Z), with
X € PSmVar(C) and D := e Y(Z) = U{_,D; C X a normal crossing divisor. Then the map in
C(Var(C)%*m?r /S)
ad(Grg™, Grg})(Lps.pis« R(x,pys(Z(U/9))) o q
Gflz* LGFS* Lps«ps«Rx,p /S( (U/8)) = LPS*MS*R(X,D)/S(Z(U/S))

is an equivalence (A, et) local.

(ii) Let S € SmVar(C). Let F € C(Var(C)*™/S). Then the map in C(Var(C)2sm?r /S)

ad(Grg™, Gre2 ) (Lpsspus« R+ pys(p5LF)) 0 q :

Gry” LGrg, Lpsupis«R(x+ p+y/s(P5LF) = Lpsepis«R(x+ p+y/s(P5LF)
is an equivalence (A, et) local.
Proof. (i): Follows from proposition 37.
(ii): Follows from (i). O
2.13 The derived categories of filtered complexes of presheaves on a site or
of filtered complexes of presheaves of modules on a ringed topos

Definition 39. Let S € Cat a site endowed with topology 7. We denote by D(S) := Horop C(S) the
localization of the category of complexes of presheaves on S with respect to top local equivalence and by
D(7) : C(S) = D(S) the localization functor. We denote for r =1,...00, resp. 7 = (1,...00)2,

Dy¢i1r(S) :=Hopyrr Cri(S) , Dagirr(S) :=Hopyrr Capit(S),

the localizations of the category of filtered complexes of presheaves on S whose filtration is biregular with
respect to -1 local equivalence. By definition, we have sequences of functors

Cfil(S) — Kfil(S) — Dfil(S) — Dfil)g(S) — = Dfil,oo(S)-

where we recall K7;(S) := K(PShyu(S)).
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Definition 40. Let (S,0g) € RCat where S € Cat is a site endowed with topology 7. We denote by
Do (S) := Horop Co(S) the localization of the category of complexes of presheaves on S with respect to

top local equivalence and by D(7) : Co(S) — Do(S) the localization functor. We denote forr =1,...00,

resp. r = (1,...00)2,

Dogfit,r(S) := Hoprr Cog£it(S) s Dogafir,r(S) := Hoppr Cozgi(S),

the localizations of the category of filtered complexes of presheaves on S whose filtration is biregular with
respect to r-1 local equivalence. By definition, we have sequences of functors

Cosit(S) = Kosfil(S) = Dogfit(S) = Dogfir2(S) = -+ = Dogfit,co(S)-
where we recall Kog i (S) := K(PShog ri(S)).

Let f : 7 — S a morphism of presite, with S, T € Cat endowed with a topology 7. If f is a morphism
of site, the adjonctions

()= 1) CS) S CT), (f* fo) = (f 7 fa) s Ci2yrit(S) = Craypa(T).

are Quillen adjonctions. They induces respectively in the derived categories, for r = (1,...,00), resp.
r=(1,...,00) (note that f* derive trivially)

(f*Rf.): D(S) S D(T) , (f*, Rfs) : Dpia(S) S Dyirr(T).
For F* € C(S), we have the adjonction maps
ad(f*, fo)(F°) : F* — fof*F* ad(f", fo)(F®) : f7fiF* — F°,
induces in the derived categories, for (M, F') € Dy;y(S) and (N, F) € Dy (T), the adjonction maps
ad(f*, Rf.)(M): (M,F) = Rf.f*(M,F), ad(f*,Rf\)(N,F) : f*Rf.(N,F) — (N, F).
For a commutative diagram of sites :

D =

2. x
|
S

with Y, T, S, X € Cat with topology 7y, 71, 7s, 7X, the maps, for F' € C(X),

3

y 92
-
g1

T ——

T(D)(F) : g5 f1sF = fougs F

induce in the derived category the maps in Dy -(T), given by, for (G, F) € Dy (X) with (G, F) =
D(TX7 T)((Gv F))v

. T(D)(M,F) .
giRf1«(M, F) Rfa.g5 (M, F')

g Fr(B(G, F)) ZE2EEDY B(gs(B(G, F)))

Let § € Cat a site with topology 7. The tensor product of complexes of abelian groups and the
internal hom of presheaves on S

(@), Hom® () : C(S)* = C(S),
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is a Quillen adjonction which induces in the derived category
((-®" ), RHom*(-,")) : Dfir(8)> = Dyirr(S), RHom®((M, W), (N,W)) = Hom*((Q, W), E(G, F)),

where, @ is projectively cofibrant such that M = D(7)(Q®) and G such that N = D(7)(G).
Let ¢ : Z < S a closed embedding, with S, Z € Top. Denote by j : S\Z <— S the open embedding of
the complementary subset. The adjonction

(ix,3") = (ix,it) : C(Z) = C(S), with in this casei'F :=ker(F — j,j*F)
is a Quillen adjonction. Since i' preserve monomorphisms, we have also Quillen adjonctions
(ix,3) : Cioypur(Z) = Caypa(S), with i'(G, F) = (i'G, F).
which induces in the derived category (i, derive trivially)
(ix, Ri') : D2y pit(Z) = Diaypa(S), with Ri'(G, F) = i'E(G, F).

The 2-functor S € Top — D(S) obviously satisfy the localization property, that is for i : Z < S a
closed embedding with Z, S € Top, denote by j : S\Z < S the open complementary subset, we have for
K € D(S) a distinguish triangle in D(.S)

ad(jy,5") (K) ad(i*,i. ) (K)

Jii K K

14" K — gy  K[1]
equivalently,

e the functor
(i*,5*) : D(S) = D(Z) x D(S\Z)

is conservative,

e and for K € C(Z), the adjonction map ad(:*,4.)(K) : i*i, K — K is an equivalence top local, hence
for K € D(S), the induced map in the derived category

ad(i*,i,)(K) 1 i*i, K = K

is an isomorphism.

3 Triangulated category of motives

3.1 Definition and the six functor formalism

The category of motives is obtained by inverting the (A}, et) equivalence. Hence the A} local complexes
of presheaves plays a key role.

Definition 41. The derived category of motives of complex algebraic varieties over S is the category
DA(S) := Hopy o, (C(Var(C)*™/S)),

which is the localization of the category of complexes of presheaves on Var(C)*™ /S with respect to (A}, et)
local equivalence and we denote by

D(Ag,et) := D(AL) o D(et) : C(Var(C)*™/S) — DA(S)
the localization functor. We have DA™ (S) := D(Af, et)(PSh(Var(C)*™/S,C~(Z))) C DA(S) the full

subcategory consisting of bounded above complezes.
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Definition 42. The stable derived category of motives of complex algebraic varieties over S is the category
DA(S) i= Hopy i(Cr(Var(C)™ /),

which is the localization of the category of G,s-spectra (XF® = F* ® G,s) of complezes of presheaves
on Var(C)*™ /S with respect to (A}, et) local equivalence. The functor

2% C(Var(C)*™/S) — Cx(Var(C)*™/S)
induces the functor ¥°° : DA(S) — DA (S).
We have all the six functor formalism by [10]. We give a list of the operation we will use :
e For f: T — S a morphism with S, T € Var(C), the adjonction
(f* f) : C(Var(C)*™ /S) = C(Var(C)™™/T)

is a Quillen adjonction which induces in the derived categories (f* derives trivially), (f*, Rf«) :
DA(S) S DA(T).

e For h: V — S a smooth morphism with V, .S € Var(C), the adjonction
(hg, h*) : C(Var(C)*™ V) = C(Var(C)*™/S)

is a Quillen adjonction which induces in the derived categories (h* derive trivially) (Lhy, h*) =:
DA(V) = DA(S).

e Fori: Z — S a closed embedding, with Z, S € Var(C),
(ix,3') := (ix,i1) : C(Var(C)*™/Z) = C(Var(C)*™/S)

is a Quillen adjonction, which induces in the derived categories (i, derive trivially) (i., Ri') :
DA(Z) = DA(S). The fact that i, derive trivially (i.e. send (Al et) local equivalence to (Al et)
local equivalence is proved in [4].

e For S € Var(C), the adjonction given by the tensor product of complexes of abelian groups and the
internal hom of presheaves

(- ®-),Hom®(:,-)) : C(Var(C)*™/S)* — C(Var(C)*™"/S),
is a Quillen adjonction, which induces in the derived category
’ (( ®L ')a R’Hom'(~, )) : DA(S)2 - DA(S)a

— Let M, N € DA(S), Q°® projectively cofibrant such that M = D(A! et)(Q®), and G* be Al
local for the etale topology such that N = D(Al, et)(G*®). Then,

RHom®*(M,N) =Hom*(Q*, E(G*)) € DA(S). (43)
This is well defined since if s: Q1 — Q2 is a etale local equivalence,
Hom(s, E(G)) : Hom(Q1, E(G)) = Hom(Q2, E(G))

is a etale local equivalence for 1 < i <.
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e For a commutative diagram in Var(C) :

and F € C(Var(C)*™/X), the transformation map T(D)(F) : g} fi.F — f2.g5F induces in the
derived category, for M € DA(X), M = D(A', et)(F) with F A! local for the etale topology,

. T(D)(M) .
glRfl*M RfQ*QQM

_T T_

g1 frB(F) =T OEEY p(CL (g5 B(F)))

If D is cartesian with f1 = f, g1 =g fo=f": Xy =T, ¢ : X7 — X, we denote

— T(D)(F) =:T(f,9)(F) : g* f.F — f.g*F,
— T(D)(M) =:T(f,g)(M) : g"Rf.M — Rf.g" M.

We get from the first point 2 functors :
e The 2-functor C(Var(C)*™/-) : Var(C) — Ab Cat, given by

S+ C(Var(C)*™/S) , (f: T — S) = (f* : C(Var(C)*™/S) — C(Var(C)*™ /T)).

e The 2-functor DA(-) : Var(C) — TriCat, given by

S+—=DA(S), (f:T— S)— (f": DA(S) — DA(T)).

The main theorem is the following :

Theorem 15. [//[10] The 2-functor DA(-) : Var(C) — TriCat, given by
S+ DA(S), (f: T — S)— (f*:DA(S) — DA(T))
is a 2-homotopic functor ([4])

From theorem 15, we get in particular
e For f: T — S a morphism with T, S € Var(C), there by theorem 15 is also a pair of adjoint functor
(fi. /') : DA(S) = DA(T)
— with fi = Rf. if f is proper,
— with f' = f*[d] if f is smooth of relative dimension d.

For h : U — S a smooth morphism with U, S € Var(C) irreducible, have, for M € DA(U), an
isomorphism
LhsM — hyM][d), (44)

in DA(S).
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e The 2-functor S € Var(C) — DA(S) satisfy the localization property, that is for i : Z <— X a closed
embedding with Z, X € Var(C), denote by j : S\Z — S the open complementary subset, we have
for M € DA(S) a distinguish triangle in DA(S)

ad(jy,j" ) (M) ad(i*,i.) (M)

Jei*M M

50" M — jyj" M[1]
equivalently,

— the functor
(i*,5*) : DA(S) = DA(Z) x DA(S\2)

is conservative,

— and for F' € C(Var(C)*™/Z), the adjonction map ad(i*,i.)(F) : i*i,F — F is an equivalence
Zariski local, hence for M € DA(S), the induced map in the derived category

ad(i*,i.) (M) : % i, M = M
is an isomorphism.
e For f: X — S a proper map, g : T — S a morphism, with T, X, S € Var(C), and M € DA(X),
T(f,9)(M): g"Rf.M — Rf.g "M
is an isomorphism in DA(T) if f is proper.

Definition 43. The derived category of extended motives of complex algebraic varieties over S is the
category

DA(S) = Hogy_o,(C(Var(C)/5)),

which is the localization of the category of complexes of presheaves on Var(C)/S with respect to (A}, et)
local equivalence and we denote by

D(Ag, et) := D(AL) o D(et) : C(Var(C)/S) — DA(S)

the localization functor. We have DA™ (S) := D(A%, et)(PSh(Var(C)/S,C~(Z))) C DA(S) the full sub-
category consisting of bounded above complexes.

Remark 5. Leti: Z — S a closed embedding, with Z,S € Var(C).
(i) By theorem 15, for X/S = (X, h) € Var(C)*™/S),
(0,ad(i*,i.)(Z(X/S))) : T3Z(X/S) — i.Z(Xz/Z)
is an equivalence (A1, et) local.
(i1) For X/S = (X, f) € Var(C)/95),
(0,ad(i*,i.)(Z(X/9))) : T3Z(X/S) = i.Z(X z/2)

is NOT an equivalence (A, et) local in general, since for example if f(X) = Z C S, ps«Z(X/S) =0
but D(AY, et)(ps«ivZ(Xz/Z) = iwps«Z(Xz/Z)) # 0 € DA(S), hence it is NOT an equivalence
(A, et) local in this case by proposition 20. In particular DA(S) dos NOT satisfy the localization
property.

(i1)” For X/Z = (X, f) € Var(C)/Z), the inclusion
T(ig,14) : 4Z(X)Z) — 1.Z(X/2)
is NOT an equivalence (A, et) local by proposition 20 since ps«iyZ(X/Z) = 0 but D(A', et)(ps«i+Z(X/Z) =
ips.Z(X/Z)) 0 € DA(S).
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(iii) Let f: X — S a smooth proper morphism with X, S € Var(C) of relative dimension d = dx —dg and
X smooth. Then, we have then by proposition 37(i) the equivalence (A, et) local in C(Var(C)*™/9S)

To(fy, fZ(X/ X)) = [Ax] : HZ(X/X) = Z(X/S) = foEa(Z(X/X))(d)[2d]
given by the class of the diagonal [Ax] € Hom(f1Z(X/X), f+Eet(Z(X/X))(d)[2d)).

(ii)” Let f : X — S a proper surjective morphism with X,S € Var(C) with equidimensional fiber of
relative dimension d = dx — ds. Assume X smooth. Then, we have then by proposition 37(i) the
equivalence (A, et) local in C(Var(C)/S)

To(fy, fIZ(X/ X)) = [Ax]: HZ(X]X) = Z(X/S) = foBer(Z(X/X))(d)[2d]
given by the class of the diagonal [Ax] € Hom(f1Z(X/X), frEet(Z(X/X))(d)[2d)).

3.2 Constructible motives and resolution of a motive by Corti-Hanamura
motives

We now give the definition of the motives of morphisms f : X — S which are constructible motives and
the definition of the category of Corti-Hanamura motives.

Definition 44. Let S € Var(C),

e the homological motive functor is M(/S) : Var(C)/S — DA(S), (f : X — S5) —» M(X/S) :=
f'f'M(S/S)7

e the cohomological motive functor is MV(/S) : Var(C)/S — DA(S), (f : X = S) — M(X/S)V :=
RfM(X/X) = f+E(Zx),

e the Borel-Moore motive functor is MBM(/S) : Var(C)/S — DA(S), (f: X — S)— MBM(X/S) =
HM(X/X),

e the (homological) motive with compact support functor is M.(/S) : Var(C)/S — DA(S), (f: X —
8) > Mu(X/S) = Rf.f' M(S/S).

Let f: X — S a morphism with X, S € Var(C). Assume that there exist a factorization f : X LyxSh
S, with Y € SmVar(C), i : X < Y is a closed embedding and p the projection. Then,

Q(X/S) 1= psTx Ly x5 € C(Var(C)™™/S)
(see definition 10)is projective, admits transfert, and satisfy D(AY, et)(Q(X/S)) = M(X/S).
Definition 45. (i) Let S € Var(C). We define the full subcategory DA (S) C DA(S) whose objects

are constructible motives to be the thick triangulated category generated by the motives of the form

M(X/S), with f : X — S a morphism, X € Var(C).

(i1) Let X,S € Var(C). If f : X — S is proper (but not necessary smooth) and X is smooth, M(X/S) is
said to be a Corti-Hanamura motive and we have by above in this case M(X/S) = MPM(X/8S)[c] =
M(X/S)Y[e], with ¢ = codim(X, X x S) where f: X — X x S — S. We denote by

CH(S) = {M(X/9) ?g(/s:(x,f),fpr,Xsm} C DM(S)

the full subcategory which is the pseudo-abelian completion of the full subcategory whose objects are
Corti-Hanamura motives.

(i) We denote by
CHO(S) C CH(S)

the full subcategory which is the pseudo-abelian completion of the full subcategory whose objects are
Corti-Hanamura motives M (X/S) such that the morphism f: X — S is projective.
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For bounded above motives, we have
Theorem 16. Let S € Var(C).
(i) There exists a unique weight structure w on DA™ (S) such that DA™ (S)“=0 = CH(S)

(i) There exist a well defined functor
W(S) : DA™(S) — K~ (CH(S)) , W(S)(M) = [M®)]

where M(®) € C~(CH(S)) is a bounded above weight complex, such that if m € Z is the highest
weight, we have a generalized distinguish triangle for all i < m

Ty : MO[i] = MO (G +1)] — - — MM [m] — M® (45)
Moreover the maps w(M)ZD : M> — M induce an isomorphism w(M) : holim;M> = M in
DA™ (S).

(i4i) Denote by Chow(S) the category of Chow motives, which is the pseudo-abelian completion of the
category

— whose set of objects consist of the X/S = (X, f) € Var(C)/S such that f is proper and X is
smooth,
— whose set of morphisms between X1/S and X3/S is CH™ (X; x5 X3), and the composition
law 1is given in [11].
We have then a canonical functor CHg : Chow(S) — DA(S), with CHs(X/S) := M(X/S) :=
Rf.Z(X/X), which is a full embedding whose image is the category CH(S).

Proof. (i): The category DA(S) is clearly weakly generated by CH(S). Moreover CH(S) C DA(S) is
negative. Hence, the result follows from [6] theorem 4.3.2 III.

(ii): Follows from (i) by standard fact of weight structure on triangulated categories. See [6] theorem
3.2.2 and theorem 4.3.2 V for example.

(iif): See [12]. O

Theorem 17. Let S € Var(C).
(i) There exists a unique weight structure w on DA™ (S) such that DA™ (S)*=0 = CH°(S)
(i) There exist a well defined functor
W(S) : DA™(S) = K~ (CH"(S)) , W(S)(M) = [M*]

where M) € C~(CH"(S)) is a bounded above weight complex, such that if m € Z is the highest
weight, we have a generalized distinguish triangle for all i < m

Ty : MO — MOV +1)] = - = M™[m] - M©WZ? (46)
Moreover the maps w(M)ZY : MZ% — M induce an isomorphism w(M) : holim;M>* = M in

DA™ (S).
Proof. Similar to the proof of theorem 16. O

Corollary 1. Let S € Var(C). Let M € DA(S). Then there exist (F,W) € Cyy(Var(C)*™/S) such that
D(A',et)(F) = M and D(A',et)(Gr) F) € CH'(S).
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Proof. By theorem 17, there exist, by induction, for ¢ € Z, a distinguish triangle in DA(S)

Mm—1

Ty - MO 2 ppOt) 2ty ety ppm ) — M1 (47)
with MU [j] € CH(S) and w(M) : holim;M=* = M in DA™ (S). For i € Z, take (F});>i, Fu>i €
C(Var(C)*™/S) such that D(A!, et)(F;) = MYW[j], D(A', et)(Fy>i) = M™Z% and such that we have in
C(Var(C)*™/5),

Mm—1

— F,) (48)
where m; : F; — Fj;1 are morphisms in C(Var(C)*™/S) such that D(Al,et)(m;) = m;. Now set
F = holim; F,>; € C(Var(C)*™/S) and W, F := F,,>; < F, so that (F,W) € Cy;(Var(C)*™/S) satisfy
D(AY,et)(Gr) F) = M®[p] € CH'(S). O

i m;
FwZi = Cone(Fi m_> E+1 i} s

3.3 The restriction of relative motives to their Zariski sites
Let S € Var(C). The adjonction

(e(9)*,e(S)«) : C(Var(C)*™/S) = C(S)
is a Quillen adjonction and induces in the derived category

o (e(S)*,e(9)s) : Hozer(Var(C)*™/S) <= D(T) := Hoqr C(S), since e(S). sends Zariski local equiv-
alence on the big site Var(C)*™ /S to Zariski local equivalence in the small Zariski site of S,

e (e(S)*, Re(S)s) : DA(S) S D(T) := Ho,qar C(S).

We will use in the defintion of the De Rahm realization functor on DA(S) the following proposition
concerning the restriction of the derived internal hom functor to the Zariski site :

Proposition 38. Let M, N € DA(S) andm : M — N be a morphism. Let F'*,G* € PSh(Var(C)*™/S,C(Z))
such that M = D(Ag,et)(F®) and N = D(AL,et)(G®). If we take G* (AL, et) fibrant and admitting

transfert, and F'* cofibrant for the projective model structure, we have
Re(S) RHom®*(M,N) = e(S).Hom®(F*,G*)
in D(S).

Proof. Since F'® is projectively cofibrant and G* is (projectively) (A}, et) fibrant, we have RHom® (M, N) =
Hom®(F*,G*®). Then, Hom®*(F*,G*) is A} local and admits transfert. On the other hand, we have

L1 Dey(Cor Var(C)™ /S) = L1 Dzqp(Cor Var(C)*™/S) C D(Var(C)*™/5)
by theorem 10 (ii). This gives the equality of the proposition. O

We will also have :

Proposition 39. For f: T — S a morphism and i : Z — S a closed embedding, with Z,S,T € Var(C),
we have

(i) Re(S).Rf. = Rf.Re(T). and e(S)*Rf. = Rf.e(T)*
(ii) Re(S).RTz = RTzRe(S), .

Proof. (i):Follows from proposition 17 (i) and the fact that f. preserve (Al et) fibrant complex of

presheaves.

(ii):Follows from proposition 17 (ii) and the fact that I'z preserve (Al, et) fibrant complex of presheaves.
o
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3.4 Motives of complex analytic spaces

The category of motives is obtained by inverting the (DJS, usu) local equivalence. Hence the DJS local
complexes of presheaves plays a key role.

Definition 46. The derived category of motives of complex algebraic varieties over S is the category
ADDA(S) = HO]D)é,usu (C(ADSP(C)Sm/S)),

which is the localization of the category of complexes of presheaves on AnSp(C)*™ /S with respect to
(DY, usu) local equivalence and we denote by

D(Dg, usu) := D(A%) o D(et) : C(AnSp(C)*™/S) — AnDA(S)

the localization functor. We have DA™ (S) := D(D, usu)(PSh(AnSp(C)*™/S,C~(Z))) C DA(S) the full
subcategory consisting of bounded above complexes.

Theorem 18. Let S € AnSp(C). The adjonction (e(S)*,e(S)s) : C(AnSp(C)*™/S) — C(S) induces an
equivalence of categories
(e(9)*, Re(S).) : AnDM(S) = D(S).

In particular, for F € C(AnSp(C)*™/S), the adjonction map ad(e(S)*,e(S)«)(F) : e(S)*e(S)F — F is

an equivalence (D', usu) local.
Proof. See [1]. O
We deduce from this theorem the following :

Proposition 40. Let S € AnSp(C). Let F,G € C(AnSp(C)*™/S). If G is D' local, then the canonical
map

T(e,hom)(F,G) : e(S)sHom(F,G) — Hom(e(S). F, e(S).G)
is an equivalence usu local.
Proof. The map T (e, hom)(F,G) is the composite

T(e, hom)(F, G) : e(S), Hom(F, G) Jrmed(e(8)7,e(5).) (1))

e(S)sHom(e(S) e(S). F,G)
I(e(S)*,e(S)«)(F,G) Hom(e(S)*R e(S)*G)

where the last map is the adjonction isomorphism. The first map is an isomorphism by theorem 18 since
G is D! local. O

4 The category of filtered D modules on commutative ringed
topos, on commutative ringed spaces, complex algebraic va-
rieties complex analytic spaces and the functorialities

4.1 The The category of filtered D modules on commutative ringed topos,

on commutative ringed spaces, and the functorialities

4.1.1 Definitions et functorialities

Let (S,0g) € RCat with Og commutative. Recall that Qo4 := DY (Zs/Z%) € PSho,(S) is the universal
derivation Og-module together with its derivation map d : Og — Qog, where Zg = ker(sg : Og ® Og —
Og) € PShogx04(S) the diagonal ideal.
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In the particular case of a ringed space (S, Og) € RTop, ss : Og ® Og = A%(p;Os ® p5Og) — Og is
the structural morphism of diagonal embedding Ag : (S,0g) < (S x S,pjOs @ p5O0s), p1 : S x S = S
and py : S X S — S being the projections. More generally, for £ € N, k£ > 1 we have the sheaf of k-jets
J*¥(Os) == A%Ts/TET with in particular J'(Os) = Ts. We have, for s € S, J*(Os)s = ms/m* where
ms C Og, s is the maximal ideal if Og s is a local ring.

Definition 47. (i) Let (S,0s) € RCat with Og a commutative sheaf of ring and S is endowed with a
topology 7. We denote by

D(0s) =< Og,Derpg(0g,0g) >C a;Hom(Og,0g)

the subsheaf of ring generated by Og and the subsheaf of derivations Derpy(Og,Og) = Tg :=
DYQ0y, a; : PSh(S) — Shv(S) being the sheaftification functor.

(ii) Let f: X — S be a morphism of site, with X,S € Cat endowed with topology T, resp. 7/, and Og €
PSh(S, cRing) a commutative sheaf of ring. We will note in this case by abuse f*Og := a,f*Og
and f*D(0Og) :=a,f*D(0g), a, : PSh(X) — Shv(X) being the sheaftification functor.

Let f : X — S a morphism of site, with X, S € Cat endowed with topology 7, resp. 7/, and Og €
PSh(S, cRing) a commutative sheaf of ring. Consider the ringed space (X, f*Og) := (X, a,f*Og) € RCat,
ar : PSh(X) — Shv(X) being the sheaftification functor. Then, the map in PSh(X)

T(f,hom)(Og,0g) : f*Hom(0Osg,0g) = Hom(f*Og, f*Og)
induces a canonical morphism of sheaf of rings
T(f, hom)(Os,0g) : ar f*D(Og) =: f*D(Os) = D(a-f*Og) =: D(f*Og).
In the special case of ringed spaces, we have then :

Proposition 41. Let f : X — S is a continous map, with X, S € Top and Og € PSh(S,cRing) a
commutative sheaf of ring. Consider the ringed space (X, f*Og) := (X, a,f*Og) € RTop, a, : PSh(X) —
Shv(X) being the sheaftification functor. Then, the map in PSh(X)

T(f,hom)(Os,Os) : f*Hom(Os,Os) = Hom(f*Os, f*Os)

induces a canonical isomorphism of sheaf of rings

T(f,hom)(Os,05) : f*D(Os) := a, f*D(Os) = D(a-f*Os) =: D(f*Os).
Proof. For all z € X,

T(f,hom)(Os,0s)s : (f*D(0s))s =+ D(Os, f(x)) = (D(f*Os))a-

Hence, since a. f*D(0Og) and D(a, f*Og) are sheaves,

T(f,hom)(Os,0s) : f*D(0s) := a,f*D(0s) = D(a,f*Og) =: D(f*Og).
is an isomorphism O

We will consider presheaves of D(Og) modules on a ringed topos (S, Og) :

Definition 48. Let (S,0Og) € RCat with Og a commutative sheaf of ring.

(i) We will consider PShpo4)(S) the category of presheaves of (left) D(Os) modules on S and Cpog)(S) :=
C(PShp(o4)(S)) its category of complexes. We will consider PShpogyer (S) the category of presheaves
of right D(Os) modules on S and Cpog)er(S) := C(PShp(og)er (S)) its category of complexes. We

denote again by abuse

PShD(Og)fil (8) = (PShD(OS)(S), F) = (PSh(D(OS)7FOTd)(8), F)
the category of filtered (D(Og), F°"%)-module, with, for —p < 0, F°*%=PD(0g) = {P € D(Os),ord(P) < p}
and Fr%?D(Og) =0 for p > 0,
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(i)

— whose objects are (M, F) € (PShog(S), F) such that (M, F) is compatible with (D(Og), F°r?)
that is F°*%~PD(0g) - FIM C FI~PM (Griffitz transversality), this is to say that the struc-
tural map md : M ®o, D(Os) — M induces a filtered map of presheaves (i.e a map in
(PShoy(S),F)) md: (M, F) ®os (D(Os), For?) — (M, F),

— whose morphism ¢ : (Mq, F) — (M, F) are as usual the morphisms of presheaves ¢ : My —
My which are morphism of filtered presheaves (i.e. ¢(FPMy) C FPMs) and which are D(Og)
linear (in particular Og linear).

Note that this a NOT the category of filtered D(Og) modules in the usual sense, that is the (M, F) €
(PShog(S), F) together with a map md : (M,F) ®oy D(Og) — (M, F) in (PSho,(S), F), since
Ferd js NOT the trivial filtration. More precisely the Og submodules FPM C M are NOT D(Og)
submodules but satisfy Griffitz transversality. We denote by

PShD(Os)Ofil(S) C PShD(Og)fil(S)u PShD(Os)(l,O)fil(S) C PShD(Os)inl(S) = (PSh(D(OS)7FOTd)(8),F, W)

the full subcategory consisting of filtered D(Og) module in the usual sense, resp. the full subcategory
such that W is a filtration by D(Og) submodules.

We denote again by
Cp(0s)sit(S) C C(PShp04)(S), F) , Cpos)2si(S) C C(PShpos)(S), F, W)
the full subcategory of complexes such that the filtration(s) is (are) reqular. We will consider also
Cp(os)silS) € Cpos)£i(S): Cpos) 1,0 £it(S) € Cpos)2ri(S)

the full subcategory consisting of complexes of filtered D(Og) modules in the usual sense (i.e. by
D(Og) submodule), respectively the full subcategory consisting of complexes of bifilterd D(Og) mod-
ules such that WPM C M are D(Og) submodules i.e. the filtration W is a filtration in the usual
sense, but NOT F wich satify only Griffitz transversality.

Proposition 42. Let (S,05) € RCat with a Og commutative sheaf of ring.

(i) Let M € PShp(S). Then, there is a one to one correspondence between

— the D(Og) module structure on M compatible with the Og module structure, that is the maps
md : D(Og) ®os M — M in PSho.(S) and

— the integrable connexions on M, that is the maps V : M — Qo ®os M satisfying VoV =0
with V : Qos ®os M —= Q3 ®os M given by V(w @ m) = (dw) @ m +w A V(m)

(11) Let (M, F) € PShogfiu(S). Then, there is a one to one correspondence between

— the D(Og) module structure on (M, F) compatible with the Ogs module structure, that is the
maps md : (D(Og), F°"%) @04 (M, F) — (M, F) in PShog ra(S) and

— the integrable connexions on M, that is the maps V : (M, F) — Qo4 ®os (M, F) satisfying
V oV =0 and Griffith transversality (i.e. V(FPM) C Qos ®os FP~IM ).

Proof. Standard. O

The following proposition tells that the O-tensor product of D modules has a canonical structure of
D module.

Definition-Proposition 13. (i) Let f : (X,0x) — (S,0s) a morphism with (X,0x),(S,0s) €

RCat with commutative structural sheaf of ring. For N € PSho, p(s+05)(X) and M € PSho p(s-0s)(X),
N ®oy M has the canonical D(f*Og) module structure given by, for X° € X,

v eT(X° D(f*0Os)),m e (X°, M),n e (X° N), v.(n®@m) = (yn) @m +n & (y.m).

119



This gives the functor

PShOX,D(f*Os)fil(X) X PShOX,D(f*OS)fil(X) — PShOX,D(f*OS)fil(X)u ((M, F), (N, F)) —
(MaF) ®OX (NvF)va(MvF) ®OX (NaF> = Im(®q€ZFqM®OX FPTIN — M®OX N)

(i1) Let f: (X,0x) — (S,0g) a morphism with (X,0x),(S,0g) € RCat with commutative structural
sheaf of ring. For N € Cpoy),p(f05)(X) and M € Cpox)er(X), N @poy) M has the canonical
f*D(0Og) module structure given by, for X° € X,

veT(X° D(f*Og)),m e (X°, M),n e I(X° N), v.(n®@m) = (v.n) @ m.
This gives the functor

Cpox),D(f+0s)fil(X) X Cpox)si(X) = Cpros)ra(X), (M, F), (N, F))
(M, F) ®D(OX) (N, F),FP(M, F) ®D(OX) (N, F) = Im(®qequM ®D(OX) FPTIN — M®D(OX) N)

Note that, by definition, we have for (M, F) € (PShpog)fi(S)), the canonical isomorphism
(M,F) ®p(os) (D(0s), F™) = (M,F), m® P — Pm, m — (m®1)
Proof. Immediate from definition. O

We now look at the functorialites for morphisms of ringed spaces, using proposition 41. First note
that for f : (X,0x) — (S,0g) a morphism, with (X, Ox), (S,0g) € RTop with structural presheaves
commutative sheaves of rings, there is NO canonical morphism between D(f*Og) = f*D(Og) (see
proposition 41) and D(Ox).

We have the pullback functor for (left) D-modules :

Definition-Proposition 14. (i) Let f : (X,0x) — (S,0s) a morphism with (X,0x),(S,0g) €
RTop with structural presheaves commutative sheaves of rings. Recall that f*D(0Og) = D(f*Og) in
this case. Then for (M, F') € PShpog)fu(S),

frmol M, F) = (Ox, Fy) @05 f*(M, F) € PShoy ya(X)
has a canonical structure of filtered D(Ox) module given by
fory €eT(X° Toy),n@m e (X° 0Ox Q05 [*M), v.(n@m) := (y.n) @ m+n df (y)(m)
with df = ID)éQQOX/f*OS :Tox — Tf05 = [*Tos and f*(M, F) € PShy-pog)si(X) = PShp(-o04)ra(X).

(i) More generally, let f : (X,0x) — (S,0g) a morphism with (X,0x),(S,0s) € RCat with struc-
tural presheaves commutative sheaves of rings. Assume that the canonical morphism T(f,hom)(Og, Og) :
[*D(0Os) = D(f*Ogs) is an isomorphism of sheaves. Then for (M, F) € PShpog)ru(S),

FUM, F) = (Ox, Fy) @05 f*(M, F) € PShoy yi(X)
has a canonical structure of filtered D(Ox) module given by
fory e (X% Toy),n@m e T(X° Ox @04 f*M), v.(n®@m) := (y.n) @m+n& df(y)(m)
withdf :=DgQoy /05 : Tox — Ty-0s = [*Tos and f*(M, F) € PShy-pog)ri(X) = PShp(s-0g) i (L)
Proof. Standard. O

Remark 6. o Let f:(X,0x) — (S,0g) a morphism with (X,Ox), (S,0g) € RTop with structural
presheaves commutative sheaves of rings. Recall that f*D(Og) = D(f*Og).Then by definition
[l 0s, Fy) = (Ox, Fy).
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More generally, let f: (X,0x) — (S,0s) a morphism with (X,0x),(S,0g) € RCat with struc-
tural presheaves commutative sheaves of rings. Assume that the canonical morphism T'(f,hom)(Og, Og) :

f*D(Os) — D(f*Og) is an isomorphism of sheaves. Then by definition f*™°%(Og, F,) = (Ox, F}).

For the definition of a push-forward functor for a right D module we use the transfert module
Let f: (X,0x) — (S,0s) be a morphism with (X,0x), (S,Og) € RTop with structural presheaves
commutative sheaves of rings. Then, the transfer module is

(D(Ox — [*05), F”") := [ D(Os), F™*) := f*(D(Os), F") ©1-0, (Ox, Fy)

which is a left D(Ox) module and a left and right f*D(Og) = D(f*Og) module.

Lemma 6. Let f1 : (X,0x) = (Y,0y), f2: (Y,0y) — (S, 0g) be two morphism with (X, Ox), (Y,0y)(S,0s) €
RTop. We have in Cp(oy),(fs0f1)*D(0s) fit (X)

(Dox—(faofi) 05, F7) = f1(Doy —£:05, F7) @ p(0y) (Dox—fr0v s F4)

Proof. Follows immediately from definition. O

For right D module, we have the direct image functor :

Definition 49. Let f : (X,0x) — (S,0g) a morphism with (X,0x),(S,0s) € RTop with structural
presheaves commutative sheaves of rings. Then for (M, F) € Cp(oxyerfi(X), we define

Sr?wd(Ma F) = f*((DOx—)f*OS?FOTd) ®D(OX) (Mv F)) € CD(OS)fil(S)

For a closed embedding of topological spaces, there is the V-filtration on the structural sheaf, it will
play an important role in this article

Definition 50. (i) Let (S,0g) € RTop a locally ringed space. Let Z = V(Iz) C S a Zariski closed

(ii)

(iii)

subset. We set, for S° C S an open subset, p € Z,

= Vz,05(8°) := Os(5°) if p > 0,
— Vz,40s(5°) :=1%(5°) C Os(S°) forp=—q<0.

We immediately check that, by definition, this filtration satisfy Griffitz transversality, that is (Og,Vyz) €
PShpog)fi(S). For a morphism g : ((T,Or),Z") — ((S,Os), Z) with ((T,Or), Z),((S,0s),Z) €
RTop? locally ringed spaces, where Z and Z' are Zariski closed subsets, the structural morphism
ag : 9*Og — Or is a filtered morphism :

ag: 9*(0s,Vz) = (O, Vz),h = a4(h)

Let (S,0g) € RTop. Leti:Z — S a closed embedding. The Vz-filtration on Og (see (i)) gives the
filtration, given by for p € Z,

Vz, Hom(Og, Og) := {P € Hom(Og, Os), s.t.PTL IZ*P}

on Hom(Og, Og), which induces the filtration Vz ,D(Og) := D(Og)NVz , Hom(Og, Os) on D(Og) C
Hom(Og,Og). We get (D(Os),Vz) € PShy;(S, Ring) and we call it the Vz-filtration on D(Og).

Let (S,0g) € RTop a locally ringed space. Leti: Z =V (Zz) — S a Zariski closed embedding and
Oz :=i*Os/Tz. We say that M € PShpog(S) is specializable on Z if it admits an (increasing)
filtration (called a Vz-filtration) (M, V) € PShogru(S) compatible with (Dg,Vz), that is Vz,Dg -
VoM C VoM, this is to say that the structural map md : M ®og4 D(Og) — M induces filtered map
of presheaves md : (M,V) ®og (D(Os),Vz) — (M,V). For (M, F) € PShpog)fu(S) such that
M is specializable on Z, we thus get a filtered morphism md : (M, F,V) ®o4 (D(Os), F°r¢,Vz) —
(M,F,V).
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(iii)” Consider an injective morphism m : My < My with My, M € PShpog)(S). If Mz admits a
Vz filtration Va, then the filtration Vai induced on My (recall Vai py My := Vo ,Ma N M) is a Vy
filtration. Consider a surjective morphism n : My — My with My, My € PShpog)(S). If M
admits a Vyz filtration Vi, then the filtration Vig induced on Ms (recall Vig Mo :=n(Vi pM1)) is a
Vz filtration.

(iv) Let (S,0g) € RTop a locally ringed space. Leti : Z = V(Zz) — S a Zariski closed embedding
and Oz := i*Og/Tz. For (M,F) € PShpog)fiu(S) such that M admits a Vyz filtration V' so that
(M, F,V) € PShogaru(S), we will consider the quotient map in PShog i (S)

qvo: (M, F) — (M, F)/V_1(M,F) =: Qv,o(M, F).

The quotient i*Qv,o(M,F) has an action of Tp, since for S° C S an open subset and 9, €
I'(ZNS°To,) CT(S°Tos), we have 9, € T'(S,Vz0D(Os)) since for f =3 ._ t;h; € T(S°,Iz),
where (t;) = Zz(S°) are generators of the ideal Iz(S°) C Og(S°) and h; € T'(S°,Og), we have

T

0:(> tihi) = > (D:(ti)hi + ti0=(hi)) = Y _ t:(0=(hi)) € T(S,Iz)
i=1 i=1

=1

as 0, (t;) = 0 (only the vector field of Tog which are transversal to To, C Tog increase the grading),
Then, obviously, by definition, the map in PShi~og ru(Z)

i*quo " (M, F)/V_1(M,F) =:i"Qv,o(M, F)
commutes with the action of T, C i*Tog and we call it the specialization map.

Definition-Proposition 15. Let (S,0g) € RTop a locally ringed space. Consider a commutative dia-
gram

7y = V() —2—~ (S, 05)
7= V(I) —s 2y = V(D)

where the maps are Zariski closed embeddings and which is cartesian (i.e. T = (T1,Is), in particular

Z:ZlﬂZg).

(i) Let (M, F) € PShpog)fu(S) such that M admits a Vz, -filtration Vi and a Vz,-filtration Vo (see
definition 50). Let p,q € Z. Then, we consider

— the filtration Va1 on V4 ,(M, F) := (V1 , M, F') induced by Vs,
— the filtration Vi on Qv, p(M, F) :== (M/Va 1M, F) induced by V1.

The quotient map in PShy, o, ri(S)
qva,p - Vl,q(Mv F) - VlquVz,;D(Mv F)
factors trough

DA (M,F)

QVa,p ¢ Vl,q(Mv F) ‘1‘/2_147> QV217;DV1,Q(M7 F) VlquVz,;D(Mv F)?

and the map Qyy, (M, F) in PShy o, ri(S) commute with the action of To, .
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(i) If m : (M,F) — (M',F) is a morphism with (M, F),(M', F') € PShpog)fu(S) admitting Vz, -
filtration Vi and VY respectively such that m(V1,M) C Vi ,M" and Vz,-filtration Va and V5 respec-
tively such that m(Vy p M) C Vl’ﬁpM'. Then for all p,q € Z the following diagram commutes

QY y, (M,F)

QVzthLq(Mv F) Vl2,qQV2,p(Ma F)

\L P,q (M/,F) l

v!,v.

Quy, Vi (M, F) ————= V12 4Qv, p(M', F)

Let (S,0g5) € RTop a locally ringed space. Consider a commutative diagram

i1

70 =V(T]) —2s 2y = V(Ty)

=1
12

7' =V(T)

(SaOS)

. .
) 12
A i

Z=V(I) —2> Zo = V(I»)

where the maps are Zariski closed embeddings and whose squares are cartesian (i.e. T = (I1,T2) and
T' = (11,1), in particular Z = Zy N Zy and Z' = Z1 N Z). Let (M,F) € PShpog)fu(S) such that M
admits a Vz, -filtration V1, a Vyz; -filtration V{, and a Vgz,-filtration Va(see definition 50). Then for all
P, q € Z, denoting again Vi, the filtration induced by VY on Qvy, pV1,¢M and Vs, the filtration induced by

Vy on Vig 4Qv, p
hd QVg'lﬁle/z,qQmele-,q(Mv F)= QVél,pvl/,q(Ma F),
o Viz Qg pV12,4Qvs p (M, F) = Vip Qv p (M, F)
and
Z\)/)i,vn( Z\)/’IQ,VZ(Ma F)) = Ilj}f,vg (M2, F).
Proof. Obvious. O
We will also consider the following categories

Definition 51. Let (X,0x) € RCat. We denote by Co, i, p(0x)(X) the category

o whose objects (M, F) € Co i1, p(0x)(X) are filtered complexes of presheaves of Ox modules (M, F) €
Coy ri(X) whose cohomology presheaves H™ (M, F') € PSho fu(X) are emdowed with a structure
of filtered D(Ox) modules for all n € Z.

e whose set of morphisms Home,, .\ o ) (M, F), (N, F)) C Home, ., x)((M, F), (N, F)) be-
tween (M, F),(N,F) € Coy fi.p0x)(X) are the morphisms of filtered complexes of Ox modules
m: (M,F)— (N, F) such that H*m : H*(M,F) — H"(N, F) is D(Ox) linear, i.e. is a morphism
of (filtered) D(Ox) modules, for all n € Z.

4.1.2 The De Rham complex of a (left) filtered D-module and the Spencer complex of a
right filtered D-module

Using proposition 42, we define the filtered De Rham complex of a complex of filtered (left) D-modules :

Definition 52. (i) Let (S,0Os) € RCat with Os commutative. Let (M, F) € Cpog)si(S). By propo-
sitton 42, we have the complex

DR(OS)(M, F) = ( .Os’Fb) ®og (M, F) S Ofil(S)

whose differentials are d(w @ m) = (dw) @ m +w A (Vm).
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(ii) More generally, let f : (X,0x) — (S,0g) with (X,0x),(S,0s) € RCat. The quotient map
q:Q0x — Qoy /505 nduce, for G € PSho, (X) the quotient map
F(G) = Nqe I, ®ox G — ng/f*os Roy G.
Let (M, F') € Cpoy)fi(X). By proposition 42, we have the relative De Rham complex
R(Ox/f*Os)(M, F) = (Q% s, I}) ®ox (M, F) € Cr-04 rir(X)
whose differentials are d(g* (M )(w @ m)) := ¢?T (M) ((dw) @ m) + ¢?TH (M) (w @ (Vm)).

(i1i) Let (X,0x)/F € FolRTop, that is (X,0x) € RTop endowed with a foliation with quotient map
q:Qox — Qoy 5. Let (M, F) € Cpoyx)ru(X). By proposition 42, we have the foliated De Rham
complex

R(Ox/F)(M,F) = (%, )5 Fy) ®ox (M, F) € Cru(X)

whose differentials are d(q(M)(w @ m)) := ¢(M)((dw) @ m) + ¢(M)(w @ (Vm)).
By definition,

o with the notation of (ii) if ¢ : (M, F') = (M2, F') is a morphism in Cpo)ri(X),
DR(OX/f*OS)((b) =T ®¢):( ;(/SvF) ®ox (M1, F) — ( 3(/S7F) ®ox (MQvF)
is a morphism in Cy-og ri(X),

o with the notation of (ii) DR(Ox)(Ox) = DR(Ox) and more generally in the relative case DR(Ox /f*Og)(Ox) =
DR(Ox/f*Os), and with the notation of (iii) DR(Ox /F)(Ox) = DR(Ox /F).

Dually, we have the filtered Spencer complex of a complex of filtered right D-module :

Definition 53. (i) Let (S,0s) € RCat with Os commutative. Let (M, F) € Cpogyorri(S). By
proposition 42, we have the complex

SP(Os)(M, F) := (T4, k) ®os (M, F) € Cra(S)
whose differentials are, for X € S, and 01 A -+- N9 @ m € T'(X, TT: ®os M),
A0y A+ NOy @m) : (w e T(X, Q5 ) — Zw (81 A < 0)m = > w([0;, 9;])m).
i<j
(i) More generally, let f : (X,0x) — (S,0g) with (X,0x),(S,0s) € RCat. The quotient map

q:Qox — Qoy /505 induce, for G € PSho, (X) the injective map

q"P(G):=Nq" ®I: T} </ f0s ®ox G — T4 ®ox G.
Let (M, F) € Cpoy)orsi(X). By proposition 42, we have the relative Spencer complex

SP(Ox/f*Os)(M, F) := (T%/g, 1) ®ox (M, F) € Cr04a(X)

whose differentials are the one of SP(Ox)(M, F) given in (i) by the embedding ¢V : SP(Ox/f*Os)(M, F) —
SP(Ox)(M, F).

(iii) Let (X,0x)/F € FolRTop, that is (X,0x) € RTop endowed with a foliation with quotient map
q:Qoyx — Qo 5. Let (M,F) € Cpoxyerfu(X). By proposition 42, we have the foliated Spencer
complex

SP(Ox/F)(M,F) := (T(.)X/]:,Fb) ®ox (M, F) € Cpy(X)
whose differentials are of SP(Ox)(M, F) given in (i) by the embedding q* : SP(Ox /F)(M, F) —
SP(Ox)(M,F).
By definition, with the notation of (ii) if ¢ : (M1, F') = (M2, F') is a morphism in Cpoyor it (X),
SP(OX/f*OS)(¢) = (I® (b) : (T).{/Sva) ®ox (MlvF) - (T).(/Sva) ®ox (Mz, F)

is a morphism in Cy-og4 it (X).
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Proposition 43. (i) Let f: (X,0x) — (S,0s) a morphism with (S,Og), (X,0x) € RTop. Assume
that the canonical map T'(f,hom)(Ox,Ox): f*D(Ox) — D(f*Ox) is an isomorphism of sheaves.
For (M,F) € Cpoxyer,f+p(0g)fit(X) and (M',F),(N,F) € Cpoy)fa(X), we have canonical
isomorphisms in Cy«p(og)iu(X) :

(M/vF)®Ox (NvF)®D(OX)(M=F) = (MluF)®D(OX)((M=F)®OX (NvF))
= ((MlvF)®OX(MvF))@)D(OX)(NvF)

(i) Let f: (X,0x) — (S,0s) a morphism with (S, Os), (X, Ox) € RTop. For (M, F) € Cpox)fu(X),

we have a canonical isomorphisms of filtered f*Og modules, i.e. isomorphisms in Cy«ogriu(X),
Q0 /5050 Fb) @ox (M, F) = (5 /041 Fb) ®0ox D(Ox)) ®p(oy) (M, F)
Proof. These are standard fact of algebra. O

Definition-Proposition 16. Consider a commutative diagram in RCat

D= (X,0x)——(5,0s) .

|

(X', 0x) —L= (T, 0r)

with commutative structural sheaf of rings. Assume that the canonical map T(g',hom)(Ox,Ox) : ¢ *D(Ox) —
D(g *Ox) s an isomorphism of sheaves.

(i) For (M, F) € PShp(oy)siu(X), the graded map in (PSh, ., (N x X'), F)
Qo /5+0x)/(0r 19 05) M F) 1= 10 (o, 505 /(00 197 05) @ D) *
9/*((Q°ox/f*osan) ®ox (M, F)) = (9, ,/¢-0p0 Fb) ®0y, g *med(M, F)
given in degree p € N by, for X'° € X' and X° € X such that g*(X°) «+ X'°,
Yo 10x)/(0r /5705 ME) =m0 (Xo 10, j0rs5705) @ DX 3
wemeT(X 0 ®ox M) Qo , g0, (W) @ (M@ 1)
is a map of complexes, that is a map in C(fog/)*osfil(X/).
(ii) For (M,F) € Cpox)fu(X), we get from (i) by functoriality, the map in C(sogy«0g fi(X’)
Q0. 19+0x)/(0r /19705 M F) =10 Qo+ 0x) /(01 /97 05) @ 1)
g (( Ox /05 1) ®ox (M, F)) = (9, 0.0, Fb) ®oy, g *med(M, F)
(iii) For (M,F) € Cpoyyru(X), we get from (ii) the canonical transformation map in Corra(T)

T (D)(M, F) : g Lo (£ E(2 /- 05: Fy) @ox (M, F))) %

(g B)(—)oT(D)E(QY )0, ®0x (M.F)))

(g*f*E((Q.OX/f*Ongb) ®ox (Mv F))) ®g*0s Or

Q(oX//g’*ox)/wT/g*os)(M’F))

(FLE(9" (5 )05 Fb) ®ox (M, F)))) ®g+05 Or
(f’{‘E((Q:?x//fl*OT’Fb) ®ox (M’ F))) ®g+0s Or i} f’/ﬁE((be//f/*OT’ Fb) ®OX’ g/*mOd(Mu F))

with m(n ® s) = s.n.
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Proof. (i): We check that the map in (PSh,.,, (N x &"), F)

0y 19 0x) /(0 /g7 05) (M F) =m0 (o, 19+05) /(0 197 05) @ 1)
g *(( .Ox/f*Ostb) ®ox (M7 F)) (Q:) Jf *oTva) R0, g *mOd(M, F)

is a map in Ctog)-0gfi(X’). But we have, for X'° € X' the following equality in F(X,O,Q]g;l, Q04
"xmod
g "ot M)

d(Ql(joxz/g’*oX)(OT/g*OS)(M)(w ®m)): = d(QgX//g’*OX (W) ® (m®1))
= A 0, W) © (m®1)+Qg oy @) @ V(M)
— QPJFl,/g/*OX (dw)®@ (m®1)+ o 1o Ox (W)@ V(m) ®1
= Qo dw)@me)+ g o (we V(m) @1
AL 00O g0 MAW) @M+ w ® V(m))
= .qrftt (M) (d(w © m))

(Ox//9*Ox)(O1/g*Os)
since for 9" € To, (X',
Vo (m® 1) = Vdg/(az)(m) RI+meVyl= Vdg/(al)(m) ®1:
see in definition-proposition 14 the definition of the D(Ox/) module structure on the Ox: module
g *modM =g *M ®g'*0x OX"
(ii) and (iii): There is nothing to prove. O

Remark 7. Consider a commutative diagram in RCat

D= (X,0x)—1 = (S,0s) .

|

(X, 0x/) —— (T, 0r)

Assume that the canonical map T(g’,hom)(OX,OX) : ¢*D(0Ox) — D(g*Ox) is an isomorphism of
sheaves. Under the canonical isomophism (—) ® (Q.Ox/f 0sr Fo) = Q8 /r-04 1) ®ox (Ox, Fp), we
have (see definition-proposition 16 and definition 1)

* o, /4+0x)/(0r/5°05)(0%) = Loy, 14705)/(0r/5°05) * I * Vo 1105 = X510

° TU?(D)(OX) = TMO(D) . g*modLO(f*E(Q.OX/f*Os’Fb)) — f’/ﬁE(Q.OX//f’*OT’Fb)'

Definition 54. Consider a commutative diagram in RCat

D= (X,0x)—1—~(5,0s) .

i

(X', 0x/) —— (T, 0r)

with commutative structural sheaf of rings. Assume that the canonical map T(g',hom)(Ox,Ox) : ¢ *D(Ox) —
D(g *Ox) is an isomorphism of sheaves. For (N,F) € Cpo_,) o« pox)ra(X’), we have by definition-
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proposition 16 the map in Cr-og pi(X)

. ad( /*7nod1 ;)(7)
T9(g @)(N.F) : Q%505 ®ox gu(N, F) —— 2

m N,F))

!
L0 119" 0x) /O 15 0g) 95

g;(g *(Q.Ox/f*o_g ®OX giN) ®g'*0x OX/

,*7710
ad(g *™°%,g})(N,F)

g;(QbX/f*OS ®OX g *mOdgi(N7 F)) gi(Q.OX//f*OT ®OX’ (N7 F))

with m(n ® s) = s.n and g, N € Cpo)(X), the structure of D(Ox) module being given by the canonical
morphism ad(g'*, ¢.)(D(Ox)) : D(Ox) = g.g *D(Ox) applied to g.N € Cg;g/*D(OX)(X).

We finish this subsection by a proposition for ringed spaces similar to proposition 10

Proposition 44. Let f : (X,0x) — (5,0s) a morphism with (X,0x),(S,0s) € RTop with com-
mutative sheaves of rings. Assume that Qo, /05 € PShoy (X) is a locally free Ox module of finite
rank.

(i) If ¢ - (M,F) — (N, F) is an r-filtered top local equivalence with (M, F),(N,F) € Cpoy)fa(X),
then
DR(OX/f*OS)((b) : (be/f*Os’Fb) ®ox (Ma F) — (Q.OX/f*OS’Fb) Xor (Nv F)

is an r-filtered top local equivalence.

(i1) Consider a commutative diagram in RTop

D= (X,0x) ——=(8,0s) .

o

(X'.0x) = (T,0r)
with commutative structural sheaf of rings. For (N, F) € Cpox,)ru(X'), the map in Cpo, i (X)
koT2(g, @) E(N,F)) : (2, s0: Fs) ®0x GLEN. F) = g E((Q%, /-0, Fb) ®0y, E(N,F))

is a filtered top local equivalence (see definition 54).

Proof. (i):Follows from proposition 10 (i) since Qg, /05 € C®(X) is then a bounded complex with
Q6 /105 € PShoy (X) alocally free Ox module of finite rank.

(ii):Follows from proposition 10 (ii) since Q¢, .o, € C®(X) is then a bounded complex with Qb /05 €
PShp, (X) a locally free Ox module of finite rank.

4.1.3 The support section functor for D module on ringed spaces

Let (S,0g) € RTop with Og commutative. Let Z C S a closed subset. Denote by j : S\Z < S the open
complementary embedding,

e For G € Cpoy)(S), I'zG := Cone(ad(j*, j«)(G) : F — j.j*G)[~1] has a (unique) structure of
D(Os) module such that vz(G) : TzG — G is a map in Cp(pg)(S). This gives the functor

Lz : Cpog)ri(S) = Cposyfiu(S), (G,F) = T'z(G, F)

together with the canonical map vz(G, F) : Tz(G,F) — (G, F). Let Zy C Z a closed subset, then
for G € Cpog)(5), T(Z2/Z,7)(G) : T'z,G = T'zG is a map in Cpog4)(S).
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e For G € Co,(S), T'LG := Cone(ad(j,7*)(G) : 71j*G — G) has a unique structure of D(Og)
module, such that 3 (G) : G — I'yG is a map in Cp o) (S). This gives the functor

L'y : Cpog)fi(S) = Cpog)rulS), (G, F)—Ty(G,F),

together with the canonical map v} (G, F) : (G, F) — T'%(G,F). Let Zy C Z a closed subset, then
for G € Cpo4)(5), T(Z2/Z, YING) : TYLG — F\Z/ZG is a map in Cp(og)(95)-

e For G € OD(OS)(S)7
ry"G: = DYLoTZEDYG)
. = Cone(DYLoad(js, j*)(E(DIQ)) : DY Loj.i* E(DYG) — DY Lo E(DEG))

has also canonical D(Og)-module structure, and vé’h(G) G — I‘é’hG is a map in Cp(pg). This
gives the functor

Fé’h : CD(OS)fil(S) — CD(Og)fil(S)u (G, F) — Fé’h(G, F),
together with the canonical map ”yz’h(G, F):(G,F)— I‘}’h(G, F).

e Consider Z9 C Og the ideal of vanishing function on Z and 7z C Dy the right ideal of Dg generated
by Z%. We have then Z2 C Iz, where ZZ C Dg is the left and right ideal consisting of sections
which vanish on Z. For G € PShp(o)(S), we consider, S° C S being an open subset,

I;G(S8%) =< {fm,me G(S°), f € Tz(5°)} >C G(5°)

the D(Og)-submodule generated by the functions which vanish on Z (Zz is a right D(Og) ideal),
This gives the functor,

0,9 =172 Cpog)7i(S) = Cpios)si(S),
(G,F)— FE’O(G, F) :=Cone(bz(G,F) :Zz7(G,F) — (G, F)), bz(—=) :==bs,(—)

together with the canonical map vé’O(G, F): (G, F)— I‘}’O(G, F). which factors through

72(G) bs/z(G)

7 °G): G ryG ry°G.
with bg/z(—) = bé/zand we have an homotopy equivalence cz(G) := ¢y, (G) : I‘\Z/’OG — G/I2G.
Lemma 7. Let (Y,Oy) € RTop and i : X — Y a closed embedding.

(i) For (M, F) € Cpooy)ra(Y) and (N, F) € PShp(o,)yer i (Y) such that a.N is a locally free D(Oy))

module of finite rank, the canonical map

T(v,@)(EM,F),(N,F)) = (I,T(j,®)(E(M, F), (N, I))) :
(CxE(M,F)) ®poy) (N, F) = TxE((M,F) ®poy) (N, F))

is an equivalence top local.

(ii) For (M, F) € Cpoyyen pu(Y) and (N, F) € PShp oy yom s (Y) such that a, N is a locally free Oy
module of finite rank, the canonical map

T('7=®)(E(M7F)7(N7F)) = (I,T(j, ®)(E(M7F)7(N7F))) :
(FXE(MvF)) RPoy (NvF) %FXE((MvF) oy (NvF))

is a filtered top local equivalence.
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Proof. Follows from proposition 10. Also note that T'(j, ®)(—, —) = T™°4(j, ®)(—, —). O

We now look at the pullback map and the transformation map of De Rahm complexes together with
the support section functor. The follwoing is a generalization of definition-proposition 3 :

Definition-Proposition 17. Consider a commutative diagram in RTop

Dy= f:(X,Ox) (Y,0y) —— (8, 0s)

A

'Y

f1 (X', 0x) = (Y',0y+) —— (T, Or)

with i, i being closed embeddings. Denote by D the right square of D. We have a factorization i’ : X' a,
i

X xYY' =Y', where i, are closed embedding.

(i) For (M,F) € Cpoy)fa(Y), the canonical map,

E(Qo,,14"+0y) /(0 Jg-05) (M F)) 0 T(g", E)(—=) 0 T(g",7)(—) :

9 TxE((Q0, /pr0s F) @0y (M, F)) = Pxxyy E(CX, .0, Fb) @0y, g “mod(M,F))
unique up to homotopy such that the following diagram in Cyr.po s pu(Y') = Cprepeogpu(Y') com-
mutes

(=346 (M, F))oT(g"” ,E)(=)oT(g" ;) o
Oy /p* Os’ b) @oy ( ]i/[ PN) XXYY’E(éQlO /' *Or , Fy) X0y (g d(M,F)))

’YX()l/ l’YXXYY’()

E(Q (M,F)oT(g" ,E) "
B, 00 ) B0y (M, F)) ol Elas, Fy) ®0,, ¢ "M, F))

g *TxE((Q

//p *Orp’

(i) For M € Cp(Y), there is a canonical map
TO(D)(M,F) : g*modLop*FxE((Qby/p*oS,Fb) ®oy (M, F)) —
p;FXxYY’E((QZ)Y//p/*OTaFb) ®0,, g "M, F))

unique up to homotopy such that the following diagram in Coyru(T) commutes

*mo O(D)(M ”*mo
Lop.TxE(©, 100 Fo) 80y ML) v BUQY 1o, F) @0y, (67 (M, F)))
VX(—)\L \L'YXXyY’(_)

T (D)(M,F)

g Lop. E((92? Fy) ®oy (M, F)) ———— p E((S2,

Oy /p*Og" F,) ®o,, g *™4(M,F))

//p *Op’
(iii) For N € Cp(Y x T), the canonical map in Cyr.o, py(Y")
T(X'/X xy Y, 9)(=) : Tx E( Q51 : F) @0y, (N, F)) = Ty v E(Q0,, /0,0 Fb) @0y, (N, F))

is unique up to homotopy such that yxxyy/(—) o T(X'/X Xy Y, ¥)(=) = vx/(—).

(iv) For M = Oy, we have TO(D)(Oyxs)’ = T2 (D)Y and TO(X xy Y'/Y")(Oy/)? = TO(X xy
Y'/Y')Y (see definition-proposition 3).
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Proof. Immediate from definition. We take for the map of point (ii) the composite

TS(D)(M, F)" : g Lop.Tx (%, /pe 05+ Fb) R0y (M, F)) 4

T(g",E)(=)oT (9" 1) (=)oT(D)E(QS, /prog Fb))

9 2L E((Q0, /051 Fb) @0y (M, F)) @g+05 Or

" E(Q(Oy//g//*OY)/(OT/H*OS (M)F)))

(p;FXXYY’E(g (( .Oy/p*Os7Fb) ®oy (M7 F)))) ®g*0s Or
PI0v B, 0,0 Fb) @0y, g UM, F)) @4-05 Or
Pl xxy v E(( Oy /5= 0p Fb) @0y, g *mod(M, F)),

with m(n ® s) = s.n. O

Let p : (Y,0y) — (5,0s) a morphism with (Y,0y),(S,0s) € RTop. Let i : X — Y a closed
embedding. Denote by j : Y\X — Y the complementary open embedding. Counsider, for (M, F) €
Cpoy)fa(Y), the map in Cpogrit(Y) (see definition 54):

k © Tu())(jv(g))(E(M’ F)) : ( .Oy/p*OSan) ®OY ]*]*E(Mv F))

DR(Oy /p"Os)(ad(j",+) ()

G5J" (b jp05: o) @0y Jod (M, F)) = juj* (W, - 050 Fb) @0y §7525* B(M, F)
koDR(Oy /p"Os)(ad(3",j+) (3" E(M)))

JxE(G* (0, jp0g: Fb) @0y §*E(M, F)) = j.E(5* (W, /pr0s: Fb) @0y E(M, F)))

Definition 55. Let p : (Y,0y) — (S,0s) a morphism with (Y,0Oy),(S,0s) € RTop. Leti: X <Y
a closed embedding. Denote by j : Y\X — Y the complementary open embedding. We consider, for
(M, F) € Cpoy)fa(Y) the canonical map in Cp-og i (Y)

T (7, ®)(M, F) := (I,k o T)(j,®)(E(M, F)))
Q0 jpr0g: Ib) ®oy Tx E(M, F) = Tx E((2%),, /04 Fb) ®oy E(M, F)).

Proposition 45. Let p: (Y,0y) — (S,0s) a morphism with (Y,0Oy),(S,0g) € RTop. Leti: X <Y
a closed embedding. Then, if Qo,, jp-04 8 a locally free Oy module, for (M, F) € Cpoy)ra(Y)

(i) the map
TS (7, @) (M, F) : (28, /p0s: Fy) @0y TxE(M, F) = Tx E(2%,, /- 05, Fb) ®0, E(M,F))
is a 1-filtered top local equivalence,
(i1) the map in Dp-ogri(Y)
T (v,®) := DR(Oy /p"O0s)(k) ™! 0 T (v, @) (M, F) :
(Qby/p*Ostb) oy FXE(Mv F) - FXE((Q.Oy/p*OSan) Rdoy (Mv F))
is an isomorphism.
Proof. By proposition 44,

o Gl (koTQ(, @) (E(M, F))) : 0y, -0 @0y ei  FP*B(M) = B (U, -0, B0y FP~* E(M)))
is a top local equivalence and

e DR(Oy/p*Og)(k) : Q% /p0s Oy (M,F) — Q%, /pr0s ®Oy E(M,F) is a filtered top local equiv-
alence.

O
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4.2 The D-modules on smooth complex algebraic varieties and on complex
analytic maninfold and their functorialities in the filtered case

For convenience, we will work with and state the results for presheaves of D-modules. In this section,
it is possible to assume that all the presheaves are sheaves and take the sheaftification functor after the
pullback functor f* for a morphism f: X — S, X, S € Var(C) or X, S € AnSp(C), and after the internal
hom functors and tensor products of presheaves of modules on S € Var(C) or S € AnSp(C).

For S = (5,0s) € SmVar(C), resp. S = (5,0s) € AnSm(C), we denote by

e Dg:=D(0Og) C Homc4(Os,Og) the subsheaf consisting of differential operators. By a Dg module,
we mean a left Dg module.

e we denote by

— PShp(9) the abelian category of Zariski (resp. usu) presheaves on S with a structure of left
Dg module, and by PShp 1,(S) C PShp (S) C PShp(S) the full subcategories whose objects
are coherent, resp. holonomic, sheaves of left Dg modules, and by PShp ., (S) C PShp 1(5)
the full subcategory of regular holonomic sheaves of left Dg modules,

— PShper (S) the abelian category of Zariski (resp. usu) presheaves on S with a structure of right
Dg module, and by PShpop ;,(S) C PShper (S) C PShper(S) the full subcategories whose
objects are coherent, resp. holonomic, sheaves of right Dg modules, and by PShpor 5 (S) C
PShper 5,(S) the full subcategory of regular holonomic sheaves of right Dg modules,

e we denote by

— Cp(S) = C(PShp(S)) the category of complexes of Zariski presheaves on S with a structure
of Dg module,
Cp,rn(S) C Cpu(S) C Cpe(S) C Cp(S)
the full subcategories consisting of complexes of presheaves M such that a, H" (M) are coher-
ent, resp. holonomic, resp. regular holonomic, sheaves of Dg modules, a, being the sheaftifi-
cation functor for the Zariski, resp. usual, topology,

— Cpor(S) = C(PShper (S)) the category of complexes of Zariski presheaves on S with a structure
of right Dg module,

ODOPyrh(S) C C’Dopﬁh(s) C C’Dopﬁc(s) C Cpop (S)

the full subcategories consisting of complexes of presheaves M such that a, H" (M) are coher-
ent, resp. holonomic, resp. regular holonomic, sheaves of right Dg modules,

e in the filtered case we have

— Cpeyru(S) € C(PShp(S), F, W) := C(PShpog)(S), F, W) the category of (bi)filtered com-
plexes of algebraic (resp. analytic) Dg modules such that the filtration is biregular (see defi-
nition 48,

Cp@)fit,rn(S) C Cpa)rin(S) C Cp@)rie(S) C Cpeaya(9),
the full subcategories consisting of filtered complexes of presheaves (M, F') such that a, H" (M, F)
are filtered coherent, resp. filtered holonomic, resp filtered regular holonomic, sheaves of Dg
modules, that is a, H™"(M) are coherent, resp. holonomic, resp. regular holonomic, sheaves
of Dg modules and F' induces a good filtration on a,H" (M) (in particular FPa,H"(M) C
arH™(M) are coherent sub Og modules),

— Cpora(S) C Cpyra(S) the full subcategory such that the filtration is a filtration by Dg sub-
module (which is stronger then Griffitz transversality), Cp(1,0)fu(S) C Cpasa(S) the full
subcategory such that W is a filtration by Dg submodules (see definition 48),

Cp,0)fit,n(S) = Cp2gin(S) N Cp1,0)5ia(S) C Cpaypir,n(S),
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the full subcategory consisting of filtered complexes of presheaves (M, F, W) such that a, H"(M, F)
are filtered holonomic sheaves of Dg modules and such that WPM C M are Dg submodules
(recall that the Og submodules FPM C M are NOT Dg submodules but satisfy by definition
md: F"Dg® FPM C FPT"M),

Cp,0)fit,rh(S) = Cpzriten(S) N Cpa 0y (S) C Cpayiten(S),

the full subcategory consisting of filtered complexes of presheaves (M, F, W) such that a, H"(M, F)
are filtered regular holonomic sheaves of Dg modules and such that WPM C M are Dg sub-
modules

— Cpor(a)fit(S) € C(PShper(S), F,W) := C(PShpog)or(S), F, W) the category of (bi)filtered
complexes of algebraic (resp. analytic) right Dg modules such that the filtration is biregular,
as in the left case we consider the subcategories

Cpor(2)fil,rh(S) C Cpor(2)fit,n (S) C Cpor(2)fit,c(S) C Cpor(2)fi(S),

the full subcategories consisting of filtered complexes of presheaves (M, F') such that a, H" (M, F)
are filtered coherent, resp. filtered holonomic, resp. filtered regular holonomic, sheaves of right
Dg modules.

For S = (5,05) € AnSm(C), we have the natural extension Dg C D C Home,(Os,Og) where
D% C Homeg(Os, Og) is the subsheaf of differential operators of possibly infinite order (see [18]) for the
definition of the action of a differential operator of infinite order on Og) Similarly, we have

o Cpe(2)il(S) C C(PShp<(S), F,W) := C(PShpg(S), F, W) the category of (bi)filtered complexes
of D modules such that the filtration is biregular,

Cpeo(2)fit,n(S) C COpes(2)fit,e(S) C Cpoo(2)fi(S),

the full subcategories consisting of filtered complexes of presheaves (M, F') such that a.H™(M, F')
are filtered coherent (resp. holonomic) sheaves of D modules that is a, H™ (M) are coherent (resp.
holonomic) sheaves of D modules and F' induces a good filtration on a, H"(M).

o Cpeoprit(S) C Cpeefir(S) the full subcategory such that the filtration is a filtration by D submod-
ule, Cpoo(1,0)£i1(S) C Cpeoapit(S) the full subcategory such that W is a filtarion by D submodules,

Cpee(1,0)fit,n(S) = Cpooayit,n(S) N Cpoe 1,0y £ (S) € Cpeagit,n(S),

the full subcategory consisting of filtered complexes of presheaves (M, F, W) such that a. H"(M, F')
are filtered holonomic sheaves of D3 modules and such that WPM C M are Dg submodules

o Cpe.onz)fit(S) C C(PShpe.on(S), F, W) := C(PShpg.er (), I, W) the category of (bi)filtered com-
plexes of right Dg modules such that the filtration is biregular,

Opao,op@)fil,h(s) C CDOO’DP(2)fil,c(S) - OD“’"’P(?)J‘il(S)7

the full subcategories consisting of filtered complexes of presheaves (M, F') such that a.H™(M, F')
are filtered coherent (resp. holonomic) sheaves of Dg modules.

For f: X — S a morphism with X, S € SmVar(C) or with (X, S) € AnSm(C),
e we denote by

— PShy+p(X) the abelian category of Zariski (resp. usu) presheaves on S with a structure of left
f*Dg module, and Cy-p(X) = C(PShf-p(X)),

— PShp +p(X) the abelian category of Zariski (resp. usu) presheaves on S with a structure of
left f*Dg module and left Dx module, and Cpﬁf*D(X) = O(PShpﬁf*D(X)),
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— PShpor, s+p(X) the abelian category of Zariski (resp. usu) presheaves on S with a structure
of left f*Dg module and right Dx module and Cpor +p(X) = C(PShpoer r«p(X)),

e we denote by

— Cpepri(X) C C(PShyp-p(X), F) := C(PShy- pog)(X), F) the category of filtered complexes
of algebraic (resp. analytic) f*Dg modules such that the filtration is biregular,

— Cp,p+pri(X) C C(PShp,r+p(X),F) the category of filtered complexes of algebraic (resp.
analytic) (f*Dg, Dx) modules such that the filtration is biregular,

— Cpor p+pfi(X) C C(PShpor s+p(X), F) the category of filtered complexes of algebraic (resp.
analytic) (f*Dg, DY) modules such that the filtration is biregular.

For f: X — S a morphism with X, S € AnSm(C), we denote by

o Cppoopit(X) C C(PShpepe (X), F) := C(PShyp«px (X), F') the category of filtered complexes of
f*Dg modules such that the filtration is biregular,

o Cpos fepocfi1(X) C C(PShpes p+pos (X), F') the category of filtered complexes of (f*DZ°, D) mod-
ules such that the filtration is biregular,

o Cpoc.on, pepoit(X) C C(PShpe.or f+pes (X), F) the category of filtered complexes of (f*D, DY)
modules such that the filtration is biregular.

For S € AnSm(C), we denote by
Js : Cpa)it(S) = Cpes2)it(S), (M, F) = Js(M, F) := (M, F) ®pg (DF, F7?)
the natural functor. For (M, F) € Cpe 4(S), we will consider the map
Js(M,F) : Js(M, F) := (M, F) @pg (D, F"") = (M, F),m @ P — Pm

Of course Js(Cp1,0y7i1(S)) C Cpe(1,0)7i(S). More generally, for f : X — S a morphism with X, S €
AnSm(C), we denote by

Ixss : Crep@)yri(X) = Cpepocypu(X), (M, F) = Jx;5(M,F) := (M, F) ®¢+(pg,r) (DS, F)
the natural functor, together with, for (M, F) € Cpepeo iy (X), the map Jg(M, F) : Js(M,F) — (M, F).

Definition 56. Let S € SmVar(C), resp. S € AnSm(C). Let Z C S a closed subset and denote by
j:S\Z < S the open embedding.

(i) We denote by
— PShp z(S) € PShp(S), the full subcategory consisting of presheaves M € PShp(S), such that
J*M =0,

— Cp.z(S) C Cp(9), the full subcategory consisting of complexes presheaves M € Cp(S) such
that a;3*H"M =0 for alln € Z,

— Cp,zn(S) :=Cp,z(8) N Cp p(S) C Cp(S) the full subcategory consising of M € Cp(S) such
that a-H™ (M) are holonomic and arj*H"M =0 for alln € Z,

— Cp.z.(5) :=Cp z(S)NCp.(S) C Cp(S) the full subcategory consising of M € Cp(S) such
that ar H™(M) are coherent and a,j*H™"M =0 for all n € Z.

(ii)) We denote by

= Cpyri,z(S) C CpaypulS), the full subcategory consisting of (M, F) € Cpyy(S) such that
there exists r € N such that a,j*EPY(M,F) =0 for all p,q € Z, note that by definition this r
does NOT depend on p and q,
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= Cp@tit,zon(S) = Cp)£i,z(S) N Cpey firrn(S) C Cp2yi(S) the full subcategory consising
of (M, F) such that a; H"(M,F) are filtered regular holonomic for all n € Z and such that
there exists r € N such that a,j*EPY(M,F) =0 for all p,q € Z,

— Cp@)tit,z.n(S) = Cp2)yrir,z(S) N Cp2yir,n(S) C Cpayru(S) the full subcategory consising of
(M, F) such that a, H*(M, F) are filtered holonomic for all n € Z and such that there exists
r € N such that a,j*EPY(M,F) =0 for all p,q € Z,

— Cp@)tit,z.c(S) = Cp2)fi,z(S) N Cp2)si,c(S) C Cpayru(S) the full subcategory consising of
(M, F) such that a, H"(M, F) are filtered coherent for all n € Z and such that there exists
r € N such that a,j*EPY(M,F) =0 for all p,q € Z.

(i) We have then the full subcategories
= Cpa,0)fit,z(S) = Cp,0)ri(S) N Cpagi,z(S) C Cpara(S),
= Cp0)fit,z,rn(S) = Cp,0) £ (S) N Cpzyit, z,rn(S) C Cpagu(S).
= Cp0)fit,z,1n(S) = Cp,0y7i(S) N Cp2git, 2,1 (S) C Cpzga(S).
Similarly :

Definition 57. Let S € AnSm(C). Let Z C S a closed subset and denote by j : S\Z — S the open
embedding.

(i) We denote by

— Cpe(2y7i1,z(S) C Cpee(2y7a(S). the full subcategory consisting of (M, F) € Cpe(S) such that
7 M s acyclic

= Cpee(2)1it,z,h () := Cpoo(2)£it, z(S) N Cpoe 2y £it,n(S) C Cpoe(2)fit(S) the full subcategory con-
sising of (M, F) such that a, H"(M) are holonomic and a,j*EP9(M, F).

(i1) We have then the full subcategories
= Cpoo(1,0)5i1,2(S) = Cpoe(1,0)£it(S) N Cpeayit, z(S) C Cpeayri(S),
= Cpes1,0)7i1,2,1n(5) = Cpee(1,0)1it(S) N Cpeaypit, z,n(S) C Cpee 2y it (S)-

Definition 58. (i) Let f : X — S a morphism with X, S € SmVar(C), or with X,S € AnSm(C), we
have, forr =1,...00, resp. r = (1,...00)2, the categories

Do rp@)fit,r(S) := Horriop Cp r+p(2)fit(S) 3, Dpor pep(2)sit,r(S) := Horrtop Cpor pep(2)£it (S),
the localizations with respect to r-filtered Zariski, resp. usu, local equivalence.

(i) Let S € SmVar(C) or S € AnSm(C). We denote by

Dp2)fit,c0,rn(S) C Dp(2) fit,e0,n(S) C Dp(2)fit,e0 (S),

the full subcategories consisting of the image of Cp(a) fi1,n(S), resp. Cp(a)fir,rn(S), by the localization
functor

D(top) : Cp(2)ri(S) = Dp(2)fit,e0(S)

that is consisting of (M, F) € Cpyu(S) such that a, H™"(M, F) are filtered holonomic, resp. filtered
reqular holonomic for alln € Z,

(i1i) Let S € SmVar(C) or S € AnSm(C). We denote by

Dp1,0)fit,00,00(S) € Dp(1,0)fit,00,0(S) € D2y fit,e0 (),
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the full subcategories consisting of the image of Cp1,0yriu,n(S), resp. Cp(1,0)fi,rn(S), by the local-
ization functor

D(top) : Cpayfu(S) = Dp(2)fit,00(S)

that is consisting of (M,F,W) € Cparu(S) such that a;H"(M,F) are filtered holonomic, resp.
filtered regular holonomic, and WPM™ C M™ are Dg submodules for all n € Z.

Similarly,

Definition 59. (i) Let f: X — S a morphism with X, S € AnSm(C), we have, forr =1,...00, resp.
r=(1,...00)2, the categories

Dpeo p+poe(2)fit,r () := Hoprtop Cpoe pepoo(2) it (S) , Dpocion, prpoo(2) fit,r (S) := Hoprtop Cpos.on, f+poe(2) it (),
the localizations with respect to r-filtered usu local equivalence.

(1) Let S € AnSm(C). We denote by
Dpoo(2) fit,00,h (S) C Dpoe(2)fit,00 () Dpoe(1,0)fil,00,0(S) € Dpeayit,c(S)

the full subcategories consisting of the image of Cpee(2)fit,n(S), resp. Cpee(1,0yri,n(S), by the local-
ization functor
D(top) : CDm(Q)j'il(S) — DD°°(2)fil,oo(S)'

We begin this subsection by recalling the following well known facts
Proposition 46. Let S € SmVar(C) or S € AnSm(C).

(i) The sheaf of differential operators Dg is a locally free sheaf of Og module. Hence, a coherent Dg
module M € Cohp(S) is a quasi-coherent sheaf of Os modules.

(ii) A coherent sheaf M € Cohpy(S) of Os module admits a Dg module structure if and only if it
is locally free (of finite rank by coherency) and admits an integrable connexion. In particular if
1:Z — S is a closed embedding for the Zariski topology, then i,Oz does NOT admit a Dg module
structure since it is a coherent but not locally free Og module.

Proof. Standard. O

In order to prove a version of the first GAGA theorem for coherent D modules, we will need to
following. We start by a definition (cf. [16] definition 1.4.2) :

Definition 60. An X € SmVar(C) is said to be D-affine if the following two condition hold:
(i) The global section functor I'(X,-) : QCohp(X) — Mod(I'(X, Dx)) 1is exact.
(i) If T(X, M) =0 for M € QCohp(X), then M = 0.

Proposition 47. If X € SmVar(C) is D-affine, then :
(i) Any M € QCohp(X) is generated by its global sections.

(i1) The functor T'(X,-) : QCohp(X) — Mod(T'(X, Dx)) is an equivalence of category whose inverse is
Le MOd(F(X, Dx)) — Dx Ar(x,Dx) Le QOOhD(X)

(i11) We have T'(X,-)(Cohp(X)) = Mod(T'(X, Dx)), that is the global sections of a coherent Dx module
is a finite module over the differential operators on X.

Proof. See [16]. O

The following proposition is from Kashiwara.

135



Proposition 48. Let S € AnSm(C).

(i) For K € C.(S) a complex of presheaves with constructible cohomology sheaves, we have Hom(L(K), E(Og)) €
Cpe 1(S5).

(i) The functor Js : Cp2)fi(S) — Cpec(2)ru(S) satisfy Js(Cp)rirn(S)) C Cpeo(ayrir,n(S), derive
trivially, and induce an equivalence of category
Js 1 Dp(2)fit,co,rn(S) = Dpeo(2)fit,c0,n(5)-

whose inverse satify, for (M, F') € Holpee(2)7i(S) a (filtered) holonomic D module, that JgH (M, F) =
(Myeq, F') C (M, F) is the Dg sub-module of M which is the regular part.

(iii) We have Js(Cp1,0)fit,rn(S)) C Cpoer,0)fit,n(S) and Js(Dp(1,0fit,00,rh(S)) = Dpoc(1,0fil,00,n(5)-
Proof. Follows from [18]. O

Let S € SmVar(C) or S € AnSm(C), and let i : Z — S a closed embedding and denote by j : S\Z — S
the open complementary. For M € PShp(S), we denote Zy M C M the (left) Dg submodule given by,
for S° C S an open subset, Zz M (S°) C M (S°) is the (left) Dg(S°) submodule

Iy M(S°) =< {fm,fe€Iz(5°),me M(S°)}>C M(S°)

generated by the elements of the form fm. We denote by bz (M) : Z;M — M the inclusion map and
cz(M): M — M/TzM the quotient map of (left) Dg modules. For M € PShp(S), we denote MZ; C M
the right Dg submodule given by, for S° C S an open subset, Zz M (S°) C M(S5°) is the right Dg(S°)
submodule

Iz M(S°) =< {mf, f€Zz(5°),me M(S°)} >C M(S°)

generated by the elements of the form mf. We denote by bz (M) : ZyM — M the inclusion map and
cz(M): M — M/ZzM the quotient map of right Dg modules.
4.2.1 Functorialities

Let f : X — S be a morphism with X, S € SmVar(C), or let f : X — S be a morphism with X, S €
AnSm(C). Then, we recall from section 4.1, the transfers modules

e (Dx_g5, Ford) = f*mod(Dg Ford) .= f*(Dg, F7") @ p+04 (Ox, Fy) which is a left Dy module and
a left and right f*Dg module

¢ (Dxis,F") = (Kx,F) ®0oy (Dx—5, F") @04 f*(Ks, Fy). which is a right Dx module and
a left and right f*Dg module.

Let f: X — S be a morphism with X, S € AnSm(C). Then, the transfers modules of infite order are

o (DY g, Ford) := frmod(Dp, Ford) := f*(D¥,F°r?) @04 (Ox, F,) which is a left D module
and a left and right f*DZ module

o (D, g, FrY) := (Kx, F})®0y (D¥_ 5, F") @ <04 [*(Ks, Fp). which is a right D module and
a left and right f*Dg module.

We have the following :

Lemma 8. Let f1: X =Y, fo: Y — S be two morphism with X,S,Y € SmVar(C), orlet f1 : X =Y,
fa:Y = 8 be two morphism with X,S,Y € AnSm(C).

(i) We have (Dx s, F°"?) = f;(Dy g5, F°%) ®f:py (Dx oy, Ford) in Cp,(frof)Drit(X) and
(Dx 5, F7) = f{(Dy 5, F7") @5 py (Dx oy, %) = f{(Dy s, F") @fepy, (Dx oy, F7Y).

in Dp (fy0 1) Dritr(X).
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(ZZ) We have (Dxes, Ford) = fl* (Dyﬂs, Ford) ®f1*DY (DXey, Ford) m CD"p,(,fzo,h)*Dfil(X) and
(Dx s, F7) = f{(Dy 5, F”") @f: py (Dxey, F'?) = f{ (Dyes, F7") @fp, (Dxey, F7Y),

in Dpov (fyop)* D fit,r(X)-

Proof. Follows immediately from definition. The first assertions of (i) and (ii) are particular cases of
lemma 6. See [16] for example. O

In the analytical case we also have
Lemma 9. Let f1: X =Y, fo: Y — S be two morphism with X,5)Y € AnSm(C).
(i) We have (D, g, Fo%) = f{ (D5, F7) @ frpee (DF_y, FO) in Cp (fyof,) D rit(X) and

(D?ﬁstord) = fl*(Di)/oﬂSvFOTd) ®ffD;°/° (DX%YvFOTd) = fl*(DgfoﬂSvFOTd) ®JL‘1*D§,° (D%OﬂYvFOTd)'

in DDOO,(fgofl)*Doofil,T(X)'
(ii) We have (D%OHS,FOTd) = fl*(Di’/oHS,FOTd) ®frDge (D}Oky,F‘”d) in Cpoc.op (fyof, ) Do fit(X) and

(D5 F%) = [1(DF, 5, F) @5 pg (DR F) = [ (DY g F7) @ pee (DF .y, FT),

in DDOOVOP,(fQOfl)*Dmf'Ll,T (X)
Proof. Similar to the proof of lemma 8 O
For closed embeddings, we have :

Proposition 49. (i) Let i : Z — S be a closed embedding with Z,S € SmVar(C). Then, Dz_.g =
1*Dg/DsTz and it is a locally free (left) Dz module. Similarly, Dy s = i*Dg/Z;Dgs and it is a
locally free right Dz module.

(ii) Leti:Z — S be a closed embedding with Z,S € AnSm(C). Then, Dz_,s = i*Dg/DgZz and it is
a locally free (left) Dz module. Similarly, Dz s = i*Dgs/TzDgs and it is a locally free right Dz
module.

(tii) Leti:Z — S be a closed embedding with Z,S € AnSm(C). Then, DY ¢ =i*D¥ /DT Ly and it is
a locally free (left) D3 module. Similarly, DY, ¢ =1i*D¥ /I;DZ and it is a locally free right DY
module.

Proof. (i): See [16].
(ii):See [25].
(iii):Similar to (ii). O

We now enumerate some functorialities we will use, all of them are particular case of the functoriality
given in subsection 2.3 for any ringed spaces :

e Let f : X — S be a morphism with X,S € Var(C), or let f : X — S be a morphism with
X,S € AnSp(C). Then, the inverse image functor

frmod: PShog (S) — PShoy (X), M ™M := Ox @04 [*M
is a Quillen adjonction which induces in the derived category the functor
L% Doy (S) = Doy (X), M = Lf*™'M := Ox ®%.0 f*M = Ox ®¢-05 f*LoM,
The adjonction (f*™°? f,) : PSho,(S) = PSho, (X) is a Quillen adjonction, the adjonction map

are the maps
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ad(f*,f«) (M " LT %
— for M € Co.(8), ad(fmod, f)(M) : M 2TV, p punp Jm o (54 M @ 4e0. Ox) =

fof MM where m(m) =m ® 1,
ad(f*,£.)(M)& s 0 Ox

— for M € Coy (X), ad(f*°?, f)(M) : f*melfM = f*f.M ® -0, Ox
M ®p05 Ox = M, where n(m ® h) = h.m is the multiplication map.

e Let S € SmVar(C) or S € AnSm(C).

— For M € Cp(S), we have the canonical projective resolution ¢ : Lp(M) — M of complexes of
Dg modules.

— For M € Cp(S), there exist a unique strucure of Dg module on the flasque presheaves E*(M)
such that E(M) € Cp(S) (i-e. is a complex of Dg modules) and that the map k: M — E(M)
is a morphism of complexes of Dg modules.

Let S € AnSm(C).

— For M € Cp=(S), we have the canonical projective resolution q : Lpe (M) — M of complexes
of D modules.

— For M € Cp~(S), there exist a unique strucure of D module on the flasque presheaves
E'(M) such that E(M) € Cp=(S) (i.e. is a complex of DF modules) and that the map
k: M — E(M) is a morphism of complexes of D modules.

e Let S € SmVar(C) or let S € AnSm(C). For M € Cpwn(S), N € C(S), we will consider the
induced D module structure (right Dg module in the case one is a left Dg module and the other
one is a right one) on the presheaf M ® N := M ®z, N (see section 2). We get the bifunctor

C(S) x Cp(S) = Cp(S), M,N)— M®N
For S € AnSm(C), we also have the bifunctor C(S) x Cpe(S) = Cp(S), (M,N)+— M & N.

e Let S € SmVar(C) or let S € AnSm(C). For M, N € Cpp (S), M ®0s N (see section 2), has a
canonical structure of Dg modules (right Dg module in the case one is a left Dg module and the
other one is a right one) given by (in the left case) for S° C S an open subset,

m®@n €T(S°, M ®og N),y €T(S°, Ds), v.(m@n) :=(y.m)@n—-m@y.n
This gives the bifunctor
Cpon) (S)2 = Cpon (S), (M,N)—» M ®ocs N

More generally, let f : X — S a morphism with X, S € Var(C) or with X, S € AnSp(C). Assume
S smooth. For M, N € Cppor) (X), M ®@-0s N (see section 2), has a canonical structure of f*Dg
modules (right f*Dg module in the case one is a left f*Dg module and the other one is a right
one) given by (in the left case) for X° C X an open subset,

menel(X°MQsos N),y e I'(X? f*Dg), v.(m®@n) :==(ym)@n—my.n
This gives the bifunctor
Crepion (X)? = Cpopon (X), (M, N) = M ®f-0s N

For f : X — S a morphism with X,S € AnSp(C) and S smooth, we also have the bifunctor
Cf*’Dao,(op) (X)2 — Cj’*’Dao,(op) (X), (M, N) — M ®f*Os N.
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Let S € SmVar(C) or let S € AnSm(C). For M € Cpor(S) and N € Cp(S), we have M ®pg N €
C(S) (see section 2). This gives the bifunctor

Cpor(S) x Cp(S) = C(S),(M,N)— M ®ps N
For S € AnSm(C), we also have the bifunctor Cpe.or(S) x Cpe(S) — C(S), (M, N) = M @px= N.
Let S € SmVar(C) or let S € AnSm(C). The internal hom bifunctor
Hom(-,-) := Homz,(-,-) : C(S)* = C(8)

induces a bifunctor
Hom(-,-) := Homz(+,+) : C(S) x Cp(S) — Cp(S)

such that, for F' € C(S) and G € Cp(S5), the Dg structure on Hom*(F, Q) is given by
7 € (5% Ds) — (¢ € Hom®(Fso, Gs0) = (v ¢ : a € F*(5%) = v - ¢P(57)())
where ¢P(5°)(a) € I'(S?, G). For S € AnSm(C), it also induce the bifunctor
Hom(-, ) == Homzg(-,-) : C(S) x Cpe=(5) = Cp=(5)
Let S € SmVar(C) or let S € AnSm(C). For M, N € Cp(S), Homos(M, N), has a canonical

structure of Dg modules given by for S° C S an open subset and ¢ € T'(S°, Hom(M, Og)), v €
I'(S°, Dg), (7.¢)(m) := v.(¢p(m)) — ¢(y.m) This gives the bifunctor

Homg, (—,—): Cp(S)? = Cp(9)°P, (M, N) Homg, (M, N)
In particular, for M € Cp(S), we get the dual
DY (M) := Homg, (M, Os) € Cp(S)

with respect to Og, together with the canonical map d(M) : M — ]D)g’Q(M). Let f: X — S
a morphism with X, S € SmVar(C) or with X, S € AnSm(C). We have, for M € Cp(S), the
canonical transformation map
T(f,D°) (M) : f*mOd]D)gM = (f*Homos (M, Os)) ®f-0s Ox
T™e?(f,hom)(M,0s)

Homo (f*M g0 Ox,0x) =: DY (f"*IM).

Let S € SmVar(C) or let S € AnSm(C). We have the bifunctors

— Hom}, (=, —) : Cp(5)* = C(S), (M,N) = Hom}, (M,N), and if N is a bimodule (i.e. has
a right Dg module structure whose opposite coincide with the left one), Homp,(M,N) €
Cpor(S) given by for S° C S an open subset and ¢ € I['(S°, Hom(M,N)), v € T'(S°, Dg),
(@-7)(m) := (¢(m)).y

— Hompg(—,—) : Cper(S)? — C(S), (M,N) — Hompg(M,N) and if N is a bimodule,
HomDS(M N) e Cp(95)

For M € Cp(S), we get in particular the dual with respect Dg,
DsM := Homp, (M, Ds) € Cp(S) ; DEM := Homp, (M, Ds) @0 DSw(Ks)[ds] € Cp(S)

and we have canonical map d : M — ]D%M . This functor induces in the derived category, for
M e DD(S),

LDsM := RHomp,(LpM,Ds) ®0s DSw(Ks)[ds] = DELpM € Dp(S).

where DQw(S) : DYw(Ks) — DYKg = Kg' is the dual of the Koczul resolution of the canonical
bundle (proposition 69), and the canonical map d : M — LD%M. For S € AnSm(C), we also have
the bifunctors
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— Hompe (=, —) - Cp=(S)? — C(S), (M,N) Hompe (M, N), and if N is a bimodule,
HOTI’LD;O(M, N) S CDOO(S),

— Hompy(—, =) : Op=.os(S)> = C(S), (M,N) — Hompg(M,N) and if N is a bimodule,
Hongo (M, N) S Opao,op(S)

For M € Cp(S), we get in particular the dual with respect D%,
DM :=Hompx (M, DF’) € Cp=(S) , D?’KM = Hompg (M, D¥)®0,DEw(Ks)[ds] € Cp(S)

and we have canonical maps d : M — D?’2M, d: M — D?’K’2M. This functor induces in the
derived category, for M € Dpe(S),

LDFM := RHomps (M, DF) ®0; Dw(Ks)|ds] = DF* LpeM € Dp=(S).

and the canonical map d : M — LD;O’2M.

Let f: X — S a morphism with X, S € SmVar(C) or with X,S € AnSm(C). For N € Cp, ;+p(X)
and M € Cp(X), N ®p, M has the canonical f*Dg module structure given by, for X° C X an
open subset,

veI(X% f*Dg),m e '(X°, M),n e T'(X° N), v.(n®@m) = (y.n) @ m.
This gives the functor

Cpﬂf*D(X) X OD(X) — Of*D(X), (M, N) — M®DX N

Let f : X — S a morphism with X, S € AnSm(C). For N € Cpe_ s+pos(X) and M € Cpe(X),
N ®pg M has the canonical f*Dg module structure given by, for X C X an open subset,

veI'(X% f*Dg),m e '(X°, M),n e T'(X° N), v.(n®m) = (y.n) @ m.
This gives the functor

C’Doo)f*'Doo(X) X Cpoo(X) — Cf*poo(X), (M, N) — M®D§(° N

Let f : X — S be a morphism with X, S € SmVar(C), or let f : X — S be a morphism with
X,S € AnSm(C). Then, for M € Cp(S), Ox ®f+0s f*M has a canonical Dx module structure
given by given by, for X° C X an open subset,

menel(X°O0x Qo5 [*M),y € (X° Dx), v.(m®n) = (y.m) @n —mdf (y).n.
This gives the inverse image functor

frmod PShp(S) — PShp(X), M+ f*™M := Ox @05 f*M = Dx_,5 @pps f*M
which induces in the derived category the functor

Lf*™m°?: Dp(S) = Dp(X), M Lf™M = Ox ®f.0, f*M = Ox @05 f*LpM,
We will also consider the shifted inverse image functor

Lfrmod=l .= [ frmodlds — dx]: Dp(S) — Dp(X).
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Let f: X — S be a morphism with X, S € AnSm(C). Then, for M € Cp=(S), Ox Q04 f*M
has a canonical D§ module structure induced by the finite order case. This gives the inverse image
functor

fmo%: PShpe (S) — PShpe (X), M+ f*"M = Ox @05 f*M = Dx_s @ppz [*M
which induces in the derived category the functor
L% Dpee(S) = Dpee(X), M = Lf*™M := Ox ®%.0, f*M = Ox @05 [*Lp=M,
We will also consider the shifted inverse image functor
Lfrmed=) = Lfrmedldg — dx] : Dp~(S) — Dp~(X).
Let f : X — S be a morphism with X,S € SmVar(C), or let f : X — S be a morphism with

X,8 € AnSm(C). For M € Cp(X), Dxs®p, M has the canonical f*Dg module structure given
above. Then, the direct image functor

12 a i PShp(X) = PShp(S), M+ fumoaM = fu(Dxcs5 ®@py M)

induces in the derived category the functor
/ :Rf*modlDD(X)—)DD(S), M'—)/M:Rf*(DXeS ®be M)
! f

Let f: X — S be a morphism with X, S € AnSm(C). For M € Cp~(X), Dx«s ®p, M has the
canonical f*Dg module structure given above. Then, the direct image functor

90 PShpe (X) = PShp(S), M+ fimeaM = fi(DX_g @D M)

*mod

induces in the derived category the functor
/ — Rfumoa: D (X) = Dp(S), M /M — RL(D% s ®be M).
f f

Let f : X — S be a morphism with X, S € AnSm(C). The direct image functor with compact
support
fonq : PShp(X) — PShp(S), M +— fineaM = fi(Dsex ®@py M)

induces in the derived category the functor

/ = Rfimoad : Dp(X) — Dp(S), M +— / M = Rfi(Dxcs ®p, M).
f! f

Let f : X — S be a morphism with X, S € AnSm(C). The direct image functor with compact
support
Simod : PShpee (X) = PShpee (S), M = fimoaM = fi( DS, x @ps M)

induces in the derived category the functor
Zngmod:DDoo(X)%Dpoo(S), MH/MZRf[(D%OHS ®%)§(o M).
F! f

Let S € SmVar(C). The analytical functor of a Dg modules has a canonical structure of Dgan
module:

(=) : Cp(S) = Cp(S™), M — M := an§™* M := M ®anz 05 Ogen
which induces in the derived category
(=) : Dp(S) = Dp(5*"), M ~— M*" := ang™** M)

since ang™°¢ derive trivially.
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The functorialities given above induce :

e Let f: X — S be a morphism with X,S € Var(C), or let f : X — S be a morphism with
X, S € AnSp(C). The adjonction map induces

— for (M, F) € COsfil(S); the map in DOsfil(S)

koad(f*,f.)(M,F)
B

ad(Lf*" Rf.)(M,F) : (M, F) FE(fT (M, F)) = Rf f*(M, F)

L0 RIS (ML F) ©F.0, Ox) = REJ*(M.F),
where m(m) =m® 1,

— for (M, F) € Co su(X), the map in Doy ri(X)

ad(Lf* Rf,)(M,F) : Lf*"**Rf.(M,F) = f*f.E(M,F) ®%.o, Ox

ad(f*,f) (B(M,F))®Fs o, Ox

(M,F) ®%.0, Ox = (M, F),
where n(m ® h) = h.m is the multiplication map.

e For a commutative diagram in Var(C) or in AnSp(C) :

D=Y-2.Xx

f2 lﬁ
S

g1
T ——

)

we have, for (M, F) € Co, ru(X), the canonical map in Doy ra(T)

ad(Lf5™°% Rf2.)(Lgy™* f1. E(M,F))

T D) (M, F) : Lg;™" f1.(M, F)
Rfo Lf3"Lgi™ Rf1. (M, F) = R fa. Lg3" L™ R f1,.(M, F)
ad(Lf;™°% Rf1)(M,F

s Rfa.Lgs™ ™ (M. F)
the canonical transformation map given by the adjonction maps.

e Let S € SmVar(C) or S € AnSm(C). For (M, F) € Cyy(S) and (N, F) € Cyy(S), recall that (see
section 2)
FP((M,F) ® (N, F)) := In(®,FIM ® FP~IN — M @ N)

This gives the functor
('7') : szl(S) X Cszl(S) — CDfll(S) ) ((MuF)u (NuF)) = (M7F) ® (NuF)

It induces in the derived categories by taking r-projective resolutions the bifunctors, for r =
1,...,00,

(~, ) : DDfil,r(S)XDfil,r(S) — Dpfilyr(S) s ((M, F), (N, F)) — (M, F)@L(N, F) = LD(]\47 F)®(N, F)
For S € AnSm(C), it gives the bifunctor
('7') : Cfil(s) X CD“’fil(S) - CD“’fil(S) ) ((MvF)v(NvF)) = (MvF) ® (NvF)v

and its derived functor.
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e Let S € SmVar(C) or S € AnSm(C) and O% € PSh(S, cRing) a sheaf of commutative ring. For
(M, F) € Coyzu(S) and (N, F) € Co rur(5), recall that (see section 2)

FP((M,F) @0y, (N, F)) := Im(&,FIM @0, F*"IN — M ®0, N)

It induces in the derived categories by taking r-projective resolutions the bifunctors, for r =

1,...,00,

('7') : DD.fil7T(S)2 — DDfil,T(S) ) ((MvF)v (NvF)) = (MvF) ®(L)s (NvF)

More generally, let f : X — S a morphism with X,S € Var(C) or with X, S € AnSp(C). Assume
S smooth. We have the bifunctors

() : Dppfitn(X)? = Dpprie(X) , (M, F),(N,F)) = (M, F)®F.0,(N,F) = (M, F)@s-0sLsp(N, F).
e Let S € SmVar(C) or let S € AnSm(C). The hom functor induces the bifunctor

Hom(—, =) : Cpyiu(S) x Cri(S) = Cp(1,0)£u(S), (M, W), (N, F)) = Hom((M, W), (N, F')).

For S € AnSm(C), the hom functor also induces the bifunctor

Hom(—, =) : Cpe i (S) x Cra(S) — Cpee(1,0)71(S), (M, W), (N, F)) = Hom((M, W), (N, F)).

Note that the filtration given by W satisfy that the WP are Dg submodule which is stronger than
Griffitz transversality.

e Let S € SmVar(C) or let S € AnSm(C). The hom functor induces the bifunctor
Homoy (-, _) : CDfil(S)2 - CD?fil(S)v (M, W), (Nv F)) = Homog (M, W), (N, F)).
e Let S € SmVar(C) or let S € AnSm(C). The hom functor induces the bifunctors

- HomDs(_v _) : CDfil(S)2 - C2fil(s)7 ((M7 W)v (Nv F)) = HomDs((Mv W)? (N7 F))?
— HOHIDS(—, —) : ODonil(S)Q — Oinl(S)7 ((M, W), (N, F)) — HOmDS((M, W), (N, F))

We get the filtered dual
DS (-) : Cogayra(S) = OpayalS)”, (M, F) = D§ (M, F) := Homp, ((M, F), Ds) @05 D§w(Ks)[ds]

together with the canonical map d(M, F) : (M, F) — D%™ (M, F). Of course DE () (Cp,0yra(S)) C
Cp(1,0)fi1(S). Tt induces in the derived categories Dpyii,(S), for r =1,..., 00, the functors

LDs(-) : Do) fit.r(S) = Dpaypir(8), (M, F) = LDs(M, F) := D§ Lp(M, F).
together with the canonical map d(M,F): Lp(M,F) — Dé’KLD(M, F).
e Let S € AnSm(C). The hom functor also induces the bifunctors
— Homps (—,—) : Cp ju(S)2 — Cagu(S), (M, W), (N, F)) s Homps (M, W), (N, F)),
— Hompg(—, =) : Cpeorpi(S)? = Cosir(S), (M, W), (N, F)) = Hompe (M, W), (N, F)).
We get the filtered dual
DE () 1 Cpee(2ypit(S) = Cpes(aypa(S)P, (M, F) = DF" (M, F) := Hompg (M, F), DF) ®0s DJw(Ks)[ds]

together with the canonical map d(M, F) : (M, F) — ID)ZO’Q(M, F). Of course D?’K(-)(Cpoo 1,0 fi(S)) C
Cpoo(1,0)fi1(S). It induces in the derived categories Dpyi(S), for 7 = 1,..., 00, the functors

LID)%O() : DDOO(Q)fil,T(S) — DDoo(Q)fil_’T(S)Op, (M, F) — LID)%O(M, F) = D?’KLDOO (M, F)

together with the canonical map d(M, F) : (M, F) — LDY*(M, F).
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e Let f: X — S be a morphism with X, S € SmVar(C), or let f : X — S be a morphism with
X, S € AnSm(C). Then, the inverse image functor

frmed Cp2)7i(S) = Cpeayru(X),
(M, F) s f*™°UM, F) := (Ox, Fy) @05 [(M,F) = (Dx—s5, F") @ps f*(M, F),
induces in the derived categories the functors, for r = 1,...,00 (resp. r € (1,...00)?),
Lf*™%: Dpa)fir(S) = Do) i (X),
(M, F) s Lf M = (Ox, F}y) @0, (M, F) = (Ox, Fy) @05 f*Lp(M,F).
Of course f*™°4(Cp1,0)i(S)) C Cp(1,0)7a(X). Note that

— If the M is a complex of locally free Os modules, then Lf*™°d(M,F) = f*m°d(M,F) in
Dp(2)fil,00 (S).

— If the Grf, M are complexes of locally free Og modules, then Lf*™°d(M, F) = f*m°d(M, F)
in Dp2yru(S)-

We will consider also the shifted inverse image functors

Lfrmed=l.= pfrmedigg — dy] : Dp2)fi1,r(S) = Dp2)fur(X).

e Let f: X — S be a morphism with X, S € AnSm(C). Then, the inverse image functor
Fret s Cpoe (o) () = Opee2ypan(X), (M, F) = [ UM, F) := (Ox, Fy) ®p-05 f*(M, F),
induces in the derived categories the functors, for r = 1,...,00 (resp. 7 € (1,...00)?),
L™ Dpes () it (S) = Dpoo (2 pir, (X),
(M,F) = Lf*™M = (Ox,Fy) @feo, (M, F) = (Ox,F}) @05 [*Lpe(M, F).

Of course f*mOd(C'Doo(lyo)fil(S)) C Cpeo(1,0)fa(X). Note that We will consider also the shifted
inverse image functors

Lfrmedl=l .= Lf*moddg — dx] : Dpee(a) fitr(S) = Dpeoa) pit, (X)-

e Let f : X — S be a morphism with X,S € SmVar(C), or let f : X — S be a morphism with
X, S € AnSm(C). Then,the direct image functor
9 oi: (PShp(X), F) — (PShp(S), F), (M,F) = fumoa(M,F) = f.((Dsex,F")@py (M, F))

*mod *

induces in the derived categories by taking r-injective resolutions the functors, for r =1,..., oo,

/ = Rfumod : Dp2)fit,r(X) = Dp2)pir,r(S), (M, F) /(Mv F)=Rf.((Dsex,F") @p, (M, F)).
f f

Let f1 : X - Y and fo : Y — S two morphism with X,Y,S € SmVar(C) or with X,Y,S €
AnSm(C). We have, for (M, F') € Cpyi(X), the canonical transformation map in Dp(g) s, (S)

T(/'2 o/l,/f2ofl)(M,F) :

[ | 1P i= Rpan(Dyes PP 0, Rf((Dxcy P h, (M)
2 J1

T(f1,®)(—,—) * ord L ord L

— = Rfa«Rf1:(f{ (Dy s, F") @p, (Dxcy, F") @p, (M, F)))
= Rf?*Rfl*((fl*(DY%SvFord) ®%)y (DX%YvFOTd)) ®%)X (Mv F))

% RfpRfu(Dxes, F%) @b (M, F)) = / (M, F)
f20f1
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Let f: X — S be a morphism with X, S € AnSm(C). Then,the direct image functor
0 od : (PShpe (X), F) = (PShpe (S), F), (M,F)+ fumoa(M,F) = f.(DZ_x,F"Y®pe (M, F))

*mod *

induces in the derived categories by taking r-injective resolutions the functors, for r =1,..., oo,
,/f = Rf*mod : DD°°(2)fil,r(X) — DDm(Q)j'il,r(S)u (Mu F) = ‘/j(Mu F) = Rf*((D?;?_X, Ford) ®é}o (M, F))

We have, similarly, for (M, F') € Cpey4(X), the canonical transformation map in Dpes (2) fir,r (S)

T(/}zo/}l,/fzofl)(M,F):/'2 /I(M,F)—> f2ofl(M,F)

Let f: X — S be a morphism with X,S € AnSm(C). Then,the direct image functor with compact
support
f!?rowd : (PShD(X)vF) - (PShD(S)vF)v (MvF) — fom (MvF) = f!((DSV—XvFOTd) ®Dx (MvF))

!mod

induces in the derived categories by taking r-injective resolutions the functors, for r =1,..., 0o,

r = R fimod : Dpfit,r(X) = Dpsur(S), (M,F)— /f(Ma F)=Rf((Dscx,FY) &k (M, F)).

We have, similarly, for (M, F') € Cpyy(X), the canonical transformation map in Dp(g) s, (S)

T(/é!o/l!,/(hofl)!)(M,F):/2!/1!(M,F)—> (f2ofl)!(M,F)

Let f: X — S be a morphism with X,S € AnSm(C). Then,the direct image functor with compact
support
od ¢ (PSth(X)aF) - (PSth(S)aF)a (MvF) = o (MvF) = f!((Dg?—XvFOTd)(@D?(MaF))

!mod * !mod

induces in the derived categories by taking r-injective resolutions the functors, for r =1,..., oo,
/ = Rf!mod : DDxfil,T(X) — DDxfil,T(S)a (Ma F) — /(Ma F) = Rf‘((Dga—Xv Ford) ®é§? (Ma F))
f! f

We have, similarly, for (M, F') € Cpey4(X), the canonical transformation map in Dpe (2) fir,r (S)

T(/'2! 0/1!7/(j'2oj'1)!)(M7 F): /'21 /1!(M’ F)= /(fgofl)!(M7 F)

Let S € SmVar(C). The analytical functor for filtered Dg-modules is
() Cpaypa(S) = Coaya(S™), (M, F) o (M, F)*™ := an(M, F) @us 05 (Ogon, Fy).
It induces in the derived categories the functors, for r =1, ..., o0,
(-)*" : Dp(@)fitr(S) = Dpaypins (8™, (M, F) = (M, F)*" := an§(M, F) 5= o (Ogen, Fy).

ang Os

Let f : X — S be a morphism with X,S € SmVar(C), or let f : X — S be a morphism with
X,S € AnSm(C). Then the functor

FFmed s Opapa(S) = Cpogu(X), (M, F) — f*m°4(M, F) := DX Lp f*"**LpD¥ (M, F)
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induces in the derived categories the exceptional inverse image functors, for r = 1,...,00 (resp.
re(1,...00)%),

LfFmed . Dp2ysit,r(S) = Dpa)fir,r (X),
(M, F) — Lf*™°YM, F):= LDxLf*"°LDg(M, F) := f*™ULp(M, F).

Of course f*mOd(CD(lyo)fil (8)) € Cp(1,0)fu(X). We will also consider the shifted exceptional inverse
image functors

LfFmedl=l .= L f*medldg — dx] : Dpeaygirr(S) = Doy pirr(X).
Let f: X — S be a morphism with X, S € AnSm(C). Then the functor
FHmo s Cpoe (@) i (S) = Cpee 2yt (X), (M, F) = f*4M, F) := DL f*"**LpDg > (M, F)

induces in the derived categories the exceptional inverse image functors, for r = 1,...,00 (resp.
re(1,...00)%),
Lf*": Dpe(2) fit,(S) = Dpee(aypinr(X),
(M, F) = Lf*m°(M, F) := LDELF*"LDY (M, F) := f*™°4(M, F).

Of course f%mOd(O’Doo(l70)fil(S)) C Cpe(1,0)7i(X). We will also consider the shifted exceptional
inverse image functors

LFmed=l .= L f*mod(dg — dx] : Dpee(2) it (S) — Dpee(a) i (X)-

Let S1,S2 € SmVar(C) or 51,52 € AnSm(C). Consider p : S; x S3 — S; the projection. Since p
is a projection, we have a canonical embedding p*Ds, < Ds, xs,. For (M, F) € Cp(a)si(S1 X S2),
(M, F) has a canonical p*Dg, module structure. Moreover, with this structure, for (M;, F') €
Cp(2)£i(S1)

ad(p*™°%, p) (M1, F) : (M1, F) = p.p*™**(My, F)

is a map of complexes of Dg, modules, and for (M2, F') € Cp(2)i(S1 x S2))
ad(p™™°?, p)(Mz, F) : p*"'p. (Mg, F) = (Mys, F)

is a map of complexes of Dg,xs, modules. Indeed, for the first adjonction map, we note that
p*m°4(My, F) has a structure of p*Dg, module, hence p,p*™°%(M;, F) has a structure of p,p*Dsg,
module, hence a structure of Dg, module using the adjonction map ad(p*,p.)(Ds,) : Ds, —
p«p*Dg,. For the second adjonction map, we note that (Mi2, F') has a structure of p*Dg, module,
hence p. (M2, F') has a structure of p,p* Dg,, hence a structure of Dg, module using the adjonction

map ad(p*, p«)(Ds,) : Ds, = p«p*Dsg, .
Let S1,S2 € AnSm(C). Consider p : S; x Sz — S; the projection. Since p is a projection, we have a
canonical embedding p* DY — DT, g . For (M, F) € Cpe(2)5u(S1 x S2), (M, F) has a canonical
p* D3 module structure. Moreover, with this structure, for (M, F') € Cpee () 7i1(S1)

ad(p*™°?, p)(My, F) : (My, F) = p.p*™* (M, F)
is a map of complexes of D modules, and for (M2, F') € Cpse(2)5i(S1 x S2)

ad(p*™°%, p) (M2, F) : p*™*p.(Mi2, F) — (M2, F)

is a map of complexes of D3, ¢, modules, similarly to the finite order case.
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We following proposition concern the commutativity of the inverse images functors and the commu-
tativity of the direct image functors.

Proposition 50. (i) Let f1: X =Y and fo : Y — S two morphism with X,Y,S € SmVar(C).
— Let (M, F) S CD(Q)fil,T(S)- Then (fg o fl)*mOd(M, F) = med Q*mOd(M, F)
— Let (M, F) € Doy n(S). Then L(fs0 )™ (M, F) = Lf;mo4(Lfgmo4(M, F)).
(ii) Let f1: X =Y and fa:Y — S two morphism with X,Y,S € SmVar(C). Let M € Dp(X). Then,

T 200, 00 ] 0

is an isomorphism in Dp(S) (i.e. if we forget filtration).

(iii) Let i : Zo — Z1 and i1 : Z1 < S two closed embedding, with Zs,Z,,S € SmVar(C). Let
(M,F) e CD(2)fil(ZQ)- Then, (i1 ©i0)xmod(M, F') = i1xmod(i0xmod(M, F)) in OD(Q)fil(S)-

Proof. (i): Obvious : we have

o frmedfzmod(M,F) = fi(f3 (M, F)®p;05Oy)®roy Ox = fi f5 (M, F)®y; ;05 f1 Oy @0y Ox =
(fa0 f1)* ™4 (M, F)

o LffmoLf3mol(M,F) = f{(f3(M,F) ®f 0, Oy) ®%0, Ox = [{ [3(M,F) ®% 0, {0y ®feo,
Ox = L(f20 f1)"™!(M, F)

(ii): See [16] : we have by lemma 8

M := Rfs, Rf1.(Dxs ®p, M)
faof1

= " Rf2.T(f1,0)(Dy«s,Dxy®p, M)~
= RfsuRf1((fi Dy s ®F: p, Dxevy) ®p, M) -

Rfp(Dycs ®5, Rfi(Dxey &b, M)) = / / AM
f2

where, Dy g being a quasi-coherent Dy module, we used the fact that for N € Cp(X) and N eCp(Y)
T(f1,@)(N', N) s N' &, RFLN = Rf(fiN' ok, N)

is an isomorphism if N’ is quasi-coherent, which follows from the fact that fi. commutes with arbitrary
(possibly infinite) direct sums (see [16]).
(iii): Denote iz = i1 0ig : Zo — S. We have

Z.2>'=mod(]\4; F) == Z2*((1\45 F) ®DZ2 (DZ24757 Ford)) _:_>

1.7 or -k or i1+ T(i0,®) (=)t
i1io« (M, F) ®Dz, (Dzyez,, F d) Qis Dz, io(Dz, s, F d)) %

il*modiO*mod((Mv F))
using proposition 8 and proposition 11. O

Remark 8. Let f1 : X — Y and fo : Y — S two morphism with X,Y,S € SmVar(C). Then, for
(M, F) € Dp)fit,00(X), ff2 ff1 (M, F) is NOT isomorphic to ff20f1 (M, F) in general, the filtrations on
the isomorphic cohomology sheaves may be different.

Proposition 51. Let f: X — S a morphism with X, S € SmVar(C). Then,
(i) For (M, F) € Cp(a)si,n(S), we have Lf*™ M, F) € Dp(a)fil,c0,n(X)-
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(i) For M € Cp r(X), we have ffM € Dp n(95).
(iii) If f is proper, for (M, F) € Cp)fu,n(X), we have ff(M, F) € Dp2)fi,00,n(95)-

Proof. See [16] for the non filtered case. The filtered case follows immediately from the non filtered case
and the fact the pullback of a good filtration is a good filtration (since the pullback of a coherent Og
module is coherent) and the direct image of a good filtration by a proper morphism is a good filtration
(since the pushforward of a coherent Ox module by a proper morphism is coherent). O

The following easy proposition says that the analytical functor commutes we the pullback of D modules
and the tensor product. Again it is well known in the non filtered case. Note that for S € SmVar(C),
Das’ﬂ == DSan .

Proposition 52. (i) Let f:T — S a morphism with T, S € SmVar(C).
— Let (M, F) € Cpayirn(S). Then (fmd(M, F))an = frmed()f, Fan.
— Let (M, F) € Dpyu(S), forr =1,...00. Then, (Lf*™°4(M, F))®™ = Lf*mo4( M, F)™,
(i1) Let S € SmVar(C)

— Let (M,F),(N,F) € Cppu(S). Then, (M,F)®os (N, F))* = (M, F)*™ Q@0gan (N, F)*™.

— Let (M, F),(N,F) € Dpyir(S), forr =1,...00. Then, (M, F)®§_ (N, F))*™ = (M, F)‘”L@ésm
(N, F)o,

Proof. (i): For (M, F) € Cp,¢i(S), we have, since f*an} = an’ f*",
(f*mod(M, F))an _ an(X)*(f*(M, F) ®f0g OX) ®an(X)*Ox Oxan
FO ang (M, F) @ fan+Ogan @Oxan =: f MU M F)

For (M, F) € Dp i, (S), we take (M, F') € Cp ¢4(S) an r-projective f*Og module such that Dyop (M, F) =
(M, F) so that

(Lf*mOd(M, F))an _ (f>s<7nod(]\47 F))an _ fan*mod(Man,F) _ Lfan*mod(Man,F)
ii): For (M, F),(N,F) € Cp_ ry4(S), we have
o
(M, F) ®ogs (N, F))*" : = ang((M,F) ®os (N, F)) ®ang 05 Ogan
= ang(M, F') ®anz, 05 ang(N, F') @anz, 05 Ogen
= ang(M, F) ®anz 05 ®0san @0gan ang(N, F) ®any 05 Osan
: (Man7F) ®Osan (Nan7F)

It implies the isomorphism in the derived category by taking an r-projective resolution of (M, F) (e.g
(Lp(M),F) = Lp(M, F)). O

Proposition 53. (i) Let f1: X =Y and fo: Y — S two morphism with X,Y,S € AnSm(C).
— Let (M, F) S CD(Q)]ZZ(S) or let (M, F) S CD“’(2)fil(S)' Then (fgofl)*mOd(M, F) = fl*mOde*mOd(M, F)

— Let (M, F) S DD(Q)fil,T(S) or let (M, F) S DD“’(2)fil,r(S)' Then L(fg o fl)*mOd(M, F) =
Lfimed(Lfsmod (M, F)).

(i) Let f1 : X =Y and fo : Y — S two morphisms with X,Y,S € AnSm(C). Let M € Dp(X). If f1
is proper, we have fsz,h M= ff2 (ffl M).

(i) Let f1: X =Y and fo : Y — S two morphisms with X,Y,S € AnSm(C). Let M € Dp=~(X). If
f1 is proper, we have ff20f1 M = ffz(fﬁ M).
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(iii) Let f1: X =Y and fo :' Y — S two morphisms with X,Y,S € AnSm(C). Let (M, F) € Dp(X).
We have [ g,op,y M = J5,1([7, M)-

(i1i)” Let f1 : X =Y and fo: Y — S two morphisms with X,Y,S € AnSm(C). Let M € Dp=(X). We
have [ g0 50 M =[50 (J,0 M)-

(v) Letig: Zy < Z1 and i1 : Z1 < S two closed embedding, with Zs, Z1,S € AnSm(C). Let (M, F) €
CD(2)fil(Z2)~ Then, (i1 ©90)xmod(M, F) = i1xmod(i0smod(M, F')) in CD(2)fil(S)-

(v)” Letig : Zo — Z1 and iy : Z1 < S two closed embedding, with Z3,Z1,S € AnSm(C). Let (M, F) €
Cpee(2yit(Z2). Then, (i1 0i0)wxmod(M, F) = i14mod(i0xmod(M, F)) in Cpee 2y (S)-

Proof. (i): Similar to the proof of proposition 50(i).
(ii): Similar to the proof of proposition 50(ii) : we use lemma 8 and the fact that for N € C:p(X) and
N’ € Cp(Y), the canonical morphism

T(f1,8)(N',N): N ©5, Rfi.N = Rfi.(f{N' &% p, N)

is an isomorphism if f; is proper (in this case f11 = f14).
(ii)": Similar to the proof of proposition 50(ii) : we use lemma 9 and the fact that for N € Cy:pe (X)
and N’ € Cp=(Y), the canonical morphism

T(fi,@)(N',N): N’ ®If);° RfiuN — Rfr.(fi N’ ®?1*D;° N)

is an isomorphism if f; is proper (in this case fi1 = f1.).
(iii): Similar to the proof of proposition 50(ii) : we use lemma 8 and the fact that for N € Cy:p(X) and
N’ € Cp(Y), the canonical morphism

T(f1!,®)(N',N): N' ®p, RfuN — Rfu(ff N’ ®J€;Dy N)

is an isomorphism.
(iii)’: Similar to the proof of proposition 50(ii) : we use lemma 9 and the fact that for N € Cy:pe(X)
and N’ € Cp(Y), the canonical morphism

T(f1l, ®)(N',N) : N' @pee RfuN —= Rfu(fiN' &% pee N)

is an isomorphism
(iv): Similar to the proof of proposition 50(iii) :we have

Z.2>'=mod(j\4a F) = Z2*((]\4’ F) (®Dz2 (DZQHS)yFOTd) —:—>

i1.T(i0,®) (=)~ . .
% Zl*modZO*mod((Ma F))

i1viox (M, F) ®p,, (Dzyez,, Fo") @iz py, i5(Dzys), FOY)

using lemma 8 and proposition 11.
(iv)’:Similar to (iv): we have
izemoa(M, F) = i2.(M, F) @pg (D%, s, F""")) =

1. T (40,®) (—) "
0

il*io*((M’ F) ®D%°2 ( %;—ZNFOTd) ®13D2 i(j;(D%ies’vFord)) il*modiO*mod((Ma F))

using lemma 9 and proposition 11.
O

Proposition 54. (i) Let f: X — S a morphism with X,S € AnSm(C). For (M, F) € Cp)tu,n(S),
we have Lf*™°4(M, F) € Dp)fit,c0,n(X). For (M, F) € Cpec(2)fi,n(S), we have Lf*™° (M, F) €
Dpos(a) fit,0,n(X).
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(i) Let f : X — S a proper morphism with X,S € AnSm(C). Then, for (M, F) € Cp(2)fi,n(X), we
have [(M, F) € Dp(2)fit,c0,n(S)-

(iii) Let f: X — S a morphism with X, S € AnSm(C). Then, for (M, F) € Cpe(2ysu,n(X), we have
ff(Ma F) € DD“’(2)fil,oo,h(S)'

Proof. (i)and (ii):Follows imediately from the non filtered case since we look at the complex in the derived
category with respect to oo-usu local equivalence. It says that the pullback and the proper pushforward
of an holonomic D module is still holonomic. See [16] for the non filtered case.

(iii):In the case the morphism is proper, it follows from the finite order case (ii). In the case of an open
embedding, it follows from proposition 48(i) : we have for j : S° < S an open embedding,

j*E(Oso) = j*Hom(ZSO, E(Oso)) = Hom(ngSO, E(Os)) S CDoo)h(S).

and on the other hand

16,0~ =) =T 0)(= =)+ | (M, F) = BV, F) = B 05 @o.. (M F)
= §+E(Os0) @0 (M, F)
is an isomorphism by proposition 10. O
For X,Y € SmVar(C) or X,Y € AnSm(C), we denote by
e Co, (X)xCoy(Y) = Coyxyy (X XY),(M,N)— M N :=0xxy Qpr0x@py 0y PXxM @ py N,
o Op(X) x Cp(Y) = Cp(X x Y),(M,N) = M - N := Oxxy ®ps,0x0p;,0y P M @ p}y N

the natural functors which induces functors in the filtered cases and the derived categories, px : X XY —
X and py : X XY — Y the projections.
We have then the following easy proposition :

Proposition 55. For X € SmVar(C) or X € AnSm(C), we have for (M,F),(N,F) € Coy . fu(X) or
(Mv F)v (N7 F) € OD,fil(X);

(M,F)®0y (N,F)=AY"YM,F)-(N,F)
Proof. Standard. O

Definition 61. Let f : X — S a morphism with X,S € AnSm(C). We have the canonical map in
Cy+p poe(X) modules :

T(fu OO) : (DXﬁSaFOTd)(X)DX (Dg(ovFOTd) - (Dg(oﬂstOTd)v (hX®P5)®PX = (PX'hX®PS+hX®df(PX)PS

where hx € I'(X°,0x), Ps € I'(X°, f*Dg) and Px € T'(X°, D). This gives, for (M, F) € Cp)fu(S),
the following transformation map in Cpes(2) i (X)

*Mo * or o) or IQT(f,00
T(fvoo)(MvF):JX(f d(MvF)) =f (MvF)®f*Ds (DX—>57F d®DX (DXvF d)#>
f*(MvF) ®f*Ds (Dg(oﬁstord) = f*(MvF) @ f*Ds f*Dg'O ®f*D§° (Dg(oﬁstOTd) = f*mOdJS(MvF)
where we recall that Js(M,F) = (M, F) ®p, (D, F°r).

We now look at some properies of the dual functor for D modules : For complex of D module with
coherent cohomology we have the following;:

Proposition 56. (i) Let S € SmVar(C). For M € Cp (S), the canonical map d(M) : M — D%LpM
is an equivalence Zariski local.
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(ii) Let S € AnSm(C). For M € Cp(S), the canonical map d(M) : M — D%Lp(M) is an equivalence
usu local.

iti) Let S € AnSm(C). For (M,F) € Cp=(S), the canonical map d(M) : M — D%Lpe (M) is an
equivalence usu local.

Proof. Standard :follows from the definition of coherent sheaves. See [16] for exemple. O

Let S1,S2 € SmVar(C) or S1,S2 € AnSm(C) and p : S12 := S7 X Sy — S1 the projection. In this case
we have a canonical embedding Dg, < p.Ds,,. This gives, for (M, F) € Cpsu(S1 x S2), the following
transformation map in Cp ;1 (S1)

T*(va)(Mv F) ZP*ng (Mv F) = p*HomD512 ((Mv F)vDSu) ®0512 D(S)lgw(KSu)[dSu]

T, (p,hom)(—,—)
— HomP*Dsm (p* (Mv F)vp*DSm) ®P*Oslz D;DO*Slzw(p*KSm)[dsm]

= HomDsl (p*(Mv F)v DSI) ®Osl Dglw(Ksl)[dsl] = Dgp*(Mv F)
We have the canonical map
p(D) :p*mostl = p*DSI ®P*Osl Osy, = Dgypy v® f = [y

induced by the embedding p*Dg, < Dg,,. This gives, for (M, F) € Cpsu(S1), the following transforma-
tion map in Cpyy(S1 X S2)

T(p, D)(Mv F) : p*mod]])g(l (Mv F) = p*HOWLDSl ((Ma F)a DSI) ®;D*Osl p*mOdDglw(Ksl)[dsl]

T (p,hom)(—,—)®I * * *1M.0
P—> HomP*Dsl (p (M7 F)vp DSI) ®;D*Osl p dDgleS1)[dS1]

(¢’—>¢®IOS )1 *MO *1M.0 *mo
7 HomDslz (p d(Ma F)ap dDSl) ®P*051 p dDglw(KSI)[dsl]

I®K71(S /S12) *1M.0 *1M.0
o HomDslz (p d(Ma F),p dDSl) ®p*osl D(S)lgw(Ksm)[dSm]

q(p*Os,/0s4,) *mo *Mo
- =5 HomD512 (p d(M7 F)vp dDSl) ®0512 D(S)lgw(KSu)[dSu]
Hom(p*™°4(M,F),p(D *mo *1M0
DD, Yomp,,, (9™ (M, F), Ds,,) ®0s,, DS, w(Ks,, lds,,] = DE, (p"**(M, F))

whre K ~1(S5;/S12) is given by the wedge product with a generator of A9s2 Ts,,/s, = KS;I.
In the case 51,52 € AnSm(C), we also have the embedding p* D — D . This gives in the same
way, for (M, F) € Cpsi(S1 x S2), the following transformation map in Cpr;(51)

T.(p, D>)(M, F) : p.DZ," (M, F) — DF " p. (M, F),
The map
p(Doo) : p*mOstl = p*ng? ®P*Osl 0512 — D?S?zv ¥ f = f'FY

induced by the embedding p*Dg’ — D, gives in the same way, for (M, F) € Cpes;(S1), the trans-
formation map in Cpee 741(S1 X S2)

T(p,D*)(M, F) : p™DF* (M, F) := p*™*(D3, (M, F) @05, DG, w(Ks,)ds,]) =
'Hongou (p*mOd(Mv F)? Dg’olg) ®0512 ]D)g12w(KS12 [dsl2] = ]D)gol;K(p*mOd(Mv F))v

given in the same way then T'(p, D)(M, F).

Proposition 57. (i) Let g : T — S a morphism with T, S € SmVar(C). We have, for M € Dp(S)
canonical maps
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_ T’(g,D)(M) . LDSLg*modM N Lg*modLDSM
— T(9,D)(M) : Lg*™°?LDgM — LDgLg* ™M

Moreover, in the case where g is non caracteristic with respect to M (e.g if g is smooth), these maps
are isomorphism.

(ii) Let S1,S2 € SmVar(C), p : S; xSy — Sy the projection. For M € Dp(S1), we have T(p, D)(Lp(M)) =
T'(p, D)(M) in Dpsu(S1 x S2) (c.f.(i)).

Proof. (i):See [16] for the first map. The second one follows from the first by proposition 56(i) and (iii).
(ii):See the proof of (i) in [16] O

We have the followings :

Proposition 58. Let f1 : X — Y and fo : Y — S two morphism with X,Y,S € SmVar(C). Let
M € Cp i (S). Then, we have L(fy o f1)* ™M = Lfimo4(Lf5™°4M) in Dp p(X).

Proof. Follows from proposition 50 (i), proposition 51 and proposition 56. O
Proposition 59. Let f1 : X =Y and f2: Y — S two morphism with X,Y, S € AnSm(C).
(i) Let (M) € Cp (S). Then, we have L(fz o f1)*™°4 (M) = Lffod(Lf5m°4(M)) in Dp p(X).
(ii) Let M € Cpe ,(S). Then, we have L(fa o f1)*"°?M = Lf{™°d(Lf5m° M) in Dpeo ;(X).
Proof. Follows from proposition 53 (i), proposition 54 and proposition 56. O
In the analytic case, we have the following transformation map which we will use in subection 5.3:

Definition 62. Let S € AnSm(C). We have for (M, F) € Cpysu(S) the canonical transformation map
m CDoofil(S) N

T(D,o0) (M, F) :
evpg (hom,®)(—,—,—)TI

Js(D§ (M, F)) :== Homp, (M, F),Ds) ®ps (DT, F) @0 DJw(Ks)[ds]
I(D3’/Ds)((M,F),D3)®I

Hompg (Lp(M,F),DF) @0, D§w(Ks)[ds]
Hompz (M, F) @pg (DT, F?), DF) @0, DYw(Ks)|ds] = DF X Js(M, F).

which is an isomorphism.

4.2.2 The (relative) De Rahm of a (filtered) complex of a D-module and the filtered De
Rham direct image

Recall that for f: X — S a morphism with X, S € Var(C) or with X, S € AnSp(C),
DR(X/S) i= Q%5 € Cr-04(X)

denotes (see section 2) the relative De Rham complex of the morphism of ringed spaces f : (X,0x) —

(S, 05), with QZ))(/S = /\pQX/S S PShOX (X) and QX/S = coker(f*QS — Qx) S PShOX (X) Recall

that Q% ¢ € Cy-05 (S) is a complex of f*Og modules, but is NOT a complex of Ox module since the

differential is a derivation hence NOT Ox linear. Recall that (see section 4.1), for (M, F') € Cpo)fu(X),
we have the relative (filtered) De rham complex of (M, F')

DR(X/S)(M, F) :== (s, 1) ®ox (M, F) € Cpro5pa(X),
and that if ¢ : (M1, F) — (M2, F) a morphism with (M, F'), (M2, F) € Cpox)fa(X),

(I ®¢): DR(X/S)(My, F) := (2,5, F) ®0x (M1, F) = DR(X/S)(M2, F) := (@5, F) ®0x (Ma, F)
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is by definition a morphism of complexes, that is a morphism in Cy«o4 i1 (X). For (N, F) € Cp(ox)erfi(X),
we have the relative (filtered) Spencer complex of (N, F)

SP(X/S)(N,F) = (T%/s, Fb) ®ox (N, F) € Cy-0sru(X),
and that if ¢ : (N1, F') = (N2, F') a morphism with (N1, F), (N2, F) € Cpoxyer fit(X),
(I®@): SP(X/S) (N1, F) = (T%,s, F) ®ox (N1, F) = SP(X/S)(Na, F) := (T%/s, F) ®0 (N2, F)
is by definition a morphism of complexes, that is a morphism in C-og i (X).
Proposition 60. Let f: X — S a smooth morphism with X, S € Var(C) or with X, S € AnSp(C), denote
d = dx —ds. The inner product gives, for (M, F') € Cpoy)fi(X), an isomorphism in Cy-ogra(X) and
termwise Ox linear
T(DR,SP)(M, F) : Ty;s ®ox (M, F) @0y Kx;s = Q%% ®ox (M, F),0@m & k= 1(d)r @m
Proof. Standard. O

For a commutative diagram in Var(C) or in AnSp(C) :

D= x—1.5

A

X/j_>T

we have (see section 2) the relative differential map of ¢’ given by the pullback of differential forms:
Q(X'/X)/(T/S) : gl*QX/S — QX’/Tv given by for X,O C X/, X°D g/(X/O)(i.e.glil(Xo) > X,O),
w e F(XO, (94 ) — Q(X'/X)/(T/S) (XIO)((U) = [g/*w] S F(X/O, (94 )

X/S X'/T

Moreover, by definition-proposition 16 (section 4.1), for (M, F') € Cpoy)fi(X) the map
Q(X’/X)/(T/S)(M7 F) : gl*(QS(/S ®OX (M, F)) — Q..X’/T ®OX’ g *mOd(M, F)

given in degree (p, i) by, for X'°c X’ an open subset and X C X an open subset such that g/_l(XO) D

X' (ie. X2 g'(X'°), w € T(X°, 0 o) and m € T(X°, M),

Qxryxy)rys) (M, F)(w@m) = Jwe (me1)

is a map of complexes, that is a map in Cy-og i (X'). This give, for (M, F') € Cpoy)fi(X), the following
transformation map in Coy i1 (T)

TO(D)(M, F) : g™ Lo(f.E(Q% s ®ox (M, F))) —2L0,

T(g',BE)(—)oT(D)(E(Q%,s®0x M))

(9" [+ E(Q% /s ®ox (M, F))) ®g-05 Or

e moE(Q (M)
(fLE(g™ ()5 ®ox (M, F)))) ®g-05 Or e

f:oCE(QA.X’/T ®OX/ g,*mOd(Ma F))7

with m/(m) = m® 1. Under the canonical isomorphism Q%5 = 0% /s ®ox Ox given by w = w®1, we
have (see remark 7)

T (D)(Ox) =T (D) : g™ Lo(f.E(Q%5)) = FLE(Q% 7).
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Let f: X — S a morphism with X,S € Var(C). Again by definition-proposition 16 (section 4.1), for
(M, F) € Cpox)ri(X) the map

Q(xanx)/(sam ) (M, F) 1 anx (2% s ®ox (M, F)) = Qxan jgan ®0xan M

given in degree (p,) by, for X° C X and X° D X°° an open subsets of X for the usual, resp. Zariski
topology, w € I'(X°, QZ;(/S) and m € ['(X°, M?),
Q(Xan/X)/(San/S)(M, F)(w ® m = w ® (m ® 1)

is a map of complexes, that is a map in Cy-ogan pa(X®™). This gives, for (M, F) € Cpoy)ra(X), we
have the following transformation map in Cogan ri1(S*")

T (an, £) (M, F) : (fE(Q% s ®0x (M, F)))™ = an§(f. B(Q%/s ®0x (M, F))) ®ang 05 Osen
T(an(X),E)(=)oT(an, ) (E(/s®0x M)

(f+E(an’ (2% /s @ox (M, F)))) @ang 05 Ogen

mOE(Q(Xan/X)/(San/S)(M,F))

[ E(Q% /s ®ogr (M, F))

with m(n ® s) = s.n.Under the canonical isomorphism Q%/s = Q% /s ®ox Ox given by w = w® 1, we
have (see remark 7)

T (an, f)(Ox) = T (an, f) : (FE(Q%/)™" = frB(Qxan o)

Let f : X — S a morphism with X,S € Var(C) or with X,S € AnSp(C). In the case where X is
smooth, for (M, F) = (M*,F) € Cpyy(X), the differential of the relative De Rham complex of (M, F)

DR(X/S)(MvF) = (Q..X/SvF) ®ox (MvF) = TOt((QS(/SvF) ®ox (M.vF)) € Cf*Osfil(X)
are given by

o dypi1: Q’;(/S ®oy M? — Q’;;ls ®oy M, with for X° C X an open affine subset with (z1,...,,)

local coordinate (since X is smooth, Tx is locally free), m € I'(X°, M*) and w € T'(X?, Q?(/s)v
dp p+1(w @ m) 1= (dw) @ m + Z(dzl Aw) ® (0;)m
i=1

o diit: Q?(/S ®oy M? — Q?(/S ®oy ML with for X° C X an open subset, m € T'(X°, M*) and
w e F(XO,QZ;(/S), di7i+1(w ®m) = (o.) & dm)

For Dx only, the differential of its De Rahm complex (0% 15 F ) ®oy Dx are right linear, so that
(Q%/s: Fy) @ox (Dx, F'?) € Cpon, 0 it (X)

In the particular case of a projection p : Y x S — S with ¥, S € SmVar(C) or with ¥, S € AnSm(C)
we have :

Proposition 61. Let Y, S € SmVar(C) or Y, S € AnSm(C). Let p: Y x S — S the projection. For
(M, F) (S Opfil(y X S),

DR(Y x S/S)(M, F) := (5« s/5, Fb) ®0y s (M, F) € Cprogpu(Y x S)
is a naturally a complex of filtered p* Ds modules, that is

DR(Y x S/S)(M,F) = (% /5. F) ®0ys (M, F) € Cpeppa(Y x S),
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where the p*Dg module structure on Qi)/xs/s ®0y s M™ is given by for (Y x8)° CY xS an open subset,
(yeT((Y x 9)°, Tyxs),&®@m e T((Y x S)O,ngs/s ®0y s M™)) = v.(0@m) := (& (y.m).
Moreover, if ¢ : (M1, F) — (M2, F) a morphism with (M, F), (M2, F) € Cpra(Y x 5),
DR(Y x §/8)(¢) :== (I ®¢) : (A 1 5/5, Fb) @0y s (M1, F) = (Y, 5/5, Fb) @0y s (M2, F)
is @ morphism in Cp=pryu(Y x 5).
Proof. Standard. O
In the analytic case, we also have
Proposition 62. Let Y, S € AnSm(C). Letp:Y xS — S the projection. For (M,F) € Cpery(Y x S),
DR(Y x §/S)(M, F) == (0, /5, I) ®0y x5 (M, F) € Cprogpu(Y x 5)
is naturally a complex of filtered p* D modules, that is
DR(Y x 8/S)(M, F) i= (@ 5/ Fi) @0y o (M, F) € Cyopoe (¥ x 5),

P

where the p* DY module structure on ) ®o M™ is given by for (Y xS)° CY xS an open subset
p s Y x5/8 Oy xs g Y D ,

(v eT((Y x8)°,Tyxs),w®@meT'((Y x S)O,Qf,xs/s ®0y s M™)) = y.(O@m) = (@& (y.m).
Moreover, if ¢ : (M1, F) — (M2, F) a morphism with (M, F), (M2, F) € Cpee (Y x 5),
DR(Y x 5/S)(¢) = (I ® ) : (Q;/XS/S7FZ7) @Oy v s (M1, F) = (Q;/XS/S7FZ7) ®Oy v s (M, F)
is a morphism in Cpepoo (Y x 5).
Proof. Standard : follows from the finite order case (proposition 61). O

We state on the one hand the commutativity of the tensor product with respect to Dg and with
respect to Og, for S € SmVar(C) or S € AnSm(C) in the filtered case, and on the other hand the
commutativity between the tensor product with respect to Dg by Dg and the De Rahm complex :

Proposition 63. (i) Let f : X — S a morphism with X,S € SmVar(C) or with X, S € AnSm(C).
For (M',F) € Cporfit,f+p(X) and (M, F),(N,F) € Cpsu(X). we have canonical isomorphisms of
filtered f*Dg modules, i.e. isomorphisms in Cyp(X),

(MlvF) ®ox (NvF) ®Dx (MvF) = (MlvF) ®Dx ((MvF) ®ox (NvF))
= ((MlvF) ®ox (MvF)) ®Dx (NvF)
(i)) Let f : X — S a morphism with X,S € Var(C) or with X,S € AnSp(C). For (M,F) €
Cpox)si(X), we have a canonical isomorphisms of filtered f*Os modules, i.e. isomorphisms
m Cf*Osfil(X);
(Q,.X/San) ®0x (Mv F) = ((QB(/San) ®0x (D(OX)an)) ®D(Ox) (Mv F)

(iti) Let p :' Y x S — S a projection with Y, S € SmVar(C) or with X, S € AnSm(C). For (M,F) €
Cpra(Y x S), the isomorphisms of filtered p*Og modules of (i)

(Q;’XS/S7Fb) ®0y xs (M, F)=(( ;’><S/S7Fb) @0y v s (Dy xs, Fb) @Dy s (M, F)

are isomorphisms of filtered p* Ds modules, that is isomorphism in Cppra(Y x S).
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Proof. (i) and (ii) are particular case of proposition 43.
(iii): follows immediately by definition of the p* Dg module structure. O

We now look at the functorialities of the relative De Rham complex of a smooth morphisms of smooth
complex algebraic varieties :

Proposition 64. Consider a commutative diagram in SmVar(C) or in AnSm(C) :

D= Y xS "8
g”—(g('{xg)T QT
V') T LT
with p and p’ the projections. For (M, F') € Cppu(Y x S) the map in Cyrepoopu(Y' x T)
Qyrxryyxs)/@ys) (M, F) : g™ (8« 575, Fy) @0y s (M, F)) = (51 /7 Fo) @0y, 0 g UM, F)

given in definition-proposition 16 is a map in Cyr.,ppy(Y' x T). Hence, for (M, F) € Cppa(Y x S),
the map in Co,pu(T) (with Lp instead of Lo)

TS(D)(M) : g*mOdLD(p*E((Q;/XS/S’ Fb) ®OY><S (Mv F))) — p;E((Q;/’XT/Ta Fb) ®Oy/><T g *mOd(Ma F))a
is a map i Cpsy(T).
Proof. Follows imediately by definition. O

In the analytic case, we also have

Proposition 65. Consider a commutative diagram in AnSm(C) :

D= yxS-2 -9

g"—(gé'xg)T QT

Y'xT 2 T

with p and p’ the projections. For (M, F') € Cpwu(Y x S) the map in Cyr.pupypaq(Y' % T)

Qv xryyxs)/@/s) (M, F) : g™ (8 5750 Fb) @0y s (M, F)) = (51 1/ Fb) @0y, 0 g "M, F)

is a map in Cyr.popoe py(Y' X T). Hence, for (M, F) € Cpepu(Y x S), the map in Corpu(T) (with Lp
instead of Lo)

TO(D)(M) : g*mOdLD(p*E((Q;/XS/Sa Fy) @0y s (M, F))) = PDLE(Q51 1)1 Fb) @0y, 1 9 *mod(\f F)),
is a map in Cpes iy (T).
Proof. Follows immediately by definition. O

Similarly, we have

Proposition 66. Letp:Y xS — S a projection with Y, S € SmVar(C). For (M,F) € Cpru(Y x S) the
map in Cpx0gan (Y x 597)

Q(Ya"><Sa"/Y><AS‘)/(AS‘“”/AS‘)(A]\/lv F): an(YXS)*((Q;/XS/S’Fb)®OY><s(M7 F)) — (Q;/G"XSG"/S‘IMFb)®0§/"xs(ManaF)
is a map in Cpo 15 (Y x S). For (M, F) € Cpra(Y x S), the map in Cogan s (S*™)
Tu?(anvh)(Mv ) (pE(( ;’><S/S7Fb) @0y v s (M, F)))* %p*E((Q;’xS/Sva) ®ogn o (M, F)*™)

is a map i Cpry(S*™).
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Proof. Similar to the proof of proposition 64. o
Proposition 67. Letp:Y x S — S a projection with Y, S € SmVar(C) or with Y, S € AnSm(C).

(i) If ¢ : (M, F) — (N, F) is an r-filtered Zariski, resp. usu, local equivalence with (M, F),(Mas, F) €
CDfiI(Y X S), then

DR(Y x 5/S)(¢) : ( ;’><S/S7Fb) @0y «s (M, F) — Q;/XS/S @0y x5 (N, F)
is an r-filtered equivalence Zariski, resp. usu, local in Cp=ppu(Y x S).

(i1) Consider a commutative diagram in SmVar(C) or in AnSm(C)

D=YxS2t -9,

i

v—t o35

with p the projection. For (N, F) € Cp=priu(V), the map in Cpog(Y x S) (see definition 54)
ko T (L @)E(N, F) : (U575, F) ®0y 5 L E(N, F) = L((205, Fy) ®0, E(N,F))
= LE(QV/s, Fb) ®oy E(N, F))
is a filtered equivalence Zariski, resp. usu, local in Cpp (Y x S).

Proof. (i):Follows from proposition 61that it is a morphism of p*Dg module. The fact that it is an
equivalence Zariski, resp usu, local is a particular case of proposition 44(i).

(ii):Follows from proposition 61 and the first part of proposition 64 that it is a morphism of 2* Dg module.
The fact that it is an equivalence Zariski, resp usu, local is a particular case of proposition 44(ii). O

In the analytical case, we also have
Proposition 68. Letp:Y x S — S a projection with Y, S € SmVar(C) or with Y, S € AnSm(C).

(i) If ¢ : (M, F) — (N, F) is an r-filtered usu local equivalence with (M, F), (M2, F) € Cpee s (Y % S),
then
DR(Y x 5/S)(¢) : ( ;’><S/S7Fb) ®0y «s (M, F) — Q;/XS/S @0y x5 (N, F)

is an r-filtered equivalence usu local in Cp«poo (Y X S).

(i1) Consider a commutative diagram in AnSm(C)

D=YxS2 -9,

1.1

with p the projection. For (N, F) € Cpee j+pee i (V), the map in Cp-04(Y x S) (see definition 54)

ko T (L @)(B(N, F)) : (550 Fb) @0y s LE(N, F) = L((Q5, Fy) ®oy E(N,F))
= LE((Qy)s, Fy) ®oy E(N, F))

is a filtered equivalence usu local in Cpepos p (Y % S).
Proof. Follows from the finite order case : proposition 67. o
Dually of the De Rahm complex of a Dg module M, we have the Spencer complex of M. In the

particular case of Dg, we have the following:
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Proposition 69. Let S € SmVar(C) or S € AnSm(C).

o We have the filtered resolutions of Kg by the following complex of locally free right Ds modules:
w(S) : w(KS) = (Qé, Fb)[dS]®Os (DS, Fb) — (Ks, Fb) and w(S) : w(Ks, Ford) = (Qé, Fb)[dS]®Os
(Ds,FOTd) N (Ks,FOTd)

e Dually, we have the filtered resolution of Og by the following complex of locally free (left) Dg
modules: w¥(9) : w(Og) := (A*Ts, Fy)[ds] ®os (Ds, Fy) — (Os, Fy) and wV(S) : w(Og, Ford) :=
(/\'Ts,Fb)[ds] ®og (Ds,FOTd) — (Os,FOTd).

Let S1,55 € SmVar(C) or S1,S2 € AnSm(C). Consider the projection p =py : S1 X So — 5.

o We have the filtered resolution of Dg,xs,—s, by the following complexes of (left) (p*Ds, and right
Dg, xs,) modules :

W(Sl X 52/51) : ( 51><52/51[d52]7Fb) ®051><52 (Dslx,S’g,FOTd) — (DSlxsgesluFord).

e Dually, we have the filtered resolution of Dg, x s,—s, by the following complezes of (left) (p* Ds,, Ds, x s5)
modules :

w"(S1 % 82/81) : (N*Ts,x5,/5[ds2]s Fy) ®0s, s, (Dsixszs F'4) = (Dsy x5, F),

Proof. See [16]. O
In the analytical case, we also have
Proposition 70. Let S € AnSm(C).

e We have the filtered resolutions of Kg by the following complex of locally free right Ds modules:
w(S) : w(Ks) = (g, Fy)[ds] ®os (DF, F™) — (Ks, Fy).

e Dually, we have the filtered resolution of Og by the following complex of locally free (left) Dg
modules: w¥(S) : w(Og) := (A*Ts, Fy)[ds] ®os (D, F"Y) — (Og, Fy).

Let S1,S2 € AnSm(C). Consider the projection p = py : S1 X S2 — S1.

e We have the filtered resolution of DS, 5. g, by the following complexes of (left) (p* DS, and right
Dg . 5,) modules :

W(Sl X 52/51) : (lexSQ/Sl [dsz]va) ®051XSQ (Dg'?xSyFord) - (D?golxs2esl,Ford)-

o Dually, we have the filtered resolution of DF . s, s, by the following complexes of (left) (p* DT, DT, s,)
modules :

wv(Sl X 52/51) : (/\.TS1><S2/51 [dSQ]7Fb) ®051XSQ (D?SoleyFord) - (Dg'?ng%SlvFord)v

Proof. Similar to the finite order case : the first map on the right is a surjection and the kernel are
obtained by tensoring D with the kernel of the kozcul resolution of Kg (note that D is a locally free
hence flat Og module). O

Motivated by these resolutions, we make the following definition

Definition 63. (i) Let i : Z — S be a closed embedding, with Z,S € SmVar(C) or with Z,S €
AnSm(C). Then, for (M, F) € Cpsu(Z), we set

bwmod(M, F) :=14% (M, F) :=i.,(M,F) ®p, (Dzcs, F°"%) € Cpu(S)

*mod
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(ii) Let S1,S2 € SmVar(C) or S1,S52 € AnSm(C) and p : S; x So — Sy be the projection. Then, for
(M, F) € Cpriu(S1 x S2), we set

= Plmod(M, F) = p(DR(S1 x S2/S1)(M,F)) := pu((Q%, xs,/5,7 Fb) @0s, s, (M, F))lds,] €

Cpyi(Sh),

— Demod(M, F) = p. E(DR(Sy x S3/81)(M, F)) i= p.B(0, g, 5. Fs) @0, s, (M, F))[ds,] €

Cpriu(Sh).

(iii) Let f : X — S be a morphism, with X, S € SmVar(C) or X,S € AnSm(C). Consider the factoriza-
tion f: X 5 X xS 2% S, where i is the graph embedding and ps : X x S — S is the projection.
Then, for (M, F) € Cpru(X) we set

- f‘rﬁ]j(Ma F) = pS*modi*mod(Ma F) S CDfil(S)7
- fDR(M, F) = fEDR(M F) := psumodismod(M, F) € Dpfit.00(S).

By proposition 71 below, we have ffFDRM = ffM € Dp(X).

(iii) Let f : X — S be a morphism, with X, S € SmVar(C) or X,S € AnSm(C). Consider the factoriza-

tion f: X 5 X x S 25 S, where i is the graph embedding and ps : X x S — S is the projection.
Then, for (M, F) € Cpsu(X) we set

- !Z’L?)f(Ma F) = DgLfongId%DgLD(Ma F) = DgLDpS*modi*modD§XSLD(M7 F) S CDfil(S)7
— [P (M,F) = fEDR(M, F) := DE Lpps.modismoiDX s L (M, F) € Dp it 00(S)-
In the analytical case we also consider :

Definition 64. (i) Leti: Z < S be a closed embedding with Z,S € AnSm(C). Then, for (M, F) €
Cperu(Z), we set

ismod(M, F) :=i2,,,q(M, F) := i, (M, F) ®pg (DF_g, F™) € Cpysu(S)

(i1) Let Si,S2 € AnSm(C) and p : S1 x So — S1 be the projection. For (M, F) € Cpe y1(S1 X Sa), we
consider

- pgmod(M7 F) = p*(DR(Sl X 52/51)(M7 F)) = p*((Q;1><S2/Sl’Fb) ®051XSQ (M7 F))[dsz] €
Cpe i1 (S1),
 emod(M, F) = puE(DR(S: % $2/81) (M, F) = pe (2%, 5. 5.1 F3) B0y e, (M, F)lds,] €
Cpoe £41(S1).
(i11) Let S1,S2 € AnSm(C) and p : S1 x Sa — Si be the projection. For (M,F) € Cpsi(S1 x S2) or
(M, F) S Cpoofil(Sl x Sa), we set
= Ponoa(M, F) = pi(DR(S1 x S2/S1)(M, F)) := pi((Q%, x5,/5,: Fb) ©0s, s, (M, F))lds,] €
Cpyi(S1),
- p!mod(Ma F) = p!E(DR(Sl X SQ/Sl)(Mv F)) = p!E((Q§1XS2/Sl’Fb) ®Oslxs2 (Mv F))[d52] €
Cpriu(Sh).

(iv) Let f : X — S be a morphism, with X,S € AnSm(C). Consider the factorization f : X AN

X x S 25 S, where i is the graph embedding and ps : X x S — S is the projection. Then, for
(M,F) € Cpefit(X) we set

_ f‘rgﬁ(M, F) = pS*modi*mod(Ma F) S Cpoofil(S),
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- FDR(Mu F) = FDR(Mu F) = pS*modi*mod(Ma F) € DDOOfil,oo(S)7

f *mod
— fEDR(M, F) = psimodismod(M, F) € Cpe f51(S),
- fl!wDR(M, F) = [EDI (M, F) = psinodismod(M, F) € Dpee it 00(S).
By proposition 72 below, we have ffITDRM = ff! M € Dps(X) and ijDRM = ff M € Dpw(X).

(v) Let f : X — S be a morphism, with X,S € AnSm(C). Consider the factorization f : X SN

X x S 25 S, where i is the graph embedding and ps : X x S — S is the projection. Then, for
(M, F) € Cppu(X) we set

— [EPE(M, F) == psimodismod(M, F) € Cpru(S),

Imod
FDR .
—Jp (Ma F) = !I:ggi(Mv F) = pS!mod'L*mod(M; F) S DDfil,oo(S)-

By proposition 72 below, we have fff;DRM = ff! M € Dp(X).

Proposition 71. (i) Let i : Z — S a closed embedding with S,Z € SmVar(C) or with S,Z €
AnSm(C). Then for (M, F) € Cpru(Z), we have

/ (M,F) = Ri,(M,F)®%_ (Dzes,F) =i.(M,F) ®p, (Dzes, F")) = itwmoa(M, F).

3

(i1) Let S1,S2 € SmVar(C) or S1,S2 € AnSm(C) and p : S12 := 51 X S — Sy be the projection. Then,
for (M, F) € Cpyi(S1 x Sa2) we have

JOLE): = Rp(OLE)sh,, . (Dsxsics FT)
p

= p*E((Q?S’l XSQ/Slva) ®Oslxs2 (DS1><527FOTd) ®Dsl><sz (Ma F))[d52]
= p*E((Q:‘Sl sz/Slva) ®0s, x5, (M, F))[ds,] =: Psmod(M, F).

where the second equality follows from Griffitz transversality (the canonical isomorphism map respect
by definition the filtration).

(i) Let f : X — S be a morphism with X, S € SmVar(C) or with X,S € AnSm(C). Then for
M € Cp(X), we have ffFDRM: ffM.

Proof. (i):Follows from the fact that Dz, s is a locally free Dz module and that 4, is an exact functor.
(ii): Since Q% /g, [ds,], Fb) ®0s,, Ds,, is a complex of locally free Dg, x5, modules, we have in D ;;(S1 x
S3), using proposition 69,

(D51><52%S15F0Td) ®Il§slxs2 (Mv F) = (9512/51 [d52]7Fb) ®0512 (D5123F0Td) ®Dsl2 (Mv F)

(iii): Follows from (i) and (ii) by proposition 50 (ii) in the algebraic case and by proposition 53(ii) in the
analytic case since a closed embedding is proper.
o

In the analytical case, we also have :

Proposition 72. (i) Leti : Z < S a closed embedding with S,Z € AnSm(C). Then for (M,F) €
Cpsi(Z), we have [,(M,F) = imoa(M, F).
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(ii) Let S1,S2 € AnSm(C) and p : S12 := S1 X So — Sy be the projection. Then, for (M,F) €
Cpee £51(S1 x S2) we have

Jorr)ys = Bp(OnLF) ohy | (DFuscs, FT)
p

= p*E((Qél XSQ/Slva) ®Oslxs2 (D51><527F0Td) ®Dsl><sz (Ma F)[d52])
= p*E((Q§1X52/Sl7Fb) ®Oslx52 (Mv F)[dSQ]) = p*mod(Mv F)

(i)’ Let S1,S52 € AnSm(C) and p : Si2 := S1 x So — Sy be the projection. Then, for (M,F) €
Cpri(S1 x S2) or (M, F) € Cpsiy(S1 x S2), we have

[OLE): = Ra(MF)ob,, ., (Dsxsics, F7)
p!

= p'E((QSIXS2/Sl7Fb) ®Osl><52 (DS1><527FOTd) ®D51><5‘2 (M F)[dSQ])
= p!E((Qsl><52/Sl7Fb) ®051><S2 (Mv F)[dsz]) = p!mod(Ma F)

(iii) Let f: X — S be a morphism with X, S € AnSm(C). For M € Cp=(X), we have fFDR

andfFDRszf!M. For M € Cp(X), we have f;DRM:fﬂM

M_ffM

Proof. (i):Follows from the fact that DY, g is a locally free D module and that i, is an exact functor.
(ii): Similar to the proof of proposition 71(ii):follows from proposition 70.

(ii)’: Similar to the proof of proposition 71(ii):follows from proposition 70.

(iii):The first assertion follows from (i), (ii) and (ii)’ by proposition 53. The second one follows from
proposition 71(i) and (ii)’ and by proposition 53.

O

Proposition 73. Let f1 : X =Y and fo:Y — S two morphism with X,Y,S € SmVar(C).

(i) Let (M, F) € Cpiyga(X). Then [; (M, F) = [ 7% ["PR(M, F) € Dpa) it (S).

(ii) Let (M, F) € Cpgaypan(X). Then [0 (M, F) = [ '7 [ P7(M, F) € Dppi.o(S)-
Proof. See [21]. O
Proposition 74. Let f1 : X =Y and f2 : Y — S two morphism with X,Y, S € AnSm(C).

(i) Let (M, F) € Cpwaya(X). Then [[05 (M, F) = [; 7 [7PF (M

(ii) Let (M, F) € Cpw oy n(X). Then [; " (M, F) = [; 7 [ DR(M, F).
Proof. Similar to proposition 73. O

Definition 65. (i) Let f : X — S be a morphism, with X,S € SmVar(C) or X,S € AnSm(C).

Consider the graph factorization f : X Lxxsh S, with [ the graph embedding and p the
projection. We have the transformation map given by, for (M, F) € Cpsi(X),

T(/fFDR,/f)(M,F):/fFDR(M,F) ZZ/I)/l(MaF) T(S, 0 JyoSpor) (MF) /f(M=F)
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(i1) Let j : S° — S an open embedding with S € Var(C). Consider the graph factorization j : S° 4
S° x S5 S, with | the graph embedding and p the projection. We have, for (M, F) € Cp;i(S°),
the canonical map in Cpra(S),

. . . ° kow(S°xS/S)
T(jf"?()};,]*)(M, F): ]Er?oI;(Mv F) = p*E((QSOXS/57 F) ®0s0xs Limod(M, 7)) ’
or T l)® T .
PeE((Dgoxse s, F™) @po, s l(Dsorsoxs Opgo B(M, F)) ZE2E5, 5 B, F)

We have, for (M,F) € Cpsiy(S), the canonical map in Cpsi(S),

ad(p™™°%,p.)(M,F)

ad(j*, jimod) (M, F) : (M, F) PE(Qo 575 o) @050, P (M, F))

4.2.3 The support section functors for D modules and the graph inverse image

Let S € SmVar(C) or S € AnSm(C). Let i : Z — S a closed embedding and denote j : S\Z — S
the complementary open embedding. More generally, let A : Y — S a morphism with Y, S € Var(C) or
Y,S € AnSp(C), S smooth, and let ¢ : X < Y a closed embedding and denote by j : Y\X — Y the
open complementary. We then get from section 2 the following functors :

o We get the functor

Lz : Cpeyra(S) = CpeyralS),
(M,F)—Tz(M,F) := Cone(ad(j*, j«) (M, F)) : (M, F) — j.j"(M, F))[-1],

together we the canonical map vz (M, F) :Tz(M,F) — (M, F), and more generally the functor

Lx : Chpeyra(Y) = Crepeyru(Y),
(M, F) = I'x (M, F) := Cone(ad(j*, j.) (M, F)) : (M, F) — j.j* (M, F))[-1],

together we the canonical map yx (M, F) : Tx(M,F) — (M, F).
e We get the functor

Iy : Cpayra(S) = CpayrulS),
(M, F) s T% (M, F) := Cone(ad(j1, *)((M, F)) : 1j*(M,F) — (M, F)),

together we the canonical map vy (M, F) : (M, F) — T'},(M, F), and more generally the functor

TX : Chep(yrit(Y) = Chep(ayra(Y),
(M,F) — FB/((M,F) := Cone(ad(jy, j*) (M, F)) : 515* (M, F) — (M, F)),

together we the canonical map vy, (M, F) : (M, F) — '\ (M, F).
e We get the functor
Ty": Cpaya(S) = CpeyalS), (M, F) - Ty (M, F) := D§ Lpl'z E(DE (M, F)),
together with the factorization

vz (Lp(M,F)) koDX I(j1,5*)(=)od(-)

75" (Lp(M,F)) : Lp(M, F) I7Lp(M,F) ry"Lp(M,F),

and more generally the functor

T" : Chop@pa(Y) = Crepya(Y), (M, F) = D"(M, F) =Dy 7K Ly pTx EDY 7K (M, F)),
together with the factorization

Y (Lypxp(M,F))

VX" (Lhep (M, F)) : Ly p(M, F) 220202000

koD" " DK I(jy,5*)(—)od(~)

% Lypp(M,F)

UYLy p (M, F).
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e We get the functor
F\Z/’O : Cpayri(S) = Cp2yra(9),
(M,F) — I‘é’o(M, F):=Cone(bz((M,F)) :Zz(M,F)— (M, F)),
together we the factorization

(M,F)

z bs)z (M, F
’YZ’O(M, F):(M,F) REASCILEN s/z(M,F)

T'% (M, F) r'9(M, F).

Since M — M /TzM is a right exact functor, M F}’OM send Zariski, resp. usu, local equivalence
between projective complexes of presheaves to Zariski, resp. usu local equivalence, and thus induces
in the derived category

LF}’O : Dptit,00(S) = Dpyit,e0(S),
(M, F) s T Lp(M, F) := Cone(bz(Lp(M, F)) : TzLp(M, F) = Lp(M, F)).

e We get the functor
% : Coea)fiu(S) = CpayalS),
(M, F) = TY(M, F) i= Cone(by (M, F)) : (M, F) = (M, F) @0, DX (T Ds)),
together we the factorization

Vs z(M,F) (M, F)

VS (M,F): (M, F)I'g Lz(M,F) 2= (M, F).
e We have, for (M, F) € Cpysu(S), a canonical isomorphism
I(D,~°) (M, F) : DET (M, F) = TDE (M, F)
which gives the transformation map in Cp i (S)

T(D,7°)(M, F) : Ty°DE (M, F) — DETY (M, F)

Let S € AnSm(C). Let i : Z — S a closed embedding and denote j : S\Z < S the complementary
open embedding. More generally, let A : Y — S a morphism with Y,.S € AnSp(C), S smooth, and let
i: X — Y a closed embedding and denote by j : Y\ X < Y the open complementary.

e We get the functor

L'z : Cpes(2)1it(S) = Cpeo(2) it (S):
(M, F) = I'z(M, F) := Cone(ad(j", j.) (M, F)) : (M, F) = j.j* (M, F))[-1],

together we the canonical map vz (M, F) : Tz (M, F) — (M, F), and more generally the functor

Lx : Chepoo(2)pit(Y) = Chepoo(ayra(Y),
(M,F)—Tx(M,F):= Cone(ad(j*, j.) (M, F)) : (M, F) — j.j* (M, F))[-1],

together we the canonical map yx (M, F) : Tx(M,F) — (M, F).
e We get the functor

L% : Cpoe)pa(S) = Cpes(a)fir (),
(M,F) — P\Z/(M,F) := Cone(ad(j1, j* ) (M, F)) : 515 (M, F) — (M, F)),

together we the canonical map v% (M, F) : (M, F) — ', (M, F), and more generally the functor

I : Chepee(2)fit(Y) = Crepoo(aypa(Y),
(M, F) = % (M, F) := Cone(ad(ji, j*)((M, F)) : jij*(M,F) = (M, F)),

together we the canonical map vy, (M, F) : (M, F) — '\ (M, F).
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e We get the functor
T" : Cpoc(a)rir(S) = Cpoo oy (S), (M, F) s Ty (M, F) := DI Lp=T 2 E(DY (M, F)),
together with the factorization

koD 1I(j1,5")(—)od(—)

7% (Lpee (M,F))

vy (Lp=(M,F)) : Lp=(M,F) Y Lp~ (M, F) Iy "Lpe= (M, F),

and more generally the functor
L% Chepe(aypia(Y) = Chepe(pit(Y), (M, F) = TR (M, F) := DYy K Ly p T x (DY 5 (M, F)),
together with the factorization
Y (Lp* poo (M,F
Ve (L e (M, F)) : Ly poe (M, F) 22022 OLED,

wpoo K
koD™ P I (51,57 ) (<)

Y% Lp-pe (M, F)

) PV Ly e (M, F).

o We get the functor
rye . Cpoo(2)fit(S) = Cpoo(2)ru(S),
(M,F) — F}’O(M, F):=Cone(bz((M,F)) : Zz(M,F) — (M, F)),
together we the factorization

v bs) s (M,F
Y OM, F) - (M, Fy 2080, by g, py 220D, b0y ey,

o We get the functor
TG : Cpoe(2)fit(S) = Cpoe(2yar(S),
(M, F) — T'Y(M, F) := Cone(by (M, F)) : (M, F) — (M, F) ®0s DX (ZzDs)),
together we the factorization

Vs z(M,F) (M, F)

~Y9(M,F) : (M, F)I' Lz(M,F) 2220 (M F).

e We have, for (M, F) € Cpef,(S), a canonical isomorphism
I(D,5°)(M, F) : g™ Ty (M, F) = T9Dg " (M, F)
which gives the transformation map in Cpee £4(.5)
T(D,7°)(M, F) : T D5 (M, F) = DF" TG (M, F)
In the analytic case, we have
Definition 66. Let S € AnSm(C). For (M, F) € Cpsi(S), we have the map in Cpes 7,1(S)

T(OOW)(Ma F) = (IvT(j7®)(_7 _)) :
Js(Tz(M,F)) :=Tz(M,F)®ps (DT, F) = T7((M,F) @ps (DF,F"%)) =:TzJs(M, F)

Let i: Z — S a closed embedding, with Z, S € SmVar(C) or Z, S € AnSm(C). We have the functor
i* - Cpri(S) = Cpra(Z), (M, F) = i*(M, F) := Homi-ps ((Dsez, F°"),i* (M, F))

where the (left) Dz module structure on i* M comes from the right module structure on Dg. 7, resp.
Oz. We denote by
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e for (M, F) € Cpyru(S), the canonical map in Cpyii(S)
ad(ismod; i*) (M, F) : iumodi® (M, F) :=i.(Homi+ ps(Dse 2, F?),i*(M,F)) ®p, (Dscz, F""))
= (M, F),¢® P — ¢(P)
e for (N, F) € Cpsiy(Z), the canonical map in Cpyy(Z)
ad(i*moda Zu)(Na F) : (Nv F) — iﬁi*mod(N, F) = HOTI’M*DS (DS<—Z, Z*Z*((N, F) ®DZ (DSeZ7 FOTd)))
n— (P—n®P)

The functor i* induces in the derived category the functor :
Ri* : Dp(a) i, (S) = Dp2) it (Z),
(M, F) — Ri*(M,F) := RHom-pg((Dz. s, F%),i* (M, F)) = Hom-pgs (Dzes, F°"%), E(i* (M, F))).

Proposition 75. Leti: Z — S a closed embedding, with Z,S € SmVar(C) or Z,S € AnSm(C). The
functor iwmoa : Cp(Z) — Cp(S) admit a right adjoint which is the functor i* : Cp(S) — Cp(Z) and

ad(ismod; i*)(N) : N = i¥ismoaN  and ad(ismod, i*)(M) : dwmoqi*M — M
are the adjonction maps.
Proof. See [16] for the algebraic case. The analytic case is completely analogue. O
One of the main results in D modules is Kashiwara equivalence :
Theorem 19. (i) Leti: Z — S a closed embedding with Z,S € SmVar(C).

— The functor iwvmoed : QCohp(Z) — QCohp(S) is an equivalence of category whose inverse is
it := a,i* : QCohp(S) — QCohp(Z). That is, for M € QCohp(S) and N € QCohp(Z), the

adjonction maps
ad(ixmod: i*) (M) = tumoai* M =5 M | ad(ivmod, i*)(N) : i*ismoaN = N

are isomorphisms.

— The functor L = dwmod : Dp(Z) — Dp(S) is an equivalence of category whose inverse is
Ri* : Dp(S) — Dp(Z). That is, for M € Dp(S) and N € Dp(Z), the adjonction maps

ad(/, Ri*)(M) : /RiﬂM =M, ad(/, Ri*)(N) : Ri* /N 5N
are tsomorphisms.

(i) Leti: Z — S a closed embedding with Z,S € AnSm(C).

— The functor iswmoq : Cohp(Z) — Cohp(S) is an equivalence of category whose inverse is it :=
a,i* : Cohp(S) — Cohp(Z). That is, for M € Cohp(S) and N € Cohp(Z), the adjonction
maps

ad(ixmod, 1) (M) : Gwmodi®*M =5 M, ad(iwmod,i*)(N) : P*ismoaN — N
are 1somorphisms.

— The functor fz = lwmod : Dp.c(Z) = Dp(S) is an equivalence of category whose inverse is
Ri* : Dp o(S) — Dp.o(Z). That is, for M € Dp o(S) and N € Dp .(Z), the adjonction maps
ad(/, Ri*)(M) : /RiﬁM =M, ad(/, Ri*)(N) : Riﬁ/N =N

are isomorphisms.
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Proof. (i):Standard. Note that the second point follows from the first.
(ii):Standard. Note that the second point follows from the first. O

We have a canonical embedding of rings Dz < Dz_,g := i*Dg®;+0,0z. We denote by Ci+p z(Z) the
category whose objects are complexes of presheaves M of i* Dg modules on Z such that the cohomology
presheaves H™ M have an induced structure of Dz modules. We denote by

JdK KOs(i*OZ) — Z'*OZ

the Kozcul complex which is a resolution of the Og module 7,0z of lenght ¢ = codim(Z, S) by locally
free sheaves of finite rank. The fact that it is a locally free resolution of finite rank comes from the fact
that Z is a locally complete intersection in S since both Z and S are smooth. We denote again

qK = Z'*qK : Ki*Os (Oz) = i*KOS(i*Oz) — Z'*’L'*OZ = OZ
We denote by KLy (Oz) := Homo4(Ki-05(0z),1*Os) its dual, so that we have a canonical map
qx : Kir05(0z) = Oz[—c].

Let M € Cp(S). The i*Dg module structure on Hom;og (Ki<04(0z),i*M) and K;«04(0Oz) ®ixog i*M
induce a canonical Dz module structure on the cohomology groups H"Hom«o4(Ki+0s(0z),1* M) and
H"(Ki+04(0z) ®ix0g i*M) for all n € Z.

The projection formula for ringed spaces (proposition 10) implies the following lemma :

Lemma 10. Let i : Z — S a closed embedding with Z,S € Var(C) or with Z,S € AnSp(C). Denote
by j: U := S\Z < Z the open complementary embedding. Then, if i is a locally complete intersection
embedding (e.g. if Z,S are smooth), we have for M € Co,, (U), Li*"°*Rj. M = 0.

Proof. We have

T(4,®)(Lo(j: E(M)),0z) "

i Li*™ ' Rj. M := i.(i* Lo (j. E(M)) ®i-05 Oz)
qo(i*QK)71 T(jx®)(E(M)7KOS (i+02z))
_—

Lo(j+E(M)) ®0s ixOz

(J+E(M)) ®0g ixKi-0s(0z) Jx(E(M) ®0, j"Kos(i+0z)),

T(i,®)(Lo(j+E(M)),0z) being an equivalence Zariski, resp. usu, local by proposition 11 and follows
from the fact that j* Ko, (i.Oz) is acyclic. But

T(j, ®)(E(M), Kos(i«0z)) : (j-E(M)) ®0s Kos(ix0z) = j«(E(M) ®o, j"ixKi-05(0z))

is an equivalence Zariski, resp. usu, local by proposition 10 since Ko, (i+Oz) is a finite complex of locally
free Og modules of finite rank. O

We deduce from theorem 19(i) and lemma 10 the localization for D-modules for a closed embedding
of smooth algebraic varieties:

Theorem 20. Leti: Z — S a closed embedding with Z,S € SmVar(C). Denote by ¢ = codim(Z, S).
Then, for M € Cp(S), we have by Kashiwara equivalence the following map in Cp(S) :

ad (tumod,i®) (=) 1
Kz/s(M) :TzE(M) 2emeat )V,

Hom(qi ,E(i*M))oHom(Oz,T(i,E)(M)

Gemodi* Lz E(M)

22Oy it (B(M))

i*modKi\iOS (OZ) ®i*Os M
which is an equivalence Zariski local. It gives the isomorphism in Dp(S)
Kz/s(M) : RT zM = ivmodK 0, (07) = twmoaLi* ™ Mc]

Proof. Follows from theorem 19(i) and lemma 10 : see [16] for example. O
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Definition 67. Let f : X — S be a morphism, with X, S € SmVar(C) or X,S € AnSm(C). Consider

the factorization f : X L X xS S, where i is the graph embedding and ps : X xS — S is the
projection.

(i) Then, for (M, F) € Cp(2)a(S) we set
frmet (M F) = TxB(pg"™ " (M. F)) € Op(aypiro (X % S),
It induces in the derived category
Rl (M, F) i= frot (M, F) = T B(pg™ " (M, F)) € Dpga) oo (X x S),
By definition-proposition 20, we have in the algebraic case Li*™°d fxmed U N[ — [ f*mod N[ ¢ Dp(X).

(ii) Then, for (M, F) € Cpa)fu(S) we set
LfFmedll T (M, F) o= T Lppe™ (M, F) .= DELpT x E(DE Lpp (M, F)) € Dpay it e0 (X xS).

In the analytical case we also have

Definition 68. Let f : X — S be a morphism, with X,S € AnSm(C). Consider the factorization
X5 X xS 258, where i is the graph embedding and ps : X x S — S is the projection.

(i) Then, for (M, F) € Cpeo(a)fu(S) we set
smod =10\ 1 By .= T BN, F)) € © 1o X xS
f ( ) ) . X (pS ( ) )) S D°°(2)le,oo( X )a
It induces in the derived category
Rfmel=IT (M, F) = frmol=bE (M, F) o= Dx BT (M, F)) € Dpeea) it oo (X % 5),

(i) Then, for (M, F) € Cpe(ayri(S) we set

LfFmod =L (M, F) = T Lppy™* (M, F) == DE LpTx E(DE Lppy™* (M, F)) € Dpee 2y pit.00 (X %.5).

4.2.4 The 2 functors and transformations maps for D modules on the smooth complex

algebraic varieties and the complex analytic manifolds

By the definitions and the propositions 50, 51, 73, for the algebraic case, and the propositions 53, 54, 74,
for the analytic case,

e we have the 2 functors on SmVar(C) :

— CD(Q)jzl() : SmVar((C) — CD(2)fil(')7 S = CD(Q)fil(S)a (f T — S) — f*mod7 (f T — S) —
f*mod[f]

— Dp(ysir(-) : SmVar(C) = Dpeaygur(-), S = Dp@ysar(S), (f : T — S) — Lf*mod, (f
T — 8) s Lfrmodl=l
FDR

— DD(Q)fil,oo(') : SmVar((C) — DD(Q)fil,oo(')u S — DD(Q)fil,oo(S)a (f T — S) — £ R
e we have the 2 functors on AnSm(C) :

— CD(Q)jzl() : AnSm((C) — CD(Q)fil(')a S — CD(Q)fil(S)u (f T — S) — f*mod7 (f T — S) —
f*mod[f],
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— Dp(2)si,r(-) : AnSm(C) = Dp(ayrir(-), S+ Dpyfi(S), (f : T — S) = L™t (f: T —
S) — Lf'wnod[—]7
FDR

= Dp)fit,ec(+) : AnSm(C) = Dp(2)piteo(t); S Dpa)fit,eo(S), (f T = 8) = [,
e we have also the 2 functors on AnSm(C) :
— CD°°(2)fil(') : AHSIH((C) — CD°°(2)fil(')u S — CD°°(2)fil(S)u (f T — S) — f*mod7 (f T —
S) — f*mod[f]7

— DDOO(Q)J"Z'Z’T(') : AHSIH((C) — DD“’(2)fil,r(')u S — DDOO(Q)fil,T(S)u (f T — S) — Lf*mOd,
(f : T — S) s Lfrmed=],
FDR

= Dp(2)fit,r(+) : AnSm(C) = Dpeo(a)fit,r(-), S+ Dpec(aygir,(9), (f T = 8) = [,

inducing the following commutative diagrams of functors :

f’—)f*mo'i f’—)Lf*mOd
SmVar(C) —— CD(2)fil(') , SmVar(C) ————— DD(2)fz'l,r(')
lAn lan \ lAn lan \
fiy prmed 7 Fis I frmod J

AnSm(C)

Cpyfi(r) — Cpo(2ypu(-)  AnSm(C) —————= Dp(9)yi1,r(-) — Dpe(2)fir(*)

where, for S € AnSm(C),

® Dp)fit,co,rh(S) C Dp(a)fit,e0,n(S) is the full subcategory consisting of filtered complexes of Dg
module whose cohomology sheaves are regular holonomic,

o J: Cpa)fi(S) = Cpee(2)fa(S) is the functor (M, F) = J(M, F) := (M, F') ®pg D, which derive
trivially.

We first look at the pullback map and the transformation map of De Rahm complexes (see definition
16 and definition-proposition 17) together with the support section functor :

Proposition 76. Consider a commutative diagram and a factorization

Do= X—1o9Dy= f:X—syxst>s

QIT gT g,T g,,_IXgT HT
f ./ ’

X' —T X sy xT2 T

with X, X')Y, S, T € Var(C) or X, X" Y, S, T € AnSp(C), i, i’ being closed embeddings, and p, p' the

/

projections. Denote by D the right square of Dy. We have a factorization i’ : X' L Xr=X XyxsY X
T ilo—) Y x T, where i}, are closed embedding. Assume S,T,Y,Y’ are smooth.
(i) For (M,F) € Cppa(Y x S), the canonical map in C.o, 1q(Y X T) (c.f. definition-proposition 17),
E(Qqyrx1)/(xx8))/r/5) (M, F)) o T(g", E)(—) o T(g",7)(—) :
0 TXE( Qx5 ) ©0y 15 (M, F)) = Do B sry7: Fo) @0y p (M, F))
is a map in Cp.ppy(Y x T).

(i) For (M,F) € Cpryu(Y x S), the canonical map in Copru(T) (c.f. definition-proposition 17 with
Lp instead of Lo)

TO(D)(M,F)" : g™ Lpp.Lx B(QY 4 @0y s (M, F)) = pLTx, B g/ ®0y r g (M, F))

is a map in Cpra(T).
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(iii) For (N, F) € Cppa(Y x T), the canonical map in C . puq(Y x T)

T(X//XTa’Y)(_) : FX/E((Q;/XT/T7FI7) X0y xr (Nv F)) - FXTE(( ;/XT/T’Fb) X0y xr (Na F))
is a map in Cp.pgpy(Y xT) .

(iv) For M = Oy, we have TO(D)(Oyxs)” = T (D)" as complezes of Dy modules and TO (Xr/Y x
T)(Oyxr)? =TO(Xr/Y x T). as complexes of p * Dy modules.

Proof. Follows by definition from proposition 64. o
In the analytical case, we also have

Proposition 77. Consider a commutative diagram and a factorization

p

! : ‘.Y xS

= S
ng HT g,T g”_IXgT gT

' /
T

X' ——=T fox ey xr?

with X, X")Y,S,T € AnSp(C), i, ¢’ being closed embeddings, and p, p' the projections. Denote by D the

right square of Dy. We have a factorization i : X' - X7 = X Xyxs Y x T -5 Y x T, where i, 1) are
closed embedding. Assume S,T,Y,Y’ are smooth.

(i) For (M, F) € Cpeyu(Y x S), the canonical map in Cp.op (Y x T) (c.f. definition-proposition
17),

E(Qy 1)) (xx8))/1/8) (M, F)) o T(g", E)(—=) o T(g",7)(—) :
9 *FXE((Q;/stFb) @Oy v s (M, F)) - FXTE(( ;/><T/T7Fb) QOy w1 g *mOd(Mv F))
is a map in Cp.poepy (Y x T).

(i) For (M, F) € Cpesy(Y x S), the canonical map in Co,ra(T) (c.f. definition-proposition 17 with
Lpe instead of Lo)

TU?(D)(M7 F)T g*mOdLD“’p*FXE((Q;’st Fb)®OY><S(M7 F)) - p;PXTE((Q;/xT/T7 Fb)®0y><TgN*mOd(M7 F))
is a map i Cpes 5i(T).
(iii) For (N, F) € Cpwyu(Y x T), the canonical map in Cpy.o, pq(Y x T)
T(X//XT77)(_) : l—‘X'E(Q;’XT/T @Oy w1 (N, F)) - ]‘—‘XTE(Q;/XT/T @Oy w1 (N, F))
is @ map in Cp.poepy(Y X T) .

(iv) For M = Oy, we have TS (D)(Oyxs)” = TS (D) as complexes of DI modules and TS (Xr/Y x
T)(Oyx7)? = TO(X1/Y x T)Y. as complexes of p *D° modules.

Proof. Follows from proposition 76. o
Similarly, we have :

Proposition 78. Let p : Y x S — S a projection and i : X — Y x S a closed embedding with
S,Y € SmVar(C).
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(i) For (M,F) € Cpsi(Y x S) the canonical map in Cpeog (Y X S¥) (see definition-proposition
17)

E(Qyanxsanjyxs)/(senss) (M, F)) o T(an,y)(—) :
(Cx E((2 <575, ) @0y (M, F))™ = Txan E(Q x5/, F5) @0y an ysan (M, F)™")
is a map in Cppra(Y*" x S).
(i) For (M,F) € Cpry(Y x S) the canonical map in Cogriu(S*™) (see definition-proposition 17)
T2 (an, p)(M, F)" : (0D x B((Q5 1 575, Fy)®0y (M, )™ = puLxon E(QF 1 5/5, F5)@0yan (M, F)™")
is a map in Cpry(S*™).
(iii) For M = Oy, we have TS (an, h)(Oy)Y = T (an,h)” as complexes of Dg modules
Proof. Follows by definition from proposition 66 O

Let p: Y xS — S aprojection with Y, S € SmVar(C) or with ¥,S € AnSm(C). Let j: V < Y xS an
open embedding. Consider (see proposition 67), for (M, F') € Cp (Y x S), the canonical transformation
map in Op*pfil(y X S)

ko Tg(]a ®)(E(M7 F)) : (Q;/XS/S7 Fb) Koy j*]*E(M7 F)
DR(Y x5/8)(ad(5",5x)(—))

j*j*((ﬂ;/xS/Sva) Xoy ]*j*E(Mv F)) = j*j*(Q;/xS/Sva) ®oy ]*]*]*E(Mv F)
koDR(Y xS/S)(ad(j™,j«)(E(M,F)))

j*E(j*(Q;/xS/S’Fb) R0y s I E(M, F)) = j*E(j*((Q;/XS/S’Fb) ®0y xs E(M, F)))
We have then :

Proposition 79. Let p: Y x S — S a projection with Y, S € SmVar(C) or with Y, S € AnSm(C). Let
i: X =Y xS a closed embedding. Then, for (M,F) € Cpra(Y x S)

(1) the canonical map in Cppry(Y) (definition 55)
T (7, ®)(M, F) := (I,k o T (j,®)(E(M, F)))
(% w575 Fb) @0y s TxE(M, F) = Tx E(QY 55, F5) @0y s E(M, F)),
is a (1-)filtered Zariski, resp usu, local equivalence.
(i1) the map of point (i) gives the following canonical isomorphism in Dp«pry(Y)
TO (3, @) M, F) : (0 555 Fs) @y« Tx (M, F) DD,

DR(Y xS/S)(k)~*
_

FXE((Q;’XS/S7FZ7) @0y v s E(M, F)) FXE((Q;’XS/S7FI7) @Oy v s (M, F)).

Proof. (i): By proposition 67

o Tu(;)(jv ®)(M7 F) : (Q;/XS/S7 Fb) 0y x s ]*]*E(Mv F) — j*E(j*((Q;/xS/S7 Fb) ®O0y x5 E(M7 F))) is a
filtered Zariski, resp usu, local equivalence in Cp=pfy (Y x S) and

® DR(Y x5/8)(k) : (2 5/5: Fb) @0y s (M, F) = (5 5/5, F5) ®0y s E(M, F) is a filtered Zariski,
resp usu, local equivalence in Cppyii(Y x 5).
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(ii): Follows from (i). O
In the analytic case, we also have

Proposition 80. Let p : Y x S — S a projection with Y,S € AnSm(C). Let i : X — Y a closed
embedding. Then, for (M,F) € Cpe (Y x S)

(1) the canonical map in Cppsy(Y)
T (v, @) (M, F) = (I,T;) (4, @)(B(M, F)))
(Q;/XS/S’ Fy) R0y xs LxE(M,F) — FXE((Q;/XS/S’ Fy) R0y xs E(M, F)).
is a map in Cppoe i (Y % S). Proposition 79 says that it is a filtered equivalence usu local,
(i1) the map of point (i) gives the following canonical isomorphism in Dpspes (Y x S)

. T (7,®)(M,F)
Tu(;)('77®)(M7 F): (QYXS/S7Fb) ®0y s Ix E(M, F) S

DR(Y xS/S)(k)~*
_

]‘—‘XE((Q;/XS/S7FZ7) @Oy x5 E(Mv F)) ]‘—‘XE((Q;/XS/S7FI7) @Oy x5 (Mv F)).

Proof. (i): By proposition 68
o TO(j,®)(M) : QS 5/5 ®Oyxs Jed"E(M) = juE(5* (05 5/5 ®0y x5 E(M))) is an equivalence usu
local in Cp«p (Y x S) and
® DR(Y x S/S)(k) : Q5 g/5 ®0yxs M — Q5 5/5 @0y s E(M) is an equivalence usu local in
Cp*D“’ (Y X S)
(ii): Follows from (i). O

In the projection case, we consider the following canonical maps : Let 51,52 € SmVar(C) or let
51,52 € AnSm(C). Denote by p = py : S12 =51 X S2 — S7 and py : S12 = 51 X So — S; the projection.
We consider

o p(M1,F) : (M1,F) = pumoap™™ (M1, F) in Cpz)pa(S1), for (M1, F) € Cp i) (S1), which is
the composite

ad( ", *)(M) * m ° *
p(My, F) : (My, F) =—=""222 pap™ (M, F) ™5 pa((Q8, /5, Fy) ®pr0s, p*(Mi, F))

= pa((Q2,5,5 Fb) ®0s,, PN My, F) = pamoap™ 7 (M, F)
where my : p* My — p* M ®p-04, 9:912/31 is given by mi1(m) =m® 1,

o p(Mia, F) : p*™el=lp, 0a(Mia, F) — (Mi2, F) in Cppa(S1 x S2), for (M, F) € Cp(Sh x Sa),
which is the composite

p(Mlg, F) : p*mOd[_]p*mod(Ml% F) = p*p*((Mle) ®0512 (9;12/517}7‘17)) ®p*Osl 0512

ad(p™,p«)(=)@pr0g, 1

(Mi2, F) ®0s,, Q%,, /5, ®p*0s, Os1, = (M2, F) @p-0s, Q3,,/s, 22 (Mys, F)
where mqs : Mio Qpr0s, 9;12/51 — Mo is the multiplication map:

— mi12(Mi2 ®p0s, qu/sl) =0 for p # 0 and

— mio : Mo ®P*OS1 9%12/51 = M, ®P*OS1 0512 — Mo is given by mlg(m X f) = fm

We have then p(p*™°!=1(My, F)) o p*™od=lp(My, F) = Iyemoai-i (ar, )~ 1t gives the following maps
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o p(Mio) : (Mg, F) — prmodl] fp!(Mm,F) in Dp(g)fia(S1 x Sa), for (M2, F) € Cppin(S1 x Sa),
given by

d(Mi2,F LDs(p(—)o wmod|—
pi(Mig) : (Mg, F) 22025 12 (6, ) L2800, Ky emodl=)y, o B(DE Lp(Mys, F))

T(p,D)(— - *1M.0 *mod|—
TNy pemodpK 1y g E(DE Lp (M, F)) = pmodl-] / (Mis, F)
p!

o pi(My,F): fpg p*med=N(My, F) — (M, F) in Dpyy(Sh), for My € Cppin(St), given by

(DE k)oT (p,D)(—)*

p(M;, F): / p* ™My, F) = DE Lppemoa E(DE p ™oLy (M, F))

p!
DX p(DE Lp(M:1,F))

d(M,,F)~*!
ey

DE pamoap™™IDE Lp (M, F) DE?Lp(M,, F) (M, F)

so that p*™*U=)(pi(My, F)) o pi(p*™°U=N(My, F)) = ©Lyemosi-1 (0, 5y

Definition 69. (i) Consider a commutative diagram in SmVar(C) which is cartesian, together with
its factorization

D=(fig)= XxT L oTxSD=(f,g)= f": XxT "> XxTxS2 ~Tx5,

R

f:X—XxS——=S8§

P

f

where the squares are cartesian, f = poi being the graph factorization and q, ¢’ the projections.
We have, for (M, F) € Cp(2)fi1,00(X), the following transformation map in Cp(2)fi,e0(T X S) :

TD’mod(f7 q)(M,F) : q*modp*E((QXxS/S, Fy) ®0Ox s iymod(M, F))
TS (4:p) (iwmod (M,F))

p:k/E((QXXTXS/TX57 Fb) QROx xrxs q”*mOdi*mod(Mv F))

BT (i,q") (M, F)®I) : "¥mo
z z p;/E((QXXTXS/TX35Fb) @Oxxrxs Z;/modq d(Ma F))

where
TDmOd(i7qI/)(M7 F) . q”*mOdi*mod(Ma F) — q”=o<7nod7;*((]\47 F) ®Dx i*mOd(DXX57FOTd))
Tmed ") (— . "ymo e fa¥e) or
DO, G g el (M, F) @py ™D x5, F))
=i (¢ (M, F) ®,«Dyx q* "™ (Dx x5, FO'?)) =

/

i(q UM, F) @Dy g i U Dxtwsxrs ) =t il0q0 * (M, F)

(ii) Consider a commutative diagram in SmVar(C) which is cartesian, together with its factorization

D=(f9)= Xr =T D=(f9)= [ :Xp—"sXxT LT |
g’l lg ll/ ll”_lxl ll
f i” 2
X——S f1XXxT—->XxTx8L—=TxS

lql lq//_lxq lq

fiX Lo xx§—2 S
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where the squares are cartesian, f = poi, g = qol being the graph factorizations. We have, for
(M, F') € Dp(2)fit,00(X), the following transformation map in Dp(2)fi,e0(T X S) :

TPmod(f,g)((M, F)) :
FDR
Rg*™°*T(M, F) /f (M, F) :=TrE(¢"p. E(Qx x5/5, Fb) ®0x x5 txmoa(M, F)))
CrE(TP™°(f,q)(M,F)) . ' emo
T ! FTE(p:E((QXXTXS/TX57Fb) ®OX><T><S Z:clmodq d(MvF)))

= PITx w1 E((Qx xrx5/Tx5, Fb) ®0x w1y i moad “O (M, F))

ng( )®)(_) . ' %mo
’Y—> p;’E((Qxxsz/sz, Fb) ®Oxxrxs PXXTE(z:modq d(M7 F)))

FDR
= PLE((Qx xrxs/7x5 o) ®0xrws ((hmoad " Txr E(M, F))) =: / Rg *™edL (M, F)

/

(ii)” We have, for M € Dp(X), the following transformation map in Dp(T) :
TPmod(f, 9)(M) :
*1M O *1M O *1M O (M) *7M.01 *7M.01 /*mo
gt ) [ )= pmetgrmet [ SO0 oot [ g et

i> l*mOdq*mOdQ*mod/ q *modM q(-) l*mod/ q’*modM

prmod d(l t l,mod)( ) l*mod/ l/

*mod

l *modM = lﬁl*mod/ l’*modq*modM

/

p # _ ’ ’
ad (1%, lmoa)(—) / I *modq*modM = g *mod(M)
7’ f/

where "% ad(I't, 1, V(=) is an isomorphism by lemma 10.

In the analytic case, we have :
Definition 70. Consider a commutative diagram in AnSm(C) which is cartesian together with a factor-
ization
D=(f9)= Xr LT D=(f.g)= /- Xr v xT X o1 |
g’l lg lg’ lg”-]xg lg
x—1L.g fiX—syxsLog
where Y € AnSm(C), i, i’ are closed embeddings and p, p' the projections.
(i) We have, for (M, F) € Dp(2)fi,00,n(X), the following transformation map in Dp o) fit,00(T % S)

FDR FDR ,
TDmod(f7 g)((M, F)) . Rg*mod,l"/f (]\47 F) N ; Rg *mod,F(M, F)

define in the same way as in definition 69
(i) For (M, F) € Dpe(2)fil,00(X), the following transformation map in Dpee(2)fi,c0(T X S)
FDR FDR
TDmOd(f, g)((M, F)) . Rg*mod,f‘/ (M, F) N Rg =o<mod,f‘(]\47 F)
f £

is defined in the same way as in (i) : see definition 69.
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In the algebraic case, we have the following proposition:

Proposition 81. Consider a cartesian square in SmVar(C)

(Z) For (M, F) S DD(2)fil,oo,c(X);
FDR FDR ,
T:Dmod(f7 g)((M, F)) . Rg*mod,l"/ (M, F) _N_)/ Rg *mod,F(M, F)
¥

is an isomorphism in Dp(2)fi1,00(T).
(i) For M € Dp .(X),
TDmOd(f,g)(M)Ig*mOd/M ;/ g'*modM
f .

is an isomorphism in Dp(T).
Proof. Follows from the projection case and the closed embedding case.
In the analytic case, we have similarly:

Proposition 82. Consider a cartesian square in AnSm(C)

D= X;-2sX

o]

T—9 .9

(i) Assume that f, hence f' is proper. For (M, F) € Dp(s)fit,c0n(X),

FDR FDR ,

TDmOd(f, g)((M, F)) . Rg*mod,r‘/ (M, F) l> Rg *mOd’F(M, F)
f I’

is an isomorphism in Dp () fi1,00(T).
(ii) For (M, F) € Dp(2)fil,00,n(X),

FDR FDR ,

TDmOd(f, g)((M, F)) . Rg*mod,r‘/ (M, F) l> Rg *mOd’F(M, F)
f I’

is an isomorphism in Dpe(2)fi1,c0(T)-

Proof. (i):Similar to the proof of proposition 81.
(ii):Similar to the proof of proposition 81.

Definition 71. Let f : X — S a morphism with X, S € SmVar(C).
(i) We have, for (M, F) € Cpsu(S) and (N, F) € Cpsu(X), we have the map in Cpsi(S)
TPml(®, f)((M, F), (N, F)) :
(M7F) ®OS ffmod(N7F) = (M7F) ®Os f*((NuF) ®DX (DX%SaFOTd))

M f*(f*(MaF) ®f*Os (NaF) ®Dx (DX%S’FOTd)) i>
f*(f*mod(M, F) R0y (N, F) QDx (DXesaFOTd)) =: f»?mod(f*mod(M, F) Kox (N7 F))
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(i1) Consider the cartesian square

D=X—%Xx8 |,

lf leIS
S_—2% g9

where iy = (f x Is) o Ax : X < X x S is the graph embedding. Then, for (M,F) € Cp(2)zu(S)
and (N, F) € Cpya(X), we have the map in Dp(2)fi,-(S)

FDR FDR
TPmod () £)(M, F), (N, F)) : /f (N.F) ®0y [Eped(M, F)) = /f 5ot (i N ® ps M)

TDmOd(As,fxls)(f)

FDR
N / (N ® M) = ( / (N, F)) @5, (M, F).
(fxIs) f

Clearly if i :+ Z — S is a closed embedding with Z,S € SmVar(C) or with Z,S € AnSm(C), then
TPO(®,1)(M,N) = TP (®,i)(M,N) in Dp()fit,00(S)-
We have then the following :
Proposition 83. (i) Leti: Z — S is a closed embedding with Z,S € SmVar(C), then for (M, F) €
Cpfil(S) and (N, F) S CDfil(Z)
TD7O(®7 i) (M, F)? (N, F)) : (M, F) ®0s txmod(IN, F) = i*mod(i*mOd(Mv F)®o, (N, F))
is an isomorphism in Cpyiy(S).

(i) Let f: X — S a morphism with X,S € SmVar(C). Then, for (M,F) € Cpz)sa(X) and (N, F) €
Cp)fi(S),

FDR

N FDR
TPl (g, f)(M, F), (N, F)) : / (M, F) @k, [mes(N,F)) = ( /j (M, F)) ©5, (N, F)

f
is an isomorphism in Dp(2)fii,o0(S)-

Proof. (i): Follows from proposition 11.
(ii):Follows from proposition 81(i). O

Let f : X — S a morphism with X,S € SmVar(C). Consider the graph embedding f : X SN
X x 85 8, with X,Y,S € SmVar(C). We have, for (M, F) € Cpii(X), the canonical isomorphism in
Cp(2)a(5")
anis;(mod Z-*modLD(p*mod(M, F) ®OX><S (OX><57VX>) _:_>
Z-*modLDp*mod((M, F)an ®Oxanxsan (OXanXSan,VXan))

We then define and study the transformation map between the direct image functor and the analytical
functor for D-modules :

Definition 72. Let f : X — S a morphism with X, S € SmVar(C).
(i) We have for (M, F) € Cp(2)sa(X) the canonical map in Cp(z)q(S*")
TP an, £)(M, F) : an" (£ B((Dx s, F) ©py Lp(M, F))) T D0,
fo(B(Dxs,F") ®py Lp(M,F)))™ = fLE(Dxangn @pyan Lp(M™™, F))
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(i1) Consider the graph embedding f : X L X xS 5 S, with X,Y,S € SmVar(C). We have, for
(M, F) € Cpyu(X), the canonical map in Cp2)i(S™)

TP an, f)(M, F) : ang"*? (0. E(Qy x 5/55 Fb) @0y s ixmod(M, F)))

T (an,p) (ixmoa (M, F))

PE((Q5 5750 Fb) @0yan csan (Lemod (M, F))™")

emoa TP (an,i) (M, F)) . : an
p d p*E(( YXS/S’Fb) ®Oyanxsan Z*7nod((]\47 F) ))

In order to prove that this map gives an isomorphism in the derived category in the non filtered case
if f is proper and M coherent, we will need the following (c.f.[16]):

Theorem 21. A product X x S of a smooth projective variety X and a smooth affine variety S is
D-affine.

Proof. See [16] theorem 1.6.5. O

A main result is that we have the following version of the first GAGA theorem for coherent D-modules

Theorem 22. Let f : X — S a morphism with X,S € SmVar(C). Let M € Dpa)piro(X), for r =
1,...00. If f is proper,

TP™ an, f)(M,F) : ( / M)™ = [ (M)
f j'CL’n
is an isomorphism.

Proof. We may assume that f is projective, so that we have a factorization f: X — PN x § £ S where
i is a closed embedding and p the projection. The question being local on S, we may assume that S is
affine. Since PV x S is D-affine by theorem 21, we have by proposition 47(iii) a complex F' € Cp(PY x 9)
such that iwmeaM = F ~ F € Dp (PN x S) and each F" is a direct summand of a free Dpn , g module
of finite rank. The theorem now follows from the fact that fp Dpnyg ~ Dg[—N] and the fact that

(DS)II’H, = DSan. D
We also have

Definition 73. (i) Let f : X — S a morphism with X, S € SmVar(C) or with X, S € AnSm(C). We
have, for M, N € Cpsu(X), the canonical transformation map in Dp ri 00 (S)

TOP(f,hom)((M,F),(N,F)) : Rf.RHoms-ps((M,F),(N,F)) —
TO(f,hom)(E(-),E(—))

Rf.RHomp, (M,F)®py Lp(Dxcs, F"),(N,F) ®py Lp(Dx«s, ")
RHOmDX (Rf*((M7 F) ®DX LD(DX<—Su FOT‘d)), Rf*((N7 F) ®DX LD(DX<—Su FOT‘d))) =

RHomDX(/(M,F),/f(N,F))

f

(i) Let f : X — S a morphism with X, S € AnSm(C). We have, for (M, F),(N,F) € Cpsu(X), the
canonical transformation map in Dpri,c0(S)
TP (fi,hom)((M, F), (N, F)) : Rf.Homy-ps (M, F), (N, F)) -
) T°(f1,hom)(E(—=),E(—))

Rf.Homp, (M,F)®py Lp(Dx«s,F),(N,F) ®@py Lp(Dxeg, F
RHOmDX (Rf’((Mu F) ®DX LD(DX<—57FOTd))7Rf!((N7 F) ®DX LD(DX&SuFOTd))) =

R’Home(/ (M, F),/ﬂ(N, F))

J!
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Definition 74. Let f : X — S a morphism with X, S € SmVar(C) or with X,S € AnSm(C). We have,
for (M, F),(N,F) € Cpsu(S), the canonical transformation map in Cpyy(X)
TP(f, hom)((M,F), (N, F)) : f*Homp,((M, F), (N,
T(f,hom)((M,F),(N,F))
Homy«ps (f* (M, F), (f*(N
— Hompy (f*(M, F) ®pps Ly-p(Dx s, F™%), f*(N,F) @-pg Ly+p(Dx s, F?
— Hompy (£ (M, F), f*"*4(N, F

~— — — ~—

F)
F)
)
)

which is the one given by Kashiwara (see [19]).

In the algebraic case, we have, in the non filtered case, the six functor formalism for holonomic
D-modules :

Theorem 23. Let f : X — S a morphism with X,S € SmVar(C).
(i) We have, for M € Dp ;(X) and N € Dp j,(S) a canonical isomorphism in Dp(S)

JPmod(, prmedl=] / )(M,N) : Rf.RHomp, (Lf*™U=IN, M) = RHomp, (N, / M).
f f

(i1) We have, for M € Dp 3(X) and N € Dp (S) a canonical isomorphism in Dp(X)

Pmed( / ,Lfrmed=h (M, N) : RHomp, ([ M,N) = Rf.RHomp, (M, Lf*mU-IN).
f! f!

Proof. Follows from the projection case and the closed embedding case. O
Corollary 2. Let f: X — S a morphism with X, S € SmVar(C). Then,
o (Lfrmedl-] fj) : Dp 1,(S) = Dp p(X) is a pair of adjoint functors.
(ff!’ Lf*medl=]) . Dp 1,(S) — Dp u(X) is a pair of adjoint functors.

Proof. Follows immediately from theorem 23 by taking global sections. O

Consider a commutative diagram in SmVar(C),

D= X —=T .

X——=S5

We have, for M € Cp ,(X), the following transformation maps

A ad(Lf Fmedl=1 [ y(—
Tleod(D)(M) . Lg*mod[f]/M ( ff )(=) /,

"smod[— *mod[— ad(Lf;mod[i]’f (M) '$mod[—
/f/LgFDR”Lf d[]/fM ; /f/LgFDR”M

Lf’%mod[f]Lg%mod[f] / M=
¥

and

TP D)) s

a s*mod[—]\(_ , —
Lg'*mod[_]M d(ff!’Lj )(-) / Lyg *mod[—]Lf*mod[—] M =
!

f f!

a "sxmod[—]y(_ FDR
d(ff/!l/f )(—) Lg*mod[f] / M
f

/ Lf’*mod[f]Lg*mod[f]M
" "
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Proposition 84. Consider a cartesian square in SmVar(C)

D= X;-2sX

Assume that f (and hence f') is proper. Then, for (M, F) € Dp2)fit,c0,n(X),
. Tleod(f, 9) (M) : Lgﬂ?mod[*] ffM = ff’ Lg,%mOd[’]M and

o TPmod(f g)(M) : ff/! Lg *medl=1\f =y [ grmod(-] ff! M
are isomorphisms in Dp(T).
Proof. Follows from proposition 81 and the fact that the map TP™%(f, g)(M) is given by the composite

% *1MO T(fe,f1)(—
TP 1, g)(M)dr — ds) s Lg™ [ (M. F) = LD Lg™m s [ ar T,
f f

(LD TP™od(f,9)(Dx M))~*

LDy Lg*med / LDx M Dy / Lg*medD M
f !

TG / LD, Lg ™Dy (M, F) = / Lgmod g

’

and the map T.P™°4(f, g)(M, F) is given by the composite
’*mo ’*mo d
TPmod(f g)(M)[dr — ds] : / Lg *™ )M = LDy / Dy, Lg ™M
" i

, Dmod -1
/ Lg *modM % LDTLg*mOd/ LDxM = Lg*"wd(M, F) M
f! f n

()T (S, f)(—)

O

4.3 The D modules on singular algebraic varieties and singular complex an-
alytic spaces

In this subsection by defining the category of complexes of filtered D-modules in the singular case and
there functorialities.

4.3.1 Definition

In all this subsection, we fix the notations:

e For S € Var(C), we denote by S = U;S; an open cover such that there exits closed embeddings
i;S; < S; with S; € SmVar(C). We have then closed embeddings i; : Sy := Nie1S; — St =1L Sy
Then for I C J, we denote by jr; : S; < Sy the open embedding and p; : S; — Sy the projection,
so that pyy oy =iy 0 jr;. This gives the diagram of algebraic varieties (S7) € Fun(P(N), Var(C))
which gives the diagram of sites (S;) := Ouv(S;) € Fun(P(N),Cat). For I C .J, we denote by
m : S;\(S7\Ss) < S; the open embedding.

e For S € AnSp(C) we denote by S = U;S; an open cover such that there exist closed embeddings 4; :
S; < S; with S; € AnSm(C). We have then closed embeddings iy : S; = Nic1S; — S = Hie[gj.
Then for I C J, we denote by jr; : S; < Sy the open embedding and p; : S; — Sy the projection,
so that prjoiy =iy ojrs. This gives the diagram of analytic spaces (S;) € Fun(P(N), AnSp(C))
which gives the diagram of sites (S;) := Ouv(S;) € Fun(P(N),Cat). For I C J, we denote by
m : S;\(S7\Ss) < S; the open embedding.
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The first definition is from [27] remark 2.1.20, where we give a shifted version to have compatibility
with perverse sheaves.

Definition 75. Let S € Var(C) and let S = U;S; an open cover such that there exist closed embeddings
i;S; < S; with S; € SmVar(C) ; or let S € AnSp(C) and let S = U;S; an open cover such that there exit
closed embeddings i; : S; — S; with S; € AnSm(C). Then, PShD(g)ﬁl(S/(S’])) C PShD(z)fil((S’])) is the
full subcategory

e whose objects are (M, F) = ((My, F)icp1,...q), S1.7), with

- (M, F) e PSh’D(2)fil(S~’]) such that Ts, M1 = 0, in particular (Mg, F') € PShp(2)fi,s, (S1)
— 817 :m (M7, F) = m*pIJ*(MJ,F)[ng — ng] for I C J, are isomorphisms, pry : S; — Sy
being the projection, satisfying for I C J C K, prj«Sjx © S1J = SIK ;

e the morphisms m : (M,F) — (N,F) between (M,F) = ((M,F)rcp,..qp»515) and (N, F) =
(N1, F)icp,..qp,r1g) are by definition a family of morphisms of complezes,

m = (m; : (M],F) — (NIuF))IC[1,~--l]

such that rryomy = prj«myo sry in CD7SJ(S’J).
We denote by
PShp(2) i, (S/(S1)) C PShpa) it,n(S/(S1)) € PShp(a)i,e(S/(S1)) C PShpaya(S/(Sr))

the full subcategory consisting of (M, F),sry) such that (M;, F) is filtered coherent, resp. filtered holo-
nomic, resp. filtered regular holonomic, i.e. My are coherent, resp. holonomic,resp. filtered regular
holonomic, sheaves of Dg, modules and F is a good filtration. We have the full subcategories

PShp 1.0y pitrn(S/(S1)) € PShpasi,rn(S/(S1)), PSho o) ri,n(S/(S1)) € PShpagun(S/(Sr)),
PShD(Lo)fu,h(S/(S'I)) C PShparin(S/(S1)),

consisting of (Mg, F, W), s1z) such that WP My are Dg, submodules.

A morphism m = (mz) : (My),s1;) — ((N7),r7s) in C(PShp(S/(S;))) is a Zariski, resp. usu,
local equivalence if all the m; are Zariski, resp. usu, local equivalences. A morphism m = (mj) :
((My,F),s15 — (N1, F),rry)) in C’(PShD(g)M(S/(S‘I})) is an r-filtered Zariski, resp. usu, local equiva-
lence if all the m; are r-filtered Zariski, resp. usu, local equivalence.

Let S € Var(C) or S € AnSp(C).

e If S € Var(C), let S = UL_;S,; an open cover such that there exist closed embeddings i; : S; < S;
with S; € SmVar(C), and let S = UL_,Si an other open cover such that there exist closed
embeddings i; : Sy — S, with Sy € SmVar((C)

o If S € AnSp((C) let S = U._,S; an open cover such that there exist closed embeddings i; : S; <
S; with S; € AnSm(C), and let S = UL _, Sy an other open cover such that there exist closed
embeddings iy : Siy — Sy with S € AnSm(C).

Denote L =[1,...,1], L' =[1,...,{'} and L” :=[1,...,lJU[1,...,I']. We have then the refined open cover
S = Uger Sk and we denote for TUI" € L”, Syup = ﬁke]u]/Sk and S = er[u]/Sk, so that we have
a closed embedding iy, : Sjup — S[u]/ ForTul' cJu J/ denote by pPrur,JjuJg SJuJ’ — S[u]/ the
projection. We then have a natural transfer map

75" PShpsa(S/(S1)) — PShora(S/(Srr)),
((M;,F),s15) — (ho }ieHLlpI’(IuI’)*(p??}&dp)(MIa F))/Zs, . 510),
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with, in the homotopy limit, the natural transition morphisms

pr(ury adir pr) 5 (M, F)) -
smod|—
PI/(JuI/)*(PJ(JUEI)](MJ, F))/Zs, _>pI’(IuI’)*(p](]uI[/)](MlaF))/ISMI/

for J C I, and

sy : holimrer, m pI’(IuI’)*(p]Zu][/)](Mla F)/Is,.,,)—
. od xmod[—
holimye 1 pre g (05" pro iy i (M1, F) [ Zs,,,)) [ Ts,,
. *mod[—
— holimyer, pl/J'*pJf(Jqu)*(PI(MJ[/)] (Mp, F)Zs, /)

Definition-Proposition 18. Let S € Var(C) and let S = U;S; an open cover such that there exist closed
embeddings i;S; — S; with S; € SmVar(C) ; or let S € AnSp(C) and let S = U;S; an open cover such

that there exist closed embeddings i;S; — S; with S; € AnSm(C). Then PSh'D(2)fil(S/(S’])) does not
depend on the open covering of S and the closed embeddings and we set

PShp(a)7i1(S) := PShp(a)ra(S/(S1))

We denote by C%(Q)fu(S) = C(PShD(Q)fil(S’/(S'I))) and by D%(z)ﬁlm(S) = HoFTtOp(C%(Q)fu(S)) its
localization with respect to r-filtered Zariski, resp. usu, local equivalences.
Proof. Tt is obvious that TL/ : PShp i (S/(Sr)) — PShp(S/(Sr+)) is an equivalence of category with

inverse T2 /% : PShp (S/(Sr)) — PShp(S/(Sr)). O
We now give the definition of our category :

Deﬁnltlon 76. Let S € Var(C) and let S = U;S; an open cover such that there exist closed embeddings

: 8; < S; with S; € SmVar(C) ; or let S € AnSp(C) and let S = U;S; an open cover such that there
e:mst closed embeddings i; : S; — S; with S; € AnSm(C). Then, C’D(g)fi[(S/(S’]>> C C’D(g)fi[((g])) is the
full subcategory

e whose objects are (M, F) = (M1, F)cp,..q), urg), with

— (Mp,F) € Cpayri,s; (S1) (see definition 56),

—ury :m*(M;, F) — m*p[J*(MJ,F)[dSI — dSJ] for J C I, are morphisms, pry : S; — Sy being
the projection, satisfying for I C J C K, prj*ujkx oury = urg in CDfi[(gj) ;

e the morphisms m : (Mg, F),ury) — (N1, F),v1y) between (M, F) = (Mg, F)rcp,..q,urs) and
(N, F) = ((N1, F)rcp,..q1,v17) being a family of morphisms of complexes,

m = (m; : (M],F) — (NIuF))IC[1,~--l]
such that vry omy = prj«myoury in Cpfil(g[).

We denote by Cg(Q)fil(S/(S’I)) C CD(Q)I'Z-Z(S/(S'I)) the full subcategory consisting of objects (My, F),ury)
such that the uyy are co-filtered Zariski, resp. usu, local equivalences.

Let S € Var(C) and let S = U;S; an open cover such that there exist closed embeddings i; : S; — S;
with S; € SmVar(C) ; or let S € AnSp(C) and let S = U;S; an open cover such that there exist closed
embeddings i; : S; < S; with S; € AnSm(C). Then, We denote by

Co@) itrn(S/(S1)) € Cpeaypun(S/(S1)) € Cpaypae(S/(S1)) € 05(2)fu(5/(§l))
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the full subcategories consisting of those ((My, F),ury) € Che2) i (S/(S7)) such that (M, F) € C’D(g)ﬁhshc(g]),
that is such that a, H" (M, F) are filtered coherent for all n € Z and all I C [1,---1] (i.e. a,H™(Mj)
are coherent sheaves of Dg modules and F' induces a good filtration on a,H"(My)), resp. such that

(M, F) € C’D(g)fi[)shh(g]), that is such that a, H"(Mj, F) are filtered holonomic for all n € Z and all
I'ci,---1 (i.e. arH"(Mr) are holonomic sheaves of D5 modules and F' induces a good filtration on

arH"(M7y)), resp. such that (M, F) € OD(Q)fiLSI)Th(S’]), that is such that a,H" (M, F) are filtered
regular holonomic for all n € Z and all I C [1,---1] (i.e. a; H" (M) are regular holonomic sheaves of Dg
modules and F induces a good filtration on a,H™(M)).

We denote by

Cp1,0)£itn(S/(S1)) € Coasitn(S/(S1)), Cp(1.0)fit.en(S/(S1)) € Cpagirrn(S/ (1)),
Cg(l,o)fil(s/(sl)) C Cpasu(S/(S1)),
the full subcategories consisting of those (M, F,W),urs) € Cngil(S/(gl)) such that WPM; are Dg,
submodules (resp. and a,H"(Mj, F') are filtered holonomic). R
A morphism m = (my) : (My),ur;) = ((N5),vry) in Cp(S/(Sr)) is a Zariski, resp. usu, local equiv-
alence if all the my are Zariski, resp. usu, local equivalence. A morphism m = (my) : (Mg, F),ur; —
(N1, F),vry)) in Cp(a)fu(S/(Sr)) is an r-filtered Zariski, resp. usu, local equivalence if all the m; are

r-filtered Zariski, resp. usu, local equivalence.
In the analytic case, we also define in the same way :

Definition 77. Let S € AnSp(C) and let S = U;S; an open cover such that there exist closed embeddings
i; 2 S; = S; with S; € AnSm(C). Then, Cpeo(2):(S/(S1)) C Cpee(2)7a((S1)) is the full subcategory

e whose objects are (M, F) = (M1, F)cp,..q), urg), with
— (M, F) € Cpesfi.5,(S1) (see definition 57),

—ury:m*(M, F)— m*pjj*(M[,F)[dSI —dg‘]], for J C I, are morphisms, pry: Sy — S; being
the projection, satisfying for I C J C K, prj«ujk oury = urg in C’Doofi[(g[) ;

e the morphisms m : (Mg, F),ury) — ((Nr,F),vry) between (M, F) = (Mg, F)rcp,...q, urs) and
(N, F) = ((N1, F)rc,..q1,v17) being a family of morphisms of complexes,

m= (my: (M, F) = (N1, F))icp,..q
such that vry omy = prj«myoury in CDOOfil(g[).

We denote by Cgoo(Q)fil(S/(S’])) C CDOO(Q)f,L'l(S/(gj)) the full subcategory consisting of objects (Mr, F),ury)
such that the uyy are oo-filtered usu local equivalence.

Let S € AnSp(C) and let S = U;S; an open cover such that there exist closed embeddings i; : S; — S;
with S; € AnSm(C). We denote by

Cpoe(2)£it,n (5/(S1)) € Cpoo (2 £it,e(S/(51)) C Cpoe () £ (S/(S1))

the full subcategories consisting of ((My, F),ury) € C’gw@)ﬁl(S/(S'])) such that (My, F) € C’Doo(g)fi[)shc(g[),
that is such that a.H™(Mj, F) are filtered coherent for all n € Z and all I C [1,---I], resp. such that
(M, F) e C'Doo(g)lfihshh(g[), that is such that a, H™" (M, F') are filtered holonomic for all n € Z and all

I c[1,---1]. We denote by

Cpee(1,0)£i1(S/(S1)) € CReg5it(S/(S1)), Cpoe(1,0)£i1,1(S/(S1)) € Chegpirn(S/(S1))

the full subcategories consisting of those ((My, F,W),ury) € CEQj»il(S/(gl)) such that WPM; are Dg,
submodules (resp. and a,H" (M, F) filtered holonomic).
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A morphism m = (mz) : (M7),ur;) = ((N7),vrs) in Cpe(S/(S5)) is said to an usu local equivalence
if all the my are usu local equivalences. A morphism m = (my) : (M7, F),ury — ((N1,F),v15))
in Cpes(2) i (S/ (S7)) is said to an r-filtered usu local equivalence if all the m; are r-filtered usu local
equivalences.

Definition 78. Let S € Var(C) and let S = U;S; an open cover such that there exist closed embeddings
i; + S; = S; with S; € SmVar(C) jorletSe AnSp(C) and let S = U;S; an open cover such that there
exist closed embeddings i; : S; — S; with S; € AnSm(C). We denote by

DD@)fil,oo(S/(S’I)) = HOFOO,tOp(Cg(2)fil(S/(g[)))

the localizations with respect to oco-filtered Zariski, resp. usu, local equivalences. We have

Dp(1,0)fit,00n(S/(S1)) € Dpagit,eon(5/(S1)) € Dparitee(S/(S1))

the full subcategories which are the image of Cpayin(S/(Sr)), resp. of CD(170)ﬁl7h(S/(S’1)), by the local-
ization functor D(top) : Cg@)ﬁl(S/(S[)) — Dp(2)fit,00(S/(S1))-

In the analytic case, we also have

Definition 79. Let S € AnSp(C) and let S = U;S; an open cover such that there exist closed embeddings
i; 2 S; = S; with S; € AnSm(C). We denote by

Do (2)fit,00(S/(51)) 1= HoFrtop(Coe (2 7 (S/(S1)))
the localizations with respect to usu local equivalence. We have then
Do (1,0)fit,00,0(S/(S1)) € Dpayit,eon(S/(S1)) C Dpearit,eo(S/(S1))

the full subcategories wich are the image of Cpsa i n(S/(Sr)), resp. O’Doo(l70)fil7h(s/(g])), by the local-
ization functor D(usu) : Cu (914 (S/(S1)) = Dpee(2) it 00 (S/(S1))-

Definition 80. Let S € Var(C) and let S = U;S; an open cover such that there exist closed embeddings
;S; — Si with S; € SmVar(C). Or let S € AnSp(C) and let S = U;S; an open cover such that there
exist closed embeddings i;S; — S; with S; € AnSm(C).

(i) We denote by R B
Cp) 7 (S/(S1))°” € Cp2ya(S/(S1))

the full subcategory consisting of (M, F),ury) € CD(Q)fil(S/(S’I)) such that

H™((My, F),urs) = (H"(My, F), H"ur ;) € PSh o) 14(S/(51))

that is such that the H™uyy are isomorphism. We denote by DD(Q)I'Z-Z(S/(S’I))O := D(top) (CD(Q)I'Z-Z(S/(S']))O)

its tmage by the localization functor.

(ii) We have the full embedding functor
Lg/(g,) : COD(Q)fil(S) = COD(Z)j'il(S/(gf)) — 05(2)fil(s/(§1))7
((MlvF)vst) = ((MI7F)7SIJ)

By definition, L?;/(gj)(C%(l,o)fil(s/(gf))) C Cg(LO)fil(S/(gl)). This full embedding induces in the
derived category the functor

151 Dby sit0(8) = Doy fit,00(S/(S1) = Dy pit,ee (S/(S1),
(M, F),s15) = (M1, F),s15).
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Proposition 85. Let S € Var(C) and let S = U;S; an open cover such that there exist closed embeddings
;S; — Si with S; € SmVar(C). Or let S € AnSp(C) and let S = U;S; an open cover such that there
exist closed embeddings i;S; — S; with S; € AnSm(C). Then,

Lg/(g,) : DY) pit00(S) = D2y fit,0(S/(S1))

is a full embedding whose image is DD(Q)I'Z-LOO(S/(S’I))O, that is consists of (My, F),s1y) € CD(Q)fil(S’/(S']))
such that B
H"((My, F),s17) = (H"(M1, F), H"(s17)) € PShp(S/(S1)).

and

L?S‘ = L?;/(SVI) : DOD(z)fz'l,oo(S> = DD(2)fil,oo(S/(g1))O

the induced equivalence of categories.
Proof. Standard. O
We finish this subsection by the statement a result of kashiwara in the singular case.

Definition 81. Let S € AnSp(C) and S = UL_, i an open cover such that there exist closed embeddings
;0 S; = S; with S; € AnSm(C). We will consider the functor

Js : Cpayra(S/(S1)) = Cpes(2)7a(S/(S1)),
(M, F)yupg) = Js(Mp, F) upg) = (Jg, (M, F), J(ury)) == (M; @ps Dg°, F), J(ur))

with, denoting for short dry :=dg, —dg,,

J(u T, I (=
Jurg) : J(Mp, F) 22 J(pr (M, F)ldy ) 2220

Of course Js(Cp1,0)1(S/(S1))) C Cpee(1,0)41(S/(S1)).

Proposition 86. Let S € AnSp(C) and S = UL_, i an open cover such that there exist closed embeddings
;0 S; = S; with S; € AnSm(C). Then the functor

Js : Cpaypa(S/(S1)) = Cpe(2y5a(S/(Sr)),

pro«d (My, F)[drs].

satisfy Jgs 05(2)ﬁl(3/(§1)) C C'gm@)ﬁl(S/(gl)) and induces an equivalence of category
s+ Dp(a)fit,orn(S/(S1)) = Dpoe (@) fit,0n(S/(S1)).
and Js(Dp1,0)fit,corn (S/(S1)) € Dpsein (1,0 fit, 0 (S/(S1)).

Proof. Follows immediately from the smooth case (proposition 48). O

4.3.2 Duality in the singular case
The definition of Saito’s category comes with a dual functor :

Definition 82. Let S € Var(C) and let S = US; an open cover such that there exist closed embeddings
i; 1 S; — S; with S; € SmVaNLr((C) jorlet S e AnSp(C) and S = US; an open cover such that there exist
closed embedding i; : S; < S; with S; € AnSm(C). We have the dual functor :

]D)g : C%jzl(s/(gf)) - CODfil(S/(gI))v ((MIvF)v‘SIJ) = (Dé{l (MIvF)vs?J)v
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with, denoting for short dry :=dg, —dg,,

DX (s;}) T\ (p1s,D)(—)

uf; Dé{ (Mg, F) Dgle*(MJ, F)d)) ————= pu*Dg{J (M, F)[drs]

It induces in the derived category the functor
LDE : DY,:,,(S/(S1)) = D5 (S/(S1)), (M1, F),s15) — DEQ((My, F),s15),
with ¢ : Q((My, F),s15) = ((My,F),s15) a projective resolution.
In the analytic case we also define

Definition 83. Let S € AnSp(C) and S = US; an open cover such that there exist closed embedding
;0 S; = S; with S; € AnSm(C). We have the dual functor :

&%+ Cp=a(S/(S1)) = Cpeesia(S/(51)), (M1, F),urg) = (Dg ™ (M1, F), uf,),
with ud; defined similarly as in definition 82. It induces in the derived category the functor
LD : Do ia(S/(S1)) = Do gua(S/(S1)), (Mr, F),ury) = (Dg *Q((Mr, F),uf),

with ¢ : Q((My, F),s15) — (M1, F),s15) a projective resolution.

4.3.3 Inverse image in the singular case

We give in this subsection the inverse image functors between our categories.

Let n : S < S be an open embedding with S € Var(C) and let S = U;S; an open cover such that
there exist closed embeddings i; : S; <+ S; with S; € SmVar(C) ; or let n : S° < S be an open embedding
with S € AnSp(C) and let S = U;S; an open cover such that there exist closed embeddings i; : S; < S;
with S; € AnSm(C). Denote S¢ :=n~'(S;) = S; N S° and n; = nyse + S§ < S° the open embeddings.
Consider open embeddings 7 : S’}’ < S; such that S’}’ NSy = S¢, that is which are lift of n;. We have
the functor

n*: Cpyu(S/(Sr)) = Cpya(S°/(52)),
(M,F) = ((M[,F),U[J) — n*(M,F) = (ﬁ])*(M,F) = (ﬁ?(MI,F),n*uU)

which derive trivially.

Let f : X — S be a morphism, with X, S € Var(C), such that there exist a factorization f; X — l
Y xS 2% S with Y € SmVar(C), [ a closed embedding and pg the projection, and consider S = Ul_,S; an
open cover such that there exist closed embeddings 4; : S; < S;, with S; € SmVar((C) or let f X—=S

be a morphism, with X, S € AnSp(C), such that there exist a factorization f;X Ly x 825 S with

Y € AnSm(C), | a closed embedding and pg the projection and consider S = ul_,S; an open cover

such that there exist closed embeddings i; : S; — S;, with S; € AnSm(C). Then, X = U._, X; with
= f71(S;). Denote by pr : S; — S; and Py Y x S; =Y x S; the projections and by

E[J: S’J\SJL)gJ ,E}JZ YXS‘J\XJ YXS’J,Ef]J XJL)S’J
lpu lpr.r lp/” l/p'” lp'” lPIJ
S]\ S[\SW);S] YXS’]\(X]\XWJ):WL)YXS’] ng1j1—>§1

the commutative diagrams. The (graph) inverse image functors is :

f*mod[ Cszl(S/(SI)) — Cszl(X/(Y X S’])),

(M, F) = (Mg, F),urs) — f4= (M, F) .= (Px, E(p ;mod[ Yy, F)), et )
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with, denoting for short dy; :=dg, —dg ,

o B wrg)

f;mOd[i]uu Ty, E(p*STOd[i] (M;, F))

Lx, B(T(p75 " pg,) (=)~ ldy +d1]

I'x, E(pg[md[i]pu* (M, F)[drs])

U, B(py 705 (M, F)[dy + dis])
— P}J*FXJE(med[ (M, F))ldr).
It induces in the derived categories the functor

Rfrmodl=]T . DD(Q)fil,oo(S/(gl)) — Dp(2) fit,00 (X/ (Y X S1)),

(M, F) = (M5, F),urg) = U0 (M, F) o= (Dx, By (Mo, F)), £ ).

It gives by duality the functor

Lol D) ineo (9/(S1)° = D@y fite(X/ (Y x 51))°,
(M, F) = (Mg, F),ury) — LfFmol=0E (0, F) .= LDE Rfmed =T LDE, S~ (M, F).

where 1§+ D, 9y 11 (S/(S1)) = Dp(a)fit,00(S/(Sr))° is the isomorphism of definition 80.

Let f X — S be a morphism, with X, S € AnSp(C), such that there exist a factorization f; X LN

Y xS 25 SwithY e AnSm(C), [ a closed embedding and ps the projection and consider S = U; _15’ an
open cover such that there exist closed embeddings 4; : S; < S;, with S; € AnSm(C). Then, X = Ul_, X;
with X; := f71(S;). We have also the functors,

f*mod[ CDOOfd(S/(SI)) — ODOszl(X/(Y X g[)),

(M, F) = ((My, F),ury) = foU (M, ) o= (O, (0 My, B, £ )

with, denoting for short dy; := ng — dSI’

e s (7))

£ gy D, B (M, F))

Tx, E(T(p;7°%pg, ) (=)~ )ldy +d1]

L, By pry.(My, F)ld1))

FXIE(pIJ*pngd(MJa F)[dy + dIJ])
— P}J*FXJE(med[ J(My, F))dr).

It induces in the derived categories, the functor

Rf*mOd[i]’F : DD“’(2)fil,oo(S/(‘§1)) — DD°°(2)fil,oo(X/(Y x gl))’

(M, F) = (M, F),urs) = RFF™UE (M, F) o= (Dx, By (Mo, F)), £ ),

It gives by duality the functor
LfFm U Do 9) £i,00(S/(S1))° = Do 2y pit,oe (X/ (Y x S1))°,
(M,F) = ((Mq, F),urs) = L (A F) o= LR R prmedl=lE pkoee, &4 (M, F).
where (%, : DODoo(z)fil,oo(S/(Sl)) = D’Doo(g)fil’oo(S/(S]))O is the isomorphism of definition 80.
The following proposition are then easy :

Proposition 87. Let f; : X =Y and fo: Y — S two morphism with X,Y,S € Var(C). Assume there

exist factorizations f1 : X Ny Yy 2L Y and fa:Y Loy § 25 S with YY" € SmVar(C), I1, 12
closed embeddings and pg,py the projections. We have then the factorization

faofi: X
We have, for (M, F) € Og(Q)ﬁl(S/(g,)), R(fs 0 f1)med=10 (M, F) = Rf;mod -1.r Rf*mod[ L(M,F).

Lzoly)oly yr oy 5 B3y g,
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Proof. Follows from the the fact that for (M, F) = (M, F),ury) € OS(Q)fil(S/(S’])),

(O, BT B a0, £ ) =
(Cx, B((fir o far)™ (M, F)), (fl]of2])*m0d[ Jug

by proposition 50(i) and the fact that X; C fi;*(Y7). O

ury)

Proposition 88. Let fi : X =Y and fo: Y — S two morphism with X,Y,S € Var(C). Assume there

exist factorizations f1 : X 5y xY 25 Y and f2:Y 2Y" xS 25 S withY',Y" € SmVar(C), Iy,1s
closed embeddings and pg,py the projections. We have then the factorization

(Ig01y1)oly
EEE——

foofi: X Y/ xY" xS 255

We have, for (M,F) € C3 2)f”(S/(§1)) or (M,F) € C'gm@)ﬁl(S/(g[)), R(f2 o f1)*med=10 (M, F) =
Rf*mod[ Rf*mod[ (M, F)

Proof. Similar to the proof of proposition 87. O

4.3.4 Direct image functor in the singular case

We define the direct image functors between our category.

Let f : X — S be a morphism with X, S € Var(C), and assume there exist a factorization f : X 4
Y x § 25 S with Y € SmVar(C), I a closed embedding and pg a the projection ; or let f : X — S
be a morphism with X, S € AnSp(C), and assume there exist a factorization f : X Lyxs g
with ¥ € AnSm(C), [ a closed embedding and ps a the projection. Let S = ul_,S; an open cover such
that there exist closed embeddings i; : S; < S; with S; € SmVar(C) ; resp. let S = Ul_,S; an open
cover such that there exist closed embeddings i; : S; < S; with S; € AnSm(C). Then X = U_, X;
with X; := f~1(S;). Denote, for I C [1,---1], S; = MiesS; and X; = Nie;X;. For I C [1,---1], denote
by S; = IL;c;S;, We then have, for I C [1,---1], closed embeddings iy : S; — S; and the following
commutative diagrams which are cartesian (we take Y = P™:© in the algebraic case)

~ Ps ~

f]=f|XIZX]lI—>YXS]pLS] ,YXSJLSJ
R

~ Ps; ~ ~ P3; ~

Y xS ——= 57 Y xS —— 51

with 1 : l|x,, i7 = I xir, ps, and pg, are the projections and p7; = I xpr;. Then fr:= Pg, - Y xS; — S;
is a lift of fr = f|x,. We define the direct image functor on our category by

Flg s Cpeypu(X/(Y x 51)) = Cpay7ia(S/(S1)),
(M, F)urg) = (flnbg(Mr, F), f*(ur)) == (pg,. E(23 5, 15,0 F6) @0, 5 (M1, F)ldy]), f*(u11))

with, denoting for short dy; := dg, —dg

I’

fk(u](])[dy] “ D5 ((Q;’XSI/SI F)®OYX51 (My, F))

ps,*E(DR(YXSI/SI)(uu))

P3« ((Q;/XS /81 7Fb) ®OYX§I p/IJ*(MJvF)[dIJ])

T3 (p1s,@)(Mr,F) .
e P5 E(pr1-(, 5,5, 1) @o, 5 (My, F)ld1])

S pg, E((Q2 F) ®o (M, F))[dr).

YxS5;/8;° Y x5
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It induces in the derived categories the functor
FDR ~
/f t Dp)fit,o0(X) = Dp@piteo(S), (M1, F),ury) — (flmaa(M1, F), f*(urs))

Let f X — S be a morphism with X, .S € AnSp(C), and assume there exist a factorization f : X 4
Y xS 2% SwithY e AnSm(C), [ a closed embedding and pg a the projection. Let S = Ut_,S; an open

cover such that there exist closed embeddings i; : S; < S; with §; =¢ AnSm(C). Then X = U'_, X;
with X; := f71(S;). We also have the functors

ot : Co2)pi(X/(Y x 1)) = Cpoe(2)7a(S/(51)),
(Mr, F),urg) = (FERE (M, F), fF(ury)) = (p5,. (2 5, /5, o) ®o, o (M, F)ldy]), f*(urs))

where f¥(ur;)[dy] is given as above,

FDR
/f t Dpoc(2) fit,o0 (X) = Dpoe(2) fit, 00 (5),
(M1, F),ury) = (FEnh(Mr, F), f*(ur)) == (05, B 5, 15,0 1) @0, 5 (M1, F)ldy]), F(ury))

where f*(ur;)[dy] is given as above.
In the algebraic case, we have the followings:

Proposition 89. Let f1 : X = Y and fo : Y — S two morphism with X,Y,S € QPVar(C) quasi-

projective. Then there exist factorizations f1 : X LY xY 25 Y and fa:Y Ly yr x 8 P55 S with
Y/ =PNo c PV YY" =PN2 ¢ PV open subsets, 11,1y closed embeddings and ps, py the projections. We

have then the factorization fso f1 : Loty ol yrr oy § 25, 8 Leti: S < § a closed embedding

with S = P™° C P" an open subset.
(i) Let (M, F) € Cpaya(X/(Y x Y" x §)). Then, we have [, (M, F) = [; " (f; " (M, F)) in
Dp2)fi,00(S/(S1)).
(i) Let (M, F) € Cpaypan(X/(Y xY" x S)). Then, we have f(l;f;]z
in Dp(2) fit,00,n (S/(S1))-
Proof. (1):By the smooth case : proposition 73, we have en isomorphism

FDR ,FDR FDR ,FDR FDR FDR
/ / (M, F) / / (M, F) = (M, F) ;:/ (M, F).
2 p (

Y% 5 Ps f20f1)

FDR FDR
g (

(M,F) = [}, M, F))

(ii):Follows from (i). O
In the analytic case, we have the followings:

Proposition 90. Let f;1 : X = Y and fo : Y —> S two morphism with X, Y S e AnSp((C) quasi-
projective. Then there exist factorizations fi1: X -5 Y'xY 25V and fo : Y Ly yr v § P55 S with
Y =PNo c PVN)Y” =PN2 c PV open subsets, 1,12 closed embeddings and ps,py the projections. We

have then the factorization fao fi : X Lzoly)oli yr oy § 255 S, Leti: S < § a closed embedding

with S = P™° C P an open subset.

FDR, rFDR

(i) Let (M,F) € Cpoe(a)pun(X/(Y' x Y" x S)). Then, we have f 1o (M, F) = P

in Dpee(9) fit,00 (S/(S1)).-

(M, F))
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(ii) Let (M, F) € Cpeo(ayirn(X/(Y' x Y x S)). Then, we have f
in Dpos(2) fit, 00 (S/(S1)).

Proof. (i): By the smooth case : proposition 74, we have en isomorphism

FDR ,FDR FDR ,FDR FDR FDR
/ / (M, F) / / M,F)l>/ (M, F) ;:/ (M, F).
2 p

Y/ x5 Ps (f20f1)
(ii):Follows from (i). O

FDR FDR
DR (M.F) = [FPR(FPR (0, F))

4.3.5 Tensor product in the singular case

Let S € Var(C) and let S = US; an open cover such that there exist closed embeddings i; : S; — S; with
S; € SmVar(C) ; or let S € AnSp(C) and S = US; an open cover such that there exist closed embeddings
i; 2 S; = S; with S; € AnSm(C). We have the tensor product functors

(=) @50 (=) : C344(S/(S1)) = Cora(S/(SD)),
(M1, F),urg), (N1, F),v10)) = (M1, F) @0, (N1, F)ldg, ], urs @ vi),

with, denoting for short d;; :=dg, —dg, and dr := dg,,

) T(p75°% pr.s)(—)lds] *mod
ury @ury s (Mr, F) ®og (Ni, F)ldi] p1+P17 (M1, F) @04 (N1, F))ld1]

= o« (M;, F) @0, p?fznOd(NhF))[dl]

I(p; 7% pra) (= =) (wr)®I(p; 7 prs) (= =) (vrs)ld1]

pri«((My, F) ®og  (Ng, F))lds + dr].

Let S € AnSp(C) and S = US; an open cover such that there exist closed embeddings i; : S; < S;
with S; € AnSm(C). We have the tensor product functors

(=) @52 (=) Choe 1 (S/(S1)) = Cse pa(S/(S1)),
(((M],F),’U,[J), ((vaF)vaJ)) ((vaF) ®O§I (vaF)vuIJ ®UIJ)5
with ur; ® vyy as above.

Proposition 91. Let S € Var(C). Denote Ag : S < S x S the diagonal embedding. Let S = US; an
open cover such that there exist closed embeddings i; : S; — 5'1- closed embedding with 5’1 € SmVar(C) ;
orlet S € AnSp(C) and S = US; an open cover such that there exist closed embedding i; : S; — S; with
S; € AnSm(C). We have, for ((My,F),ury), (N1, F),vr5) € Cpra(S/(Sr)),

((MI,F),uU)®[55]I (N1, F),vr0) = AF"N (M1, F),ur).(N1, F),v1s))

Proof. Follows from proposition 55. O

4.3.6 The 2 functors of D modules on the category of complex algebraic varieties and on
the category of complex analytic spaces, and the transformation maps

Definition 84. Consider a commutative diagram in Var(C) which is cartesian :

D= Xpr——T .



Assume there exist factorizations f : X LN VixSEL 8, ¢:T N Yy x S 25 S, with Y1,Ys € SmVar(C),
1,1l closed embeddings and ps, ps the projections. Then, the above commutative diagram factors through

’

D= f:Xr Vi x T T

pT
ll; llg_leg l/lQ
1 =Ixl Yo xS

P X XY S xYax 8y, x S

lpx lPleS lps

fiXx—Lt syixs—2 .9

whose squares are cartesian. Let S = U;S; be an open cover such that there exist closed embeddings

S, < S; with S; € SmVar(C). Then X = U; X; and T = U;T; with X; := f’l(Si) and T; := f=1(S;).
Moreover fi = fix. + Xi — S lift to fi = pg, Y1 X S; — S; and g; = =g  Ti — S lft to
gi ==pg, : Y2 ¥ S; — S;. We then have the following commutative diagram whose squares are cartesian

f/ZX[T#-HXT[LT[

ll/m ll/z/f \Llﬂ
l’l’_I><l

X1 % Ve 2N x Ve x 8 vy % &y

l:ﬂx lpylxéf \Lf]z

irolr 1
XI—>}/1><SI—>S]

We then define, for (M, F) = ((Mz, F),urs) € Cp2)ra(X/(Y1 x S1)), the following canonical transfor-
mation map in Dpa)fit,eo(T/ (Y2 % S1)), using proposition 79,

TPl f, ) (M, F) :

FDR
Rg*mOdI/f (Mv F) (FTIE( *mOdpSI*E((Q;/lng/gIan) ®OY1><S'I (MI’F)D’gijdfk(uIJ))

(TS (ps, 51) (M1, F)

. *mod *mod
(FTIE(pY2><§I*E((QY1><Y2><5'1/Y2><S[7Fb) ®OY1><Y2><SI pY1><SI(MI7F))) f (pY1><S]( IJ)))

(T (@) (Pyed, (Mr,F))

'k

(pY2><5'I*E((Q;/1><Y2X§I/Y2><§I7Fb) ®Oyl><y2><§1 FY1XTIE(p;T;gI((MI7F)))) f (gJ*mOd(ugJ)))

FDR ,
= / Rg *mod,F(M, F)

In the analytic case, we have

Definition 85. Consider a commutative diagram in AnSp(C) which is cartesian :

’

D=(f9)= Xr L1 .

o,

X——=S5

Assume there exist factorizations [ : X by x s 2 S,g:T Ly, x S 25 S, with Y1,Ys € AnSm(C),
l1,1ly closed embeddings and ps, ps the projections.
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(i) We have, for (M, F) € Dp(2)¢il,00,n(X/(Y1 xS1)), the following transformation map in Dp2)fit,00(T/ (Y2 x
51))
FDR

FDR
TDmod(f7 g)((M, F)) . Rg*mod,f“/f (1\47 F) N ; Rg *mod,F(M, F)

define in the same way as in definition 84
(i) For (M, F') € Dpec(a)fit,00 (X /(Y1 X S1)), the following transformation map in Dpoo(2) fit,00 (T'/ (Yo x

S’I)) FDR

FDR
TDmOd(f, g)((]\47 F)) . Rg*mod,l“/ (M, F) - Rgl*mOd’F(M, F)
f I’
is defined in the same way as in (i) : see definition 8.
In the algebraic case, we have the following :

Proposition 92. Consider a commutative diagram in Var(C)

=(f,9) = XTf—>T .

)

X—S5

which is cartesian. Assume there exist factorizations f: X R VixSEL S, g:T N Yy x 8 255 S, with
Y1,Ys € SmVar(C), I1,ls closed embeddings and ps, ps the projections. For (M, F) = ((My, F),ur;) €
Cp2)fit,e(X/ (Y x 51)),

FDR FDR
TDmOd(f, g) . Rg*mod,F/ (1\47 F) N Rg >i=mod,1‘(]\47 F)
I i
is an isomorphism in Dp(9) fi1,00(T /(Y2 X S1)).
Proof. Similar to the proof of proposition 81: the maps
le) ~ ~xmod °
Tw (pS’IagI)(MIa F) gr pSI*E((QYXS']/S'I’ Fb) ®OY><5'I (va F)) -
P E(Qy o, /7,0 Fy) @0y G917 (M1, F))
are oo-filtered Zariski local equivalences since gy : Y3 X S T — S 1 are projections. O
Proposition 93. Consider a commutative diagram in AnSp(C)

T .
b,k
f
X——=S5

which is cartesian. Assume that f (hence f') is proper and that there exist factorizations f : X

Vi x S 2 g, g: T LN Yo x S 25 S, with Y1,Ys € AnSm(C), ly,l2 closed embeddings and ps, ps the

projections.
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(i) For (M,F) = ((My,F),ur;) € Cp@sun(X/(Y1 x Sp))

FDR FDR ,
TDmOd(f, g) . Rg*mod,f‘/f (M, F) N / Rg =o<77wd,f‘(]\47 F)

is an isomorphism in Dp(2)fi1,00(T/ Y2 X Sp).

(i) For (M, F) = (M1, F),ury) € Cpee(aypir,n(X/(¥Y1 x S1))

FDR FDR ,
TDmOd(f, g) . Rg*mod,f‘/f (M, F) N / Rg =o<77wd,f‘(1\47 F)

’

is an isomorphism in Dpes (2)fi1,00(T/ (Y2 X S1)).

Proof. (i):Similar to the proof of proposition 92.
(ii):Similar to the proof of proposition 92. O

Deﬁnition 86. Let f: X — 8 be a morphism, with X, S € Var(C), such that there exist a factorization

i X Ly xS 5 withy ¢ SmVar(C), | a closed embedding and ps the_projection, and consider
S = UL_,S; an open cover such that there exist closed embeddings i; : S; — S;, with S; € SmVar(C) ;
Then, X = Ul_, X; with X; := f~(S;). We have, for (M,F) = ((My,F),urs) € Cp() 7i1(S/(Sr)), the

canonical transformation map in D’D(2)fil(Tan/(T}ln))

T an, yr) (M, F) :

f*mOd[f]’F(M, F))™ .= (T, E(p ;mod[ ](M[,F)))a", (f*mOd[i]u]J)an)

(T (an,yr,)(-))

(Crgn B((p " (01, F))om), prmedlugy)
*mod an *1M.0 an *mod[— an
= (Drp B(pg Mg, 1)), f gy = T (0,

where the equality is obvious (see proposition 52).

Definition 87. Let f : X — S a morphism with X, S € Var(C). Assume there ezxist a factorization

X Ly xS P S withy SmVar(C), | a closed embeddmg and ps the projection. Let S =
UZ 15 be an open cover such that there exist closed embeddings i; : S; — S; closed embeddings with
S; € SmVar(C). We have, for (M, F) = (M1, F),ur;) € Cpsu(X/Y x Si), the following transformation
map mn Dpfil(Xan/(Y X S[)an)

FDR

TDmOd(ana f)(Ma F) : (/f (Mv F))an = (pg,*E((Q;/XgI/gIan) ®OyX§I LD(MIaF)))ana (fk(u?]))an)
FDR

(pTI* ((Q;/XT /T ’Fb) ®O(YXTI)M LD(MI?F)an)vf,k((u?,])an)) =: / (Mv F)an

an

(TS (ps, am) (M, F))

Theorem 24. Let f X — S a morphism with X,S € Var(C). Assume there exist a factorization

f:X LyxS2 Suwithy € SmVar(C), I a closed embedding and ps the projection. Let S = U; L_,S; be
an open cover such that there exist closed embeddings i; : S; — S; closed embeddings with S; € SmVar(C).
Let M € Dpyio(X/Y x Sr). If f is proper,

(an, f)(M /M = (M)
fa.'n.
is an isomorphism.
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Proof. By theorem 22, T¢ (pg,an)(M) are usu local equivalences. O
In the analytic case, we have the following canonical transformation maps

Definition 88. Let f : X — S be a morphism, with X, S € AnSp(C), such that there exist a factorization
i X LY xS 2 Swithy € AnSm(C), I a closed embedding and ps the projection, and consider
S = UlizlSi an open cover such that there exist closed embeddings i; : S; — S;, with S; € An~Sm((C) ;
Then, X = Ul_, X; with X; := f~1(S;). We have, for (M,F) = ((My,F),ur;) € Cp2)7u(S/(5r)), the
canonical transformation map in Dpe 15 (T/(Tt)) obtained by the canonical maps given in definition 61

and definition 66 :
T(f,00) (M, F) : Jp(f U (M, F)) i= (Jz, (D, By (M1, F))), T ug )

St
T (o0, —
(T (00T, )(—)) (T, B(J-

I

(g (M1, F))), Niy)

(T(pgl,oo)(f)) *mod|— *mod|— *mod|—
———— (O, B(py" s, (M, F)), o (ugg)) =: ot (T (M, F))
4.4 The category of complexes of quasi-coherent sheaves whose cohomology
sheaves has a structure of D-modules

4.4.1 Definition on a smooth complex algebraic variety or smooth complex analytic space
and the functorialities

Let X € SmVar(C) or let X € AnSm(C). Recall that (see definition 51 section 4.1) Co, ru,p(X) is the
category

e whose objects (M, F) € Coy ri,p(X) are filtered complexes of presheaves of Ox modules (M, F') €
Coy rit(X) whose cohomology presheaves H™ (M, F) € PSho, rii(X) are emdowed with a structure
of filtered Dx modules for all n € Z.

e whose set of morphisms Home,, .., »(x) (M, F), (N, F)) C Home, .., (x)((M, F), (N, F)) between
(M, F),(N,F) € Coy rup(X) are the morphisms of filtered complexes of Ox modulesm : (M, F) —
(N, F) such that H"m : H*(M,F) — H"(N, F) is Dx linear, i.e. is a morphism of (filtered) Dx
modules, for all n € Z.

More generally, let & : X — S a morphism with X, S € SmVar(C) or with X,S € AnSm(C). Then,
Ch+0s fit,n=p(X) the category

e whose objects (M, F) € Ch-0gfih+p(X) are filtered complexes of presheaves of h*Og modules
(M,F) € Chrogyi(X) whose cohomology presheaves H"(M,F) € PShpogfiu(X) are emdowed
with a structure of filtered h* Dg modules for all n € Z.

e whose set of morphisms Home, ., . .,(x) (M, F), (N, F)) C Homg, ., .., cx)((M, F), (N, F)) be-
tween (M, F), (N, F) € Cp+0g4 rit,n-p(X) are the morphisms of filtered complexes of h* Dg modules
m: (M,F) — (N, F) such that H"m : H"(M,F) — H"(N,F) is h*Dg linear, i.e. is a morphism
of (filtered) h*Dg modules, for all n € Z.

Definition 89. Let S € SmVar(C) or S € AnSm(C). Let Z C S a closed subset. Denote by j : S\Z — S

the open complementary embedding.

(i) We denote by Cog p,z(S) C Cos p(S) the full subcategory consisting of M € Cog p(S) such that
such that j*H™"M =0 for all n € Z.

(i1) We denote by Cogri,p,z(S) C Cogriu,n(S) the full subcategory consisting of (M, F) € Cogri,p(S)
such that there exist r € N such that j*EP1(M,F) = 0 for all p,q € Z, note that by definition r
does NOT depend on p and q.
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We look at functoriality

e Let S € SmVar(C) or S € AnSm(C). Let (M, F) € Cogru,p(S). Then, the canonical morphism
q:Lo(M,F) — (M, F)in Cogru(S) being a quasi-isomorphism of Og modules, we get in a unique
way Lo(M, F) S COsfil,D(S) such that q: Lo(M, F) — (M, F) is a morphism in OOsfil,D(S)

e Let f: X — S be a morphism with X, S € SmVar(C), or let f : X — S be a morphism with X, S €
AnSm(C). Let (M, F) € Cogyip(S). Then, f*™4H"(M,F) = (Ox,Fy) @04 [*H"(M,F) is
canonical a filtered Dx module (see section 4.1 or 4.2). Consider the canonical surjective map
q(f) : Hrfmod(M, F) — f*medq™(M,F). Then, q(f) is an isomorphism if f is smooth. Let
h:U — S be a smooth morphism with U, S € SmVar(C), or let h: U — S be a smooth morphism
with U, S € AnSm(C). We get the functor

h*™oh: Cog pirp(S) = Coy rap(U), (M, F) = h*™°% (M, F),

e Let S € SmVar(C) or S € AnSm(C), and let i : Z — S a closed embedding and denote by
j : S\Z < S the open complementary. For M € Co4 p(S), the cohomology presheaves of

T'zM := Cone(ad(5%, j«) (M) : M — j.j"M)[—1]

has a canonical Dg-module structure (as j*H"M is a j*Dg module, H"j.j*M = j,j*H™ M has an
induced structure of Dg module), and vz (M) : Tz M — M is a map in Cog p(S). For Zo C Z a
closed subset and M € Cog p(S), T(Z2/Z,v)(M) :Tz,M — T'zM is a map in Cog p(S). We get
the functor

I'z : Cosfi,p(S) = Cogri,p(S),
(M, F) = I'z(M, F) := Cone(ad(j", j.) (M, F)) : (M, F) — j.j"(M, F))[-1],
together we the canonical map vz (M, F) :Tz(M,F) — (M, F)

More generally, let h : Y — S a morphism with Y¥,.5 € Var(C) or Y, S € AnSp(C), S smooth, and
let i : X — Y a closed embedding and denote by j : Y\X < Y the open complementary. For
M € Cr04 (YY),

Tx M := Cone(ad(j*, j«) (M) : M — j.j*M)[-1]

has a canonical h* Dg-module structure, (as j*H™M is a j*h*Dg module, H"j,j*M = j,.j*H"M
has an induced structure of j*h*Dg module), and yx (M) : TxM — M is a map in Ch=0g p+p(Y).
For Xo C X a closed subset and M € Chrog,10(Y), T(Z2/Z,¥)(M) : Tx,M — I'x M is a map in
Crrog.n+p(Y). We get the functor

I'x : Che0g fit,h*D(Y) = Chros fit,n=p(Y),
(M, F) — FX(M, F):= Cone(ad(j*,j*)((M, F)): (M, F)— j*j*(M, F))[—l],

together we the canonical map yx (M, F) : Tx(M,F) — (M, F)

e Let f: X — S be a morphism with X, S € SmVar(C), or let f : X — S be a morphism with

X, S € AnSm(C). Consider the factorization f : X Lxxsh S, where [ is the graph embedding
and p the projection. We get from the two preceding points the functor

frmodl s Cogrp(S) = Coy pip(X x S), (M, F) = f*m°bT(M, F) .= Txp*™°4(M, F),
and

frmed=l Cog i (S) = Coy pip(X % S), (M, F) — frmed=l0 (M F) := T x E(p*™°4(M, F))[~dx],
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which induces in the derived categories the functor
Rf*™od=L - Do rinp(S) = Doy pap(X % S), (M, F) = RfF™eU=I0 (M F) .= Tx E(p*™ed-1 (M, F)).
For (M, F) € Cogrup(S) or (M, F) € Cogsi(S), the canonical map in Coy rau(X x S)
ad(i*™°? i,)(=) : LoD x E(p*™°4(M, F)) = i,i*™°‘ Lol x E(p*™°4(M, F))
gives in the derived category, the canonical map in Doy rit,00(X X S)
I(f*motY (M, F) : Rf*™04T(M, F) = LoTx E(p*™*%(M, F)) ad(i"™°% i) ()
i Lol x E(p*™ (M, F)) = i,i*™° Lo (p*™°4(M, F)) = Lf*™°%(M, F)
where the isomorphism is given by lemma 10.

e Let S € SmVar(C). We have the analytical functor :

(=) : Cogfir,p(S) = Cogri,p(S™™), (M, F) — (M, F)™ := an§"* (M, F) = (M, F)®anz 05 Ogan
which induces in the derived category

(_)an : DOs.fiLD(S) - Dos.fiLD(San)v ((Mv F) = (M7 F)an = anngd(Mv F))

since angm"d is an exact functor.

We have, for f: T — S with T, S € SmVar(C) or with T, S € AnSm(C), the commutative diagrams
of functors

Cpra(S) 2% Cori,p(S) , Dprir(S) 5 Doytip.r(S)
lf*mod[],l‘ l‘f*wnod[],r‘ lRf*mod[],F lRf*mod[],F
Cpra(T) —> Copun(T) Dopsitr(T) —2> Do jirp.r(T)

where og and or are the forgetfull functors.
4.4.2 Definition on a singular complex algebraic variety or singular complex analytic space
and the functorialities

Definition 90. Let S € Var(C) and let S = U;S; an open cover such that there exist closed embeddings
;2 S; — S; with S; € SmVar(C) ; or let S € AnSp(C) and let S = U;S; an open cover such that there

exist closed embeddings i; : S; < S; with S; € AnSm(C). Then, Oofilﬁp(S/(S’])) is the category
e whose objects are (M, F) = ((Mr, F)cp,..q), urg), with
- (MI7 F) S COSIfil'D,SI (gl);

—ury :m*(M;, F) — m*p[J*(MJ,F)[dSJ —dg}] for J C I, are morphisms, pry : S; — Sy being
the projection, satisfying for I C J C K, prj«ujx 0 uyy = urg in COSI filyD(S’]) R

o whose morphisms m : (Mr, F),ur;) — ((Nr1, F),v17) between (M, F) = (M1, F)icp,..q), urs) and
(N, F) = ((N1, F)rcp,..q1,v17) are a family of morphisms of complezes,

m = (m] : (M],F) — (NI,F»IC[l,ml]

such that vry omy = prj«myoury in COSIf,L'LD(S]).
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We denote by C’gﬁl’D(S/(gl)) C Corup(S/(S1)) the full subcategory consisting of objects (M, F), ury)
such that the uyy are oo-filtered Zariski, resp. usu, local equivalences,and

Dojitp,00(5/(51)) := HoT,0cC5 .0 (S/(S1))
the derived category.

Let f X — S be a morphism, with X, S € Var(C), such that there exist a factorization f; X — l
Y xS 25 S with Y € SmVar(C), [ a closed embedding and pg the projection, and consider S = ut_,S; an
open cover such that there exist closed embeddings i; : S; < S;, with S; € SmVar((C) or let f X =S

be a morphism, with X, S € AnSp(C), such that there exist a factorization f;X Ly xS 25 S with

Y € AnSm(C), I a closed embedding and ps the projection and consider S = Ul_,S; an open cover

such that there exist closed embeddings i; : S; — S;, with S; € AnSm(C). Then, X = ul_, X; with
X; := f~1(S;). Denote by prs: Sy — S; and Py Y x S; — Y x S} the projections and by

E[J: g]\SJng ,E}JZ YXS‘J\XJ YXS’J,Ef]J XJL)S’J
lpu lpr.r lp/” l/p'” lp'” lPIJ
5‘]\(5[\5%2% 5'1 Y x S’]\(X]\ij):% Y x S’] Y x S’I jI—> S’I

the commutative diagrams. We then have the filtered De Rham the inverse image functor :

Frmod= s Corap(S/(S1)) = Copap(X/(Y x Sp)), (M,F)=((M;,F),uz;) —

fretE T (M, F) = (Dx, B My, ), 550 )

with, denoting for short dy; :=dg, —dg,

R e (7))

Tx, By pr s (M, F)[dr,))

£y gy D By (v, F)) Sy

St
Ix, E(T(p;7e%, ng)(*)fl)[dYerIJ]

X B0 705" (M, F)[dy + dis])
= P D, By ) (M, F)ld),
It induces in the derived categories, the functor
R Do rit oo (S/(S1) = Doyir,p,so(X/(Y x Sp)),
(M, F) = ((Mr,F),urs) =

RfmodhT = prmed TN (M, F) = (Dx, Epg" " (M1, F)), 757 hurg).

By definition, for f : T — S with 7,8 € QPVar(C) or with 7, S € AnSp(C)?F, after considering a

factorization f : T Ly xS SwithY € SmVar(C), [ a closed embedding and pg the projection, the
commutative diagrams of functors

Cpya(S/(Sr)) Corap(S/(S1)) .  Doprur(S/(Sr)) Dogi.p,o(S/(S1))
lf*mod[],l" lf*mod[],l" lRf*mod[],F lRf*mod[],F

Cpra(T/(Y x 81)) —== Cosap(T/(Y x S1))  Dpiee(T/(Y % 81)) —= Dogup.(T/(Y x 5r))

where og and or are the forgetful functors.
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Let f : X — S be a morphism, with X, S € Var(C), such that there exist a factorization f; X 4
Y x § 25 S with Y € SmVar(C), [ a closed embedding and pg the projection, and consider S = Ul_,S;
an open cover such that there exist closed embeddings i; : S; < S;, with S; € SmVar(C) ; Then,
X = Uélei with Xl = f_l(Sl) We have, fOl“ (M,F) = ((M],F),U[J) € Cofil’D(S/(S]))v, the
canonical transformation map in Doy p (T /(T7"))Y
17 an, y7)(M, F) :
FreI (O, ) = (P B (M ) (7 )™

(T (anyr,)(-))

s*mod|— an smod[—], an
(Drgn B((pg " (Mg, F)™™), frmelt=-Tugy)

= *mod|[— an smod|[—], an smod|[— an
— (FT?”E(I)S’I [ ](MI aF))af d[ ]uIJ) = f d[ ]I((MvF) )

where the equality is obvious.

5 The category of mixed Hodge modules on complex algebraic
varieties and complex analytic sapces and the functorialities

For S € Top a topological space endowed with a stratification S = I_Ig:1 Sy, by locally closed subsets Sy, to-
gether with the perversity p(Sk), we denote by P(S, W) C Dy;(S) the category of filtered perverse sheaves
of abelian groups. For a locally compact (hence Hausdorf) topological space, we denote by D.(S) C D(S)
the full subcategory of complexes of presheaves whose cohomology sheaves are constructible.
5.1 The De Rahm functor for D modules on a complex analytic space
Let S € AnSm(C). Recall we have the dual functor
Ds: C(S) = C(S), K — Dg(K) := Hom(K, E(Zg))
which induces the functor
LDg : D(S) — D(S), K — LDg(K) :=Dg(LK) := Hom(LK, Ect(Zs)).
Let S € AnSm(C).

e The functor
M € PShp(S) — DR(S)(M) := Q% ®os M € Cey(S)

which sends a Dg module to its De Rham complex (see section 4) induces, after shifting by dg
in order to send holonomic module (degree zero) to perverse sheaves, in the derived category the
functor

DR(S)I): Dp(S) = Dy (S), M
DR(S)[i] (M) = DR(S)(M)[ds] = Q; ®og M[ds] ~ Kg ®%)s M ~ 'HomDS (DsLDM, E(Os))[ds]

and, by functoriality, the functor

DR(S)™) : Dpojit,e0(S) = D fit,oo(S),
(Mv W) = DR(S)[i] (Mv W) = (Q:‘%Fb) ®Os (Mv W)[dS] = KS ®és (Mv W)

e On the other hand, we have the functor

O(Cs (S) — Cpoo (S), K — 'Homcs (L((j]])s(LK), E(Os))[—ds]
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together with, for K € Cg¢, (S5), the canonical map

s(K) : K — DR(S)!7/(Jg"Home, (Le(DsLK), E(Os))[—ds])
— Homp, (D§ LpJg Homes (Le(Ds LK), E(Os)), E(Os)),
ceT(S% L(K)) —s s(K)(c) = (¢ € T(S°°, LpHom(Lc(K), E(Og))) = ¢(c))

where S°° C S° C S are open subsets.
The main result is Riemann-Hilbert equivalence :
Theorem 25. Let S € AnSm(C).

(i) The functor Jg : Dp y1(S) = Dpee 1, (S) is an equivalence of category. Moreover, for K € C(S),
we have Hom(L(K), E(Og)) € Cpe ,(S).

(i1) The restriction of the De Rahm functor to the full subcategory Dp r1,(S) C Dp(S) is an equivalence
of category
DR(S)™): Dp () = Deg o(S)

whose inverse is the functor
K € Ceg,o(S) = J " Home, (DsL(K), E(Os))[—ds),
the map s(K): K = DR(S)I7V(J""Homc, (LcDsL(K), E(Os))) being an isomorphism.
(i) The De Rahm functor DR(S)=] sends regular holonomic modules to perverse sheaves.
Proof. See [18]. O
Let S € AnSp(C) and S = UézlSi an open cover such that there exists closed embeddings i; : S; < S;.
e The De Rham functor is in this case
DR(S)"™): Dpogit,eo(S) = Despit,o(S), M = (M1, W), uzg) =
DR(S)TN M, W) := (DR(S)!N (M7, W), DRE (ugg)) = (Qf, ©@0,, (M7, W), DR (ug))

with, denoting for short d; = dg,

— ° ad(pr,pry«)(— * °
DR (ury) : Q3 @0, (My, W)ldy) 222200, s p3 03 @0, (Mi, W)[dd]

PIJ*QS VK [dr] . *mo
% pIJ*QS«J ®O§J Prg d(MbW)[dI]

pro I3 pra)(—, =) (urs)[di]

p1+825 ®os (My, W)ldy +dr]

e Considering the diagrams

Dry= 8; 255

]

JrJ
Sy ——=51

we get the functor
T(S/(S
Cegrit(S) LAL/ACIN Cces£it(S/(S1)) = Cpoyit(S/(Sr)),
(K, W) = (Home, (LeDg, (Lizej7 (K, W)), E(Og,))[—dg, ], urs (K, W))
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where

ury (K, W) : Home, (LcDg, L(irji (K, W)), E(Og,))[~dg,]

ad(p; 7% prs)(—)
%

praepry " Home, (LeDg, L(irgi (K, W), B(Og,))[~dg,]

Hom(—,Eo(pry))oT (prs,hom)(—,—)

prssHome, (pr,LcDg, L(ir.ji (K, W)), E(Og,))[—dg,]

Hom (T (prs,D)(—)"",-))

proxHome, (LeDg,piyLinji (K, W), E(Og,))[-dg,]
Hom(LeDg , T*(D1s)(j; (K,W)),E(Og))

proHome, (LeDg, L(isajy (K, W), E(Og,))[—ds, -
Moreover, for (K, W) € Cf;u(S), we have
(Home, (LcDg, L(ir i (K, W)), E(Og,)[~dg, ], urs(K, W)) € Cp=ogun(S)"
and a canonical map in Dy (S) = D (S/(Sr))
s(K) - T(S/(S0)) (K, W) = (L(irj7 (K, W)), I) =

DR(S)!)(Jg " Home, (LeDg, L{irji (K, W), B(Og,))[~dg,], urs (K, W)

Corollary 3. Let S € AnSp(C). Let S = UL_,Si an open cover such that there exists closed embeddings
i; + S; = S;. The restriction of the De Rahm functor to the full subcategory D%mh(S’) C D%(S) is an
equivalence of category

DR(S)): DY, ,,,(S) = Deg ()

whose inverse is the functor
K Jg' (Homeg (LeDg, L{irj; K), E(Og,))[~dg, ], urs (K))
the map

S(K) : T(S/(Sl))(Kv W) = (L(il*j;(Ku W))vl) -
DR(S)(Jg Home, (LeDg, Llingi (K, W)), B(Og,))[~dg, ], urs(K,W))

being an isomorphism.

Proof. Follows from theorem 25(ii), see [27]. O

Proposition 94. (i) Let S € AuSm(C).Then, for M € Cp (S), there is a canonical isomorphism
T(D,DR)(M) : DSDR(S) /(M) = DR(S)"/(DE LpM)

(ii) Let S € AnSp(C). Let S = UL_,S; an open cover such that there exists closed embeddings i; : S; —
Si. Then, for M = (My,ury) € C .(S/(S1)), there is a canonical isomorphism

T(D,DR)(M) : DSDR(S)=N (M) = DR(S)/(LDE M)

Proof. (i):See [16].
(ii):Follows from (i), see [27]. O

We have the following transformation maps :
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e Let g: T — S a morphism with 7',.S € AnSm(C). We have, for (M, W) € Cpou(S), the canonical
transformation map in D (T) :
T(g, DR)(M, W) : g"DR(S)N(M, W) := ¢*(Q% ®0s Lp(M,W))[ds]

Q Lp(M,W))[d
7/5(Lp( Nlds] Q/} ®0y g*mOdLD(M,W)[dS]

= QF @0, ¢ Lp (M, W)[ds] =: DR(T)') (Lg*™ ) (M, W)

Note that this transformation map is NOT an isomorphism in general. It is an isomorphism if g is
a smooth morphism. If g is a closed embedding, it is an isomorphism for M non caracteristic with
respect to g.

e Let j: S° — S an open embedding with S € AnSm(C). We have, for (M, W) € Cposu(S°), the
canonical transformation map in Dy; () :
T.(j, DRY(M, W) : DR(S)!7)(j (M, W) = Q% @05 ji (M, W)[ds]

T (G,@)(Lp(M,W)[ds] . , e . _
UONEL LIS, 5. (0% @0s0 Lo(M,W))[ds] =: j.DR(S))(M, W)

which is an isomorphism (see proposition 79).

o Let g : T — S a morphism with 7,5 € AnSp(C). Assume there exist a factorization g : T 4

Y x 825 S withY e AnSm(C), I a closed embedding and pg the projection. Let S = U;S; an
open covers such that there exist closed embeddings #; : S; — S; with S; € AnSm(C). We have, for
M = (My,ur;) € Cp(S/(S1)), the canonical transformation map in Dy (T/(Y x Si))

T'(g, DR)(M) : T(T/(Y x S1))(g' DR(S)) (M, W)
— (P1, B(97 (g, ®og, Lp(Mr, W), g; DR(ur.))

Oy 5,75 Lp(M1,W)))

(T, E(Q 5 @o,, ., 91" (M1, W)), DR(g1™"u17))
~xmod
(TS (7,®)(37 Lp(M,W))) (Q;/Xg ®OY><S- FTIE( *mOd(M],W)) DR( *moduIJ))

=+ DR(T)/(Rg™™ ! 0E (M, W)
which is an isomorphism.

o Let [ : T — S a morphism with 7,5 € Var(C). Assume there exist a factorization f : T — l

Y xS 2% S withY € SmVar(C), I a closed embedding and ps the projection. Let S = U;S; an
open covers such that there exist closed embeddings i; : S; < S; with S; € SmVar(C). We have,
for M = (My,ur5) € Cp(S/(Sr)), the canonical map in Dy (T/(Y x Sr))

DR(T)! (1™ (an, ~7)(M)) -
DR(T) (R o= IT Ay .= DR (T, B (p)))en, (frmedt-hug )any)
— DR(T) V(R *moU=E (M9m)) := DR(T)N(Dpen B(f7 M (aagmy), prmodl=lugomy).

Proposition 95. Let f:T — S a morphism with T,S € Var(C). Assume there exist a factorization

f:T Ly xS 2 Swithy € SmVar(C), I a closed embedding and ps the projection. Let S = U;S;
an open covers such that there exist closed embeddings i; : S; — S; with S; € SmVar(C). Then, for
M = (M;,ury) € Cpu(S/(Sr)), the map in Dy (T/(Y x Sr))

DR(T)N (T (an, vr) (M) -
DR(T)N(R et MMy = DRT)N (O, B (), (frmedtlug )em))
— DR(D)I (R (M) i= DR (Drpn BCF N 0m), et hudiy™)

given above is an isomorphism.
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Proof. See [16]. O

In the algebraic case, we have, by proposition 95, for complexes of D-modules whose cohomology
sheaves are regular holonomic the following canonical isomorphisms:

Definition 91. (i) Let f: T — S a morphism with T, S € Var(C). Assume there exist a factorization
f:T Ly sSSP S withy e SmVar(C), I a closed embedding and ps the projection. We have,
for M = (My,ury) € Cp 1n(S/(S1))°, the canonical map

T'(£, DR)(M) : f'DR(S)\)(arem) LLLROI),

DR(T) (1™ (anyr) (M)

DR(T) (Rl ()
DR(T)[f] ((Rf*mod[f],FM)an) —. DR(T)[f] ((Rf*mod[f],FM)an)'

which is an isomorphism by proposition 95.

(i) Let f : T — S a morphism with T, S € Var(C). Assume there exist a factorization f : T LN

Y xS 25 8§ withy e SmVar(C), I a closed embedding and ps the projection. We have, for
M = (My,ury) € Cp +n(S/(S1))°, the canonical transformation map

T(f, DR)(M) : DR(T)(L oI Ar)*) .= DR(T)! (LD Rf*m 1T LD M)™)

T(D,DR)(-) LDET!(f,DR)(—)

LDEDR(T) (R frmod=IT LD M)
LDE f'T(D,DR)(—)*

LDX f'DR(S)N(LDE pam)

LD} f'LD§ DR(S)I (M) = f*DR(S)}(b")
which is an isomorphism by (i) and proposition 94.

(ii) Let f: T — S a morphism with T, S € QPVar(C). Consider a factorization f : T Lyxstss
with Y = PN C ]P’JNV an open subset, | a closed embedding, and pg the projection. We have, for
M € Cpn(T]Y x 8)°, the canonical transformation map

7.4, DRYM) : DRS) ([ aaym) B Ry g D) f ) BTG DL

Rf.DR(T)!)((ad(L f*medl=1T [ y(M))m)

Rf.DR(T)I7 (L frmol-1r /f My Rf.DR(T)I") (0"

which is an isomorphism by GAGA in the proper case and by the open embedding case (c.f. propo-
sition 95).

(iv) Let f: T — S a morphism with T, S € QPVar(C). Consider a factorization f : T Lyxs?tsg
with Y = PN ¢ PN an open subset, | a closed embedding, and ps the projection. We have, for
M € Cp1(T), the canonical transformation map

T\(f,DR)(M) : RADR(T)=(Mom)

RfIDR(T)(Rfrmodl=1T /f ())*)

ngDR(T)[*](ad(ff! Rf*mod[*],l")(M)an)

T'(f,DR)(f; M) ad(Rfi, f)(—

RES DR 01) s DRS)([ a1

which is an isomorphism by (i) and proposition 94.
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5.2 The filtered Hodge direct image, the filtered Hodge inverse image, and
the hodge support section functors for mixed hodge modules

We consider in the algebraic and analytic case the following categories :
e Let S € AnSm(C). The category Cp(1,0)fi1,rn(S) x1 Cra(S) is the category
— whose set of objects is the set of triples {((M, F,W), (K, W), «)} with
(M, F,W) € Cpo)piten(S), (K,W) € Cra(8), oz (K, W) ® Cs = DR(S)! (M. W)

where DR(S)H is the De Rahm functor and « is an isomorphism in D;(S),

— and whose set of morphisms are
(b - (¢D7¢C) : ((MluFu W)7 (Klaw)ual) — ((M27F7 W)u (K27W)7a2)

where ¢p : (M1, F,W) = (Ma, F,W) and ¢¢ : (K1, W) — (K3, W) are morphisms such that
az 0o DR(S)T(¢p) = ¢ o ay in Dyiy(S).

We have then the full embedding
PShp1,0)fit,rn(S) X1 Pri(S) = Cp(1,0)fit,rn(S) X1 Dar(S)
The category Dp(1,0)fit,c0,rh(S) X1 Dyi(S) is then the category
— whose set of objects is the set of triples {((M, F,W), (K, W), «)} with
(M, F,W) € Dp1.0)fit,c0rn(S), (K, W) € Dga(S), a: (K,W)®Cs — DR(S)I7/ (M, W))

where DR(S)H is the De Rahm functor and « is an isomorphism in D;(S),

— and whose set of morphisms are
(b = (¢Da¢C) : ((MlaFa W)v (Klvw)aal) - ((M27F7 W)a (K27W)aa2)

where ¢p : (M1, F,W) = (My, F,W) and ¢¢ : (K1,W) — (K3, W) are morphisms such that
as o DR(S)(¢p) = ¢ o a1 in Dyir(S).

together with the localization functor
(D(usu), D(usu)) : Cp(1,0)fir,rn(S) X1 Cri(S) = Dp1,0)fit,corn(S) X1 Dgir(S)

e Let S € AnSp(C). Let S = UiesS; an open cover such that there exists closed embeddings i; :
S; — S; with Sy € AnSm(C). The category Cp (1,0 fi1,rn(S/(S1)) X1 Cra(S) is the category

— whose set of objects is the set of triples {(((Mr, F,W),urs), (K,W),«)} with

(M1, F,W),urs) € Cpi,0)i,0n(S/(S1)), (K, W) € Cru(S),
a:T(S/(S))(K,W)®Cs — DR(S)IN (M, W), uzy)

where DR(S)H is the De Rahm functor and « is an isomorphism in D;(S),

— and whose set of morphisms are
(b - (¢D7¢C) : (((leaFa W)quJ)a (Klaw)ual) — (((M217F7 W)quJ)a (KQ,W),OCQ)
where ¢p : (M1, F,W) = (Ma, F,W) and ¢¢ : (K1, W) — (K3, W) are morphisms such that
az 0o DR(S)T(¢p) = ¢c o a1 in Dyy(9).
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We have then full embeddings

PShOD(l,O)fil,rh(S/(gl)) x1 Pri(S) = C%(l,o)fil,rh(s/(gf)) x1 Dyi(S)
LD & -~ -
=5 Cpoyiten(S/(50))° X1 Dyin(S) = Cpoypiten(S/(S1)) X1 Dyan(S)
The category D’D(l)o)fil)oo)rh(s/(g[>> X1 Dy (S) is then the category
— whose set of objects is the set of triples :{((M, F, W), ury), (K, W), )} with

(M7, F,W),u1s) € Dp(1,0)fiteorn(S/(S1)), (K, W) € Dsu(S),
a: (K,W)®Cs — DR(S)I(((My, W), ur,))

where DR(S) is the De Rahm functor and « is an isomorphism in D ;(S),

— and whose set of morphisms are
(b - (¢D7¢C) . (((M17F7 W)quJ)a (Klaw)ual) — (((M27F7 W)quJ)a (KQ,W),OCQ)

where ¢p @ (M1, F,W),ury) = (Mg, F,W),ury) and ¢¢ : (K1,W) — (K2, W) are mor-
phisms such that ay o DR(S)!"(¢p) = d¢ 0 ay.

together with the localization functor
(D(usu), D(usw)) : Cp1,0)fit,rn (S/(S1)) 1 Craa(S) = Dp1,0)pit,c0rn(S/(S1)) x1 Dgua(S)
We have then a full embedding
D10y pitoorn(S/(S1)) X1 Dyir(S) -, Dop(1,0) fit,c0,rn(S/(51))° %1 Dyar(S)
< Dp(1,0)fit,ee,rn(S/(S1)) X1 Dgir(S)
e Let S € SmVar(C). The category Cp(1,0)fit,rn(S) X1 Cra(S™) is the category
— whose set of objects is the set of triples {((M, F,W), (K, W), «)} with
(M,F,W) € Cpa.0)pitrn(S), (K, W) € Cra(S™), a: (K,W)® Csgan — DR(S)ZN((M, W)*")

where DR(S)H is the De Rahm functor and « is an isomorphism in D ¢;(S*"),

— and whose set of morphisms are
(b - (¢D7¢C) : ((MluFu W)7 (Klaw)ual) — ((M27F7 W)u (K27W)7a2)

where ¢p : (M1, F,W) = (Ma, F,W) and ¢¢ : (K1, W) — (K3, W) are morphisms such that
as 0 DR(S)T(¢p) = e 0 ay in Dy (S™™).

We have then the full embedding
PShp1,0)i,rn(S) X1 Pra(S*") = Cp,0yfit,rn(S) X1 Dpir(S*")
The category Dp(1,0)fit,c0,rn(S) X1 Dyir(S®") is then the category
— whose set of objects is the set of triples {((M, F, W), (K,W),«a)}
(M, F.W) € Dpu,o)fit,oorn(S), (K, W) € Dpan(S™), a: (K, W) ® Cs — DR(S) (M, W)™)

where DR(S)H is the De Rahm functor and « is an isomorphism in D ¢;(S*"),
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— and whose set of morphisms are
(b - (¢D7¢C) : ((MluFu W)7 (Klaw)ual) — ((M27F7 W)u (K27W)7a2)

where ¢p : (My, F,W) — (Ma, F,W) and ¢¢ : (K1, W) — (K2, W) are morphisms such that
az 0 DR(S)[T(¢%) = ¢pc o o in Dyyy(S").

together with the localization functor
(D(zar), D(usu)) : Cp1,0)fir,rn(S) X1 Cra(S*") = Dp1,0)fit,00,rh(S) X1 Dpa(S™)
e Let S € Var(C). Let S = U;¢1.S; an open cover such that there exists closed embeddings i; : S; — S;
with St € SmVar(C). The category Cp1,0)si,rn(S/(S1)) X1 Crit(S") is the category
— whose set of objects is the set of triples {(((Mr, F,W),urs), (K,W),«)} with
(M7, F,W),ur;s) € Cp1,0) 1,00 (S/(S1)), (K, W) € Criu(S™),
a:T(S/(S))(K,W)® Cs — DR(S)=H (M7, W), ur,)™™)

where DR(S)H is the De Rahm functor and « is an isomorphism in D ¢;(S*"),

— and whose set of morphisms are
(b = (¢D7¢C7) : (((MllvFv W),’U,](]), (Klvw)aal) - (((MQIvFv W),’U,](]), (K27W)aa2)

where ¢p : (My, F,W),ury) = (M2, F,W),ur;) and ¢¢ : (K1,W) — (K2, W) are mor-
phisms such that as o DR(S)I71(¢%') = ¢c 0 ay in Dyy(S97).

We have then full embeddings

PShOD(l,O)fil,rh(S/(gl)) X1 Pru(S™) = C%(l,o)fil,rh(s/(‘gf)) X1 Dy (S")

0 Opoyiten(S/(51))° %1 Dya(S*™) < Cproy it (S/(S1)) x1 Dyan(S™)
The category DD(LO)ﬁlmmh(S/(S'I)) X1 Dy (S") is then the category
— whose set of objects is the set of triples {(((My, F,W),ury), (K,W),«)} with

(M1, F,W),uz1;) € Dp(1,0)fit,00,rn(S/(S1)), (K, W) € Dyu(S™),
a: (K,W)® Cger, = DRSSV (M, W), urs)™™)

where DR(S) is the De Rahm functor and « is an isomorphism in D ;(.S),

— and whose set of morphisms are
(b — (¢D7¢C) : (((M17F7 W)quJ)a (Klaw)ual) — (((M27F7 W)quJ)a (KQ,W),OCQ)

where ¢p : (My, F,W),ury) = (M2, F,W),ur;) and ¢¢ : (K1,W) — (K2, W) are mor-
phisms such that as o DR(S)(¢%) = ¢ 0 .

together with the localization functor
(D(zar), D(usu)) : Cp(1,0)fitrn(S/(S1)) x1 Cra(S™) = Dp(1,0)fit,0rn(S/(S1)) 1 Dy (S™)
We have then a full embedding

D10y it.oorn(S/(S1)) X1 Dfir(S™) == Dp(1,0)fit,o,rn(S/(S1)° X1 Dyan(S™™)
— DD(l,o)fz'l,oo,rh(S/(gI)) x1 Dy (S™")
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For holonomic D-modules on a smooth variety S € SmVar(C), there exist for a closed embedding
Z C S with Z smooth, a Vz-filtration (see definition 50) satisfying further hypothesis so that it is unique:

Definition 92. Let S € SmVar(C) or S € AnSm(C).

(1)

(i)

Let D =V (s) C S be a smooth (Cartier) divisor, where s € T'(S, L) is a section of the line bundle
L = Lp associated to D. Let M € PShp(S). A Vp-filtration V' for M (see definition 50) is called
a Kashiwara-Malgrange Vp-filtration for M if

— ViM are coherent Og modules for all k € Z, that is V is a good filtration,
— sVikM = Vi1 M for k <<0,

— all eigenvalues of sOs : Gryy = ViiM/Vi_1M — Gryp M := VipM/Vi_1M have real part
between k — 1 and k.

Almost by definition, a Kashiwara-Malgrange Vp-filtration for M if it exists is unique (see [28]) so
that we denote it by (M,Vp) € PShogfu(S) and (M,Vp) is strict. In particular if m : (M, F) —
(M2, F) a morphism with (My,F),(Ma, F') € PShp)su(S) such that My and My admit the
Kashiwara-Malgrange filtration for D C S, we have m(Vp (FPMq) C Vp (FPMa, that is we get
m: (M1, F,Vp) = (Ms, F,Vp) a filtered morphism, and if 0 = M’ — M — M" — 0 is an ezact
sequence, 0 = (M',Vp) — (M, Vp) — (M",Vp) — 0 is an exact sequence (strictness).

More generally, let Z =V (s1,...,8,) =D1N---ND, CS be a smooth Zariski closed subset, where
si € T(S,L;) is a section of the line bundle L = Lp, associated to D;. Let M € PShp(S). A
Vz-filtration V' for M (see definition 50) is called a Kashiwara-Malgrange Vyz-filtration for M if

— VM are coherent Og modules for all k € Z,
— > 8iVieM = V1M for k << 0,

— all eigenvalues of Y., 805, : Gry g M := Ve M/ Vo1 M — GrkVM = VieM/Vi—1M have real
part between k — 1 and k.

Almost by definition, a Kashiwara-Malgrange Vz-filtration for M if it exists is unique (see [28])
so that we denote it by (M,Vz) € PShogra(S) and (M,Vz) is strict. In particular if m :
(My,F) — (Ma, F) a morphism with (My, F),(Ma, F') € PShpa)zi(S) such that My and Ma
admit the Kashiwara-Malgrange filtration for D C S, we have m(Vz o FPMy) C Vz (FPMs, that is
we get m : (M, F,Vz) = (Ma, F,Vyz) a filtered morphism, and if 0 = M' — M — M" — 0 is an
exact sequence, 0 — (M',Vz) = (M,Vz) — (M",Vz) — 0 is an exact sequence (strictness).

Proposition 96. (i) Let S € AnSm(C).

(ii)

— Let D=V (s) C S a smooth (Cartier) divisor, where s € I'(S, L) is a section of the line bundle
L = Lp associated to D. If M € PShp ,1(S), the Kashiwara-Malgrange Vp-filtration for M
(see definition 92) exist so that we denote it by (M,Vp) € PShog i (S).

— More generally, let Z = V(s1,...,8,) = DiN---N D, C S be a smooth Zariski closed
subset, where s; € T'(S,L;) is a section of the line bundle L = Lp, associated to D;. If
M € PShp(2),1(S), the Kashiwara-Malgrange Vyz-filtration for M (see definition 92) exist so
that we denote it by (M, Vz) € PShog ru(S).

Let S € SmVar(C).

— Let D =V (s) C S a smooth (Cartier) divisor, where s € T'(S, L) is a section of the line bundle
L = Lp associated to D. If M € PShp ,1(S), the Kashiwara-Malgrange Vp-filtration for M
(see definition 92) exist so that we denote it by (M,Vp) € PShog i (S).
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— More generally, let Z = V(s1,...,8,) = DiN---N D, C S be a smooth Zariski closed
subset, where s; € T'(S,L;) is a section of the line bundle L = Lp, associated to D;. If
M € PShp(2),n(S), the Kashiwara-Malgrange Vyz-filtration for M (see definition 92) exist so
that we denote it by (M,Vz) € PShog ru(S).

Proof. (i):Follows from the work of Kashiwara. Note that the second point is a particular case of the
first by induction. (ii): Take a compactification S € PSmVar(C) of S and denote by D C S the closure
of D. Using the closed embedding i : S < Lp given by the zero section, we may assume that D
is smooth. Denote by j : S\D < S the open complementary. Then, j.M € PShp 4 (S) is regular
holonomic. The result then follows by (i) and GAGA for j, M and we get (j. M, Vp) € PSho,fu(S) and
(M,Vp) = (§*j. M, j*Vp) € PSh Og fil(S). We can also prove the algebraic case directly using the theory
of meromorphic connexions since a simple holonomic Dg-module with support Z C S is an integrable
connexion on Z° = Z N S°, 5° C S being an open subset. O

We have from Kashiwara or Malgrange the following which relates the graded piece of the Kashiwara-
Magrange V-filtration Vp of a Dg module M € PShp ., (S) along a smooth divisor D with the nearby
and vanishing cycle functors of DR(S)(M) with respect to D :

Theorem 26. Let S € AnSm(C). Let D =V (s) C S be a smooth (Cartier) divisor, where s € I'(S, L) is a
section of the line bundle L = Lp associated to D. Denote by j : S° := S\D < S the open complementary
embedding and by k : S° Ly 50 25 S with k the universal covering of S° For M € PShp ,1(S) a regular
holonomic Dg module, consider (M,Vp) € PShog i (S) it together with its Vp filtration. Then,

e there is canonical isomorphism

T(V,DR)(M) : DR(S)(Gry,.0 M) = ¥p(DR(S)(M)) := Rk,k* DR(S)(M)

e there is canonical isomorphism
T(V,DR)(M) : DR(S)(Gry,,—1 M) =

60 (DR(S)(M)) = Cone(DR(S)(M) “E=222 4 DR(S) (M) -1
e T(V,DR)(M) : DR(S)(0s) =~ can, with can : YypDR(S)(M) — ¢p(DR(S)) the structural embed-

ding of complezes of the cone,

o T(V,DR)(M) : DR(S)(T') ~ s0s, with T : wpDR(S)(M) — ¥p(DR(S)) the monodromy mor-
phism.

e T(V,DR)(M) : DR(S)(s) =~ var with var : pp DR(S)(M) — vp(DR(S)).
Proof. See [28]. O

The main tool is the nearby and vanishing cycle functors for Cartier divisors. We need for the definition
of Hodge modules on a smooth complex algebraic variety S to extend the V-filtration associated to a
smooth Cartier divisor D C S of regular holonomic Dg module M such that the monodromy morphism
T :Yp(DR(S)(M)) = ¥p(DR(S)) is quasi-unipotent by a rational V-filtration (i.e. indexed by rational
numbers).

Definition 93. Let S € SmVar(C) or S € AnSm(C). Let D = V(s) C S a (Cartier) divisor, where
s € T'(S,L) is a section of the line bundle L = Lp associated to D. We then have the zero section
embedding i : S — L. We denote Lo = i(S) and j : L° := L\Ly < L the open complementary subset.
We denote PShD(g)fiMh(S)SpDO C PShp(2)fir,rn(S) the full subcategory consiting of objects such that the
monodromy operator T : 1p(DR(S)(M@™)) — ¢p(DR(S)(M(*™)) is quasi-unipotent.
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(i) Let (M, F) € PShp2) i, rn(S)*PP° By proposition 96, we have the Kashiwara-Malgrange Vs-filtration
ON GumodM . We refine it to all rational numbers as follows : fora =k —-1+1r/q€Q, k,q,7 € Z,
q<0,0<r<q—1, we set

Vo.aM = qy 1 (Dk-1<p<a Gr)5 M C Ve M

with Grkaﬁ M :=ker(0ss — BI) C Grkvs M and gy : Vs M — Grkvs M is the projection. We set
stmilarly

VS7<01M = q;}g(@k—l<ﬂ<a Gr}c/:sﬁ M C VS,k:M
The Hodge filtration induced on er M is

FPGrYs M := (FPM N Vs oM)/(FPM N Vs <o M)

(i1) we have using (i) the nearby cycle functors
¥p : PShp it i (S)#P = PShpfin(D/(S)), (M, F) = tp(M,F) := ©_1<a<0 GTvy,a ixmod(M, F)
and
¥p1 : PShp ) fit,rn ()P0 = PShp i en(D/(S)), (M, F) = ¢p1 (M, F) := Grvg —1 tumoa(M, F)
and the vanishing cycle functor

¢p1 : PShp(a) i1 1 (S)*PP° = PShp(a) pirrn(D/(S)), (M, F) = ¢p1(M, F) := Gryg 0 ismoa(M, F).

(iii) This induces, by theorem 26, the nearby cycle functors

¥p : PShp1 o) iren(S)PP0 x 1 Ppa (S — PShp1,0)fit,rn,0(S) X1 Pra,p(S™"),
((Mv Fv W)a (K7 W),Oé) = 1/1D((M7 Fv W)a (K7 W),Oé) = (wD(Mv Fv W)5¢D(Ka W)va(o‘))

and

Y1 : PShp 1 0) pit,rn ()P0 X1 Pris(S“™) — PShp 0y piten.n(S) X1 Prat,p (S,
((M7 F7 W)u (K7 W)u Oé) = ¢Dl((M7 F7 W)7 (Ku W)7 CY) = (le(M7 F7 W)u ¢D1(K7 W)u ¢Dl(a))
and the vanishing cycle functor

ép1 : PShp( 0y rit,en(S) P20 X1 Dy (S@™) — PShp 1,0y fit,rn,0(S) X1 Pra,p(S*"),
((Mv Fv W)a (K7 W),Oé) = ¢D1((M7 Fv W)a (K7 W),Oé) = (¢D1(Ma Fa W)7¢D(K7 W),d)D(CY))

We have the category of mixed Hodge modules over a complex algebraic variety or a complex analytic
space S defined by, for S smooth, by induction on dimension of S, and for S singular using embeddings
into smooth complex algebraic varieties, resp. smooth complex analytic spaces:

Definition 94. [27]

(i) Let S € SmVar(C) or S € AnSm(C). Denote PSthilmh(S)Sp’SSd C PShp i+ (S) the full subcate-
gory consisting of objects (M, F)

— such that for all Cartier divisor D = V(s) C S, s € I'(S,L), denoting i : S — L the
closed embedding the monodromy morphism T : ¢p(DR(S)(M©@™)) — 1hp(DR(S)(M©@™))
is quasi-unipotent, SFPVg qtumoaM = FPVs o 1twmodM for a < 0, OsFP GrXS TemodM =
GrZﬁ_l TemodM for a > —1, the filtration induced by F on ers TemodM 18 good,
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— which admits a decomposition with Dg module with strict support on closed irreducible subva-
rieties.

The category of Hodge modules over S of weight w is the full subcategory
LS . HM(S, w) = @deNHMSd(S; w) — PSthilyrh(S)Sp’SSdX]P(S(an)), — PSthﬂmh(S)X[P(S(an))
given inductively by, d being the dimension of the support of the Dg modules,

— forig : so — S a closed point, ig.tpy : HMs, (S, w) = HS < PShpfirrh,se(S) X1 Ps, (Slan))
consist of Hodge structures of weight w, this gives H My(S, w)

— for Z C S an irreducible closed subvariety of dimension d, (M, F),K,a) € PShp i -1 (S) X1
P(S@™) belongs to HMz(S,w) if and only if M has strict support Z (i.e. supp(M) = Z
and for all non trivial subobject N or quotient of M supp(N) = Z), and for all proper maps
f:8°—= Al such that fiznse #0, j : S° = S being an open subset,

GrkW(N) Yr-10)(J" (M, F),j°K, j* o) € HM<q-1(5%, w—1+k) — PSthil,rh,f*l(o)(So)XIPffl(o)(So(lm))

for all k € Z, see definition 93, W (N) being the weight filtration associated to the monodromy

morphism T : ;-1 (o) (DR(S)(M(@))) — Yr-1(0) (DR(S)(M (™)), we then set HM<q(S,w) :=

©zcS,dim(z)=aH Mz (S, w).

(ii) Let S € SmVar(C) or S € AnSm(C). The category of mized Hodge modules over S is the full
subcategory
Ls : MHM(S) — MHW(S) < PShp(1 0y ir.rn(S) x1 Pra (™),
where the full subcategory M HW (S) consists of objects (M, F,W), (K, W), a) € PShp o) i,rn(S)x1
P (S9™) satisfy
(G} (M, F,W), Gt} (K,W),Gr}" a) € HM(S).

and the objects of MHDM(S) satisfy in addition an admissibility condition (in particular the three
filtration F, W,V are compatible). As usual, for Z C S a closed subset and j : S\Z — S the

open complementary subset, we denote MHMz(S) C MHM(S) the full subcategory consisting of
(M,F,W),(K,W),a) € MHM(S) such that

JF((M,E W), (K, W), a) := (55 (M, E,W), j*(K,W),j%a) = 0.
(iii) Let S € Var(C) or S € AnSp(C) non smooth. Take an open cover S = U;S; so that there are closed

embedding Sy — Sr, with St € SmVar(C), resp St € AnSm(C). The category of mixed Hodge
modules over S s the full subcategory

vs : MHM(S) — MHW (S) < PShp1.0)i1.-n(S/(S1)) x1 Pra(S“™)
consisting of objects
(M, F,W),urg), (K, W), ) € PShyy oy a0.,(S/(S1)) X1 Pr(Sm)

such that (M, F,W),T(S/(51))(K,W),a) € (MHMs,(S5)) (see (ii)). The category MHM(S)
does NOT depend on the open cover an the closed embedding by proposition 98.
() Let S € Var(C) or S € AnSp(C). We get from (iii) D(MHM(S)) := Houop, C(MHM(S)). By

induction, using the result for mized hodge structure and the strictness of the Kashiwara-Malgrange
V-filtration for morphism of D-module, the morphism of MHM(S) are strict for F' and W (see

[27]).
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e Let S € SmVar(C). We consider the canonical functor

ms : C(MHW (8)) <% Cp1.0)pa(S) x1 Cra(S*") == Cp1.0)pa(9),
(M, F, W), (K, W),a) — (M, F,W)
where pg is the projection functor. Then ms(MHW/(S)) C PShp(i,0)f:(S) is the subcategory

consisting of (M, F,W) € PShp,0)i(S) such that ((M,F,W),(K,W),a) € MHW(S) is a W
filtered Hodge module for some (K, W) € C;(S). It induces in the derived category the functor

w5 : DIMHW (S)) <% Dp(1,0) fit,e0(S) X1 Dyir(S“™) 2 Dp(1,0) it (S),
(M, F, W), (K,W),a) = (M,F,W)
after localization with respect to oo-filtered Zariski and usu local equivalence.

Let S € Var(C) non smooth. Take an open cover S = U;S; such that there are closed embedding
S; < Sy, with S; € SmVar(C). We consider the canonical functor

ms : C(MHW(S)) < Cp,0)7a(S/(S1)) x1 Cra(S™) £ Cpr0yra(S/(S1)),
(((M],F, W),UIJ), (K, W),Oé) — ((M],F, W),UIJ)

where pg is the projection functor. Then mg(M HW (S)) C PShD(LO)ﬁl(S/(g[)) is the subcategory
consisting of (M, F,W),ury) € PShD(LO)ﬁl(S/(g[)) such that (((My, F,W),ury), (K, W),a) €
MHW(S) is a W filtered Hodge module for some (K, W) € Cf;y(S). It induces in the derived
category the functor

TS © D(MHW(S)) L—s> DD(l,O)fil,oo(S/(S’I)) X1 Dfﬂ(S“") p_s> D’D(lyo)fil(s/(gj)),
(((M[,F, W),’U,IJ, (K, W),a) — ((M, F, W),U,[J)

after localization with respect to oo-filtered Zariski and usu local equivalence.

We have from [27] the following proposition which shows us how to construct inductively mixed Hodge
modules, as we do for perverse sheaves :

Proposition 97. (i) Let S € AnSm(C). Let D = V(s) C S a (Cartier) divisor, where s € T'(S, L)

(ii)

is a section of the line bundle L = Lp associated to D. We then have the zero section embedding
i:S8 — L. We denote Lo = i(S) and j : L° := L\Ly < L the open complementary subset. We
denote by MHW (S\D)** x ;y MHW (D) the category whose set of objects consists of

{(M,N,a,b), M € MHW (S\D)** N € MHW(D),a: ¥p1M — N,b: N — 1hp M}

where MHW (S\D)** C¢ MHW/(S\D) is the full subcategory of extendable objects. The functor
(see definition 93)

(5", ¢p1,c,0) : MHW(S) = MHW (S\D)** x ;y MHW (D),
(M, F W), (K, W), a) = (("(M, F,W), 5" (K, W), j"a), ¢p1 (M, F, W), (K, W), &), can, var)
is an equivalence of category.

Let S € SmVar(C). Let D = V(s) C S a (Cartier) divisor, where s € I'(S,L) is a section of
the line bundle L = Lp associated to D. We then have the zero section embedding i : S — L.
We denote Ly = i(S) and j : L° := L\Lo < L the open complementary subset. We denote by
MHW (S\D) x; MHW (D) the category whose set of objects consists of

{(M,N,a,b), M € MHW (S\D),N € MHW(D),a : yp1M — N,b: N — 1hp1 M}
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The functor (see definition 93)

(7%, dp1,¢,0) : MHW(S) — MHW(S\D) x ; MHW (D),
(M, E, W), (K, W), a) — ((5*(M,E,W), j* (K, W), "), op1 (M, F,W), (K, W), ), can, var)
is an equivalence of category.

Proof. See [27]. O

Let S € Var(C) or S € AnSp(C).

e If S € Var(C), let S = UL_,S,; an open cover such that there exist closed embeddings i; : S; < S;
with S; € SmVar(C), and let S = UL_,Si an other open cover such that there exist closed
embeddings i; : Sy — S; with Sy € SmVar((C)

e If Se AnSp((C) let S = U._,S; an open cover such that there exist closed embeddings i; : S; —
S; with S; € AnSm(C), and let S = Ué;zlsi/ an other open cover such that there exist closed
embeddings i, : Sy — Sy with Si € AnSm(C).

Denote L = [1,...,1], L’ = [1,...,l'] and L"” := [1,...,]JU[1,...,I']. We have then the refined open
cover S = Uger, Sk and we denote for Iul c ZNL/I, Stur = Nierur Sk and Sy := Hgerup Sk, so that
we have a closed embedding irur : Srur < Srur. Consider w&(MHM(S)) C PShpysi(S/(Sr)) and
Wé’/(MHM(S)) C PSthil(S/(S]/)). For I U II c Ju Jl, denote by Prur,jguJg’ - S’Ju‘]/ — S’]u[/ the
projection. We then have a natural transfer map
THY 2L (MHM(S)) — 75 (MHM(S)),
((M17 F7 W); SIJ) = (ho}lenzpf’(ful’)* GrVIuI/ p;?}&d]/)(MIa F))a SI/J')a

with, in the homotopy limit, the natural transition morphisms

prury« ad(prr® 7p1J*)(p1(1u1[/)](M17F)) :

prur«(Gryv,,, p;zoﬂ/)](MJa ) = praury«(Grv,,, P;(Iz.d[[/) J(My, F))
for J C I, and
sy holimrer m*pp (rury«(Gry, p;ZZi[/)](Mh F)—
holimrer, pry« Grv,, (P15 M prurys Gry, p;ZZCII[/)]((MI,F)))
— holimser, pr ysp s 10y« Gy, plz(ﬁf,{/ l(My, F)

Proposition 98. (i) Let S € Var(C) and let S = U;S; an open cover such that there exist closed
embeddings i;S; < S; with S; € SmVar(C). Then ng(MHM(S) C PShD(g)le(S/(Sl)) does not

depend on the open covering of S and the closed embeddings. More precisely, let S = UZ, 1Sy an
other open cover such that there exist closed embeddings i; : Sy — Sy with Sy € SmVar(C). Then,

TEE L (MHM(S)) — o& (MHM(S)),
is an equivalence of category with inverse is TS " WéLwI(MHM(S)) — 7E(MHM(S)).

(ii) Let Se AnSp(C) and let S = U;S; an open cover such that there exist closed embeddings i;S; — S;
with S; € AnSm(C). Then mg(MHM(S) C PShp 2)fll(S/(S])) does not depend on the open

covering of S and the closed embeddings. More precisely, let S = UL, _,Si an other open cover such
that there exist closed embeddings iy : Sy — Sy with Sy € AnSm((C). Then,

TEE 7L (MHM(S)) — x& (MHM(S)),

is an equivalence of category with inverse is TSL//L : WéLwI(MHM(S)) — 7L (MHM(S)).
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Proof. Follows from proposition 97(see [27]). O

The main results of Saito, which implies in the algebraic case the six functor formalism on DM H M (—)
are the followings

Theorem 27. Let S € Var(C). The category of mized Hodge modules is the full subcategory
s+ MHM(S) = MHW(S) = PShp(1,0yri,rn(S) X1 Pra(S*")
consisting of objects
(M, E,W), (K, W), a) = (M1, F, W), ury), (K, W), a) € PShp,0) it,rn (5) X1 Pran(S*")
such that (M, F,W)*™ (K, W), ) = (M¢™, F,W),urs), (K,W),a) € MHM(S*").
Proof. Follows from GAGA and the extendableness in the algebraic case (proposition 97). O

Definition 95. Let S € SmVar(C) or S € AnSm(C). We denote by VMHS(S) C PShp 1,0y fi1,rn(S) X1
Prii(S%™) the full subcategory consisting of variation of mized Hodge structure, whose objects consist of

((Ls,W)® Os, F),(Ls, W),a) C PShp 0y ir,rn(S) X1 Pra(S*")
with
o Lg € PSh(S5%") a local system,

e the Dg module structure on (Lg,W) ® Og is given by the flat connection associated to the local
system Lg,

o FP(W1Ls®Og) C (WiLs® Og) are locally free Og subbundle satisfying Griffitz transversality for
the Dg module structure (i.e. for the flat connection).

e a:(Ls,W)— DR(S)"I((Ls,W) ® Og) is the isomorphism given by theorem 25.
Theorem 28. Let S € SmVar(C) or S € AnSm(C).

(1) A variation of mized Hodge structure ((Ls, W)® Os, F),(Lg,W),a) € VMHS(S) (see definition
95) is a mized module. That is VM HS(S) C MHM(S).

(ii) For (M,F,W),(K,W),a) € MHM(S) a mized Hodge module with support supp M = Z, there ex-
ist an open subset j : S° < S, such that 7*(M, F,W), (K,W),a) := (j*(M, F,W),j*(K,W), j*a) €
VMHS(ZNS?). That is a mized Hodge module is generically a variation of mized Hodge structure.

Proof. See [27]. O

Theorem 29. (i) Let f : X — S a projective morphism with X,S € AnSp(C), where projective

means that there exist a factorization f: X LPN xS 25 S with 1 a closed embedding and pg the
projection. Let S = Uj_1S; an open cover such that there exits closed embeddings iy : S; — S‘l with
S; € AnSm(C). For I C [1,...,s], recall that we denote St := Nic1S; and X1 := f~1(S;). We have
then the following commutative diagram

i[OlI =~ pS'I ~
X ——=PV xS ——=5;

j}JT p/IJT pI"T

iJOlJ ~ Sy ~
XJﬂPNXSJﬂSJ
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whose right square is cartesian (see section 5).Then, for
(M, FW), (K, W),a) = (M7, F, W), ury), (K,W),a) € MHM(X),

where (M7, F,W),ury) € C'Dgfu(XI/(]P)N X gl)), (K, W) € Cry(X), we have for alln € Z,

FDR
(H"/f (Mp, E,W),ury), R" f(K,W),H" f.(o)) € MHM(S)

(ii) Let f: X — S a projective morphism with X, S € Var(C), where projective means that there exist

a factorization f : X L PN xS 25 S with I a closed embedding and ps the projection. Let
S =U;_,S; an open cover such that there exits closed embeddings it : S; — S; with S; € SmVar(C).
For I C [1,...,s], recall that we denote S; := MicrS; and X; = f~1(S;). We have then the
following commutative diagram

i[OlI =, pS'I ~
X ——=PNVN xS ——=5;

j}JT p/IJT pI"T
p

iJOlJ =~ S'J ~
XJ—>]P)N><SJ—>SJ

whose right square is cartesian (see section 5). Then, for
(M, F, W), (K,W),a) = (M, F,W),urs), (K, W),a) € DIMHM (X)),

where (Mr, F,W),urs) € Cposu(X1 /(PN x Sp)), (K, W) € Ctu(X*), we have
FDR
Hn(/f (M1, F,W),ury), Rf+(K, W), fu(e)) € MHM(S)

foralln € Z.
Proof. (i):See [27].
(ii): By (i) (H™ ff((M, F,W)em), R f (K, W), H" f.(a))) € MHM(S®") for all n € Z. On the other
hand, TP (an, f)(M, F,W) : (ff(M, F,W))en = ff((M, F,W)%™) is an isomorphism since f is proper by
theorem GAGA for mixed hodge modules : see [27]. O

Theorem 30. (i) Let S € AnSp(C). Let Y € AnSm(C) and ps : Y x S — S the projection. Let
S =U;_,S; an open cover such that there exits closed embeddings iy : S; — S’Z with S’Z € AnSm(C).
For I C [1,...,s], recall that we denote St := N;c1S;. We have then the following commutative
diagram

~ ;D§I ~
YXS]—>-S]

p’”T :DIJT

~ PgJ ~
Y xS8;——8;

which is cartesian (see section 5). Then, for
(M, F, W), (K, W),a) = (M7, F,W), ur), (K, W),a) € MHM(S),
where (M1, F,W),uzy) € Cpasu(S1/(S1)), (K,W) € Cra(S),
— ("ML E W), s (K, W), p5()) = (0 (M, F, W), 9 ), ps (K, W), pis() €
MHM(S)
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— ("M, P W), py (K, W), p () = (g My, B, W), p " hurg), p (K, W), ps(a) €
MHM(S)

(i) Let S € Var(C). Let Y € SmVar(C) and ps : Y x S — S the projection. Let S = U;_,S; an open
cover such that there exits closed embeddings iy : S; < S; with S; € SmVar(C). For I C [1,...,s],
recall that we denote St := N;e1S;. We have then the following commutative diagram

. Ps; -
Y x S[ E—— S[
p}JT :DIJT
. P3, -
Y x SJ E—— SJ
which is cartesian (see section 5).Then, for
((M, F, W)7 (K, W),O[) = (((MlvFv W);UIJ)v (Ka W),OZ) € D(MHM(S))

where (My, F,W),urs) € Cpasi(S1/(S1)), (K, W) € Cti (5, we have

= 5" (M E, W), (K, W), @) = (g (M, W), 0 ury), ps (K, W), pis()) €

) v
D(MHM(S))
= (™" pE) (M, F, W), (K, W), a) o= (o (M, B, W), pg o g g), ps (K, W), pis(a) €
DOVMHM(S)).
Proof. (i):See [27].
(ii):Follows immediately from (i) since (pSmOd[ \y, P w))an = p*g;wd[_]((MI, F,W)an), O

We have, by the results of Saito, the following key definition.

Definition 96. (i) Let S € SmVar(C) or S € AnSm(C). Let D = V(s) C S a divisor with s €
I'(S,L) and L a line bundle (S being smooth, D is Cartier). Denote by j : S° := S\D < S the
open complementary embedding. Let (M,F,W) € mgo(MHW (S5°)). Consider the Vs-filtration on
ixmoaM (see proposition 96). If (M, F,W) is extendable (which is always the case in the algebraic
case), then, by proposition 97,

— there exist

jfdg(MvFvw): = (j*v(bDvaav)il((MaFaW)val(MaFaW)(_l))
(j*M,F,W)Eﬂs(MHM(S)),

with FPj, M =y 0FFP* Ve 05, M
keN

unique such that j* j79 (M, F,W) = (M, F,W) and DR(S)(jF% (M, F,W)) = j,DR(S°)(M, W),

— there exist

G9ME W) = (5%, ép1, e, 0) H(M, F, W), opy (M, F, W)

= DyY;HDIY(M, FW) € mg(MHM(S))

unique such that j*j Hdg(M EW) = (M,F,W) and DR(S)(j Hdg(M F,W)) = 5 DR(S°)(M,W).
Moreover for (M',F,W) € ng(MHDM(S)), by proposition 97

— there is a canonical map ad(j*, jE9) (M, F,W) - (M, F,W) — j2%95*(M', F,W) in ms(MHM(S)),
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— there is a canonical map ad(j, 99 M FW) - Hdg (M FEW)— (M, F,W) inmg(MHM(S)).

(i) Let S € SmVar(C). Let Z = V(I) C S an arbitrary closed subset, T C Og being an ideal
subsheaf. Taking generators T = (s1,...,8r), we get Z = V(s1,...,8;) = Ni_1Z; C S with
Zi; = V(s;)) € S, s; € T(S,L;) and L; a line bundle. Note that Z is an arbitrary closed sub-
set, dz > dx — r needing not be a complete intersection. Denote by j : S° := S\Z — S,

1 SO = M (S\Z:) = S\(UierZ:) i 5o 2y S the open complementary embeddings, where
Ic{l,---,r}. For (M,F,W) € mgo(C(MHM(S®))), we define by (i)

— the (bi)-filtered complex of Dg-modules

(M, P W) = liy Totearar=e (72 38" (M, F,W)) € ms(C(MHM(S))),
{(Zi)ie[l,,_,r]1Zicsvai:Z}1Z£CZi

where the horizontal differential are given by, if I C J, drj = ad(j}*J,jf]ig)( (M, F,V)),

g1y 87 — S being the open embedding, and dry =0 if I & J,
— the (bi)-filtered complex of Dg-modules

(M, E W) = Jim Totearar——e(jh 257 (M, F,W))
{(Zi)ie[l,_,m]7Zicsvai:Z}7Z1{CZi

= DEYHIDI9 (N W) € me(C(MHM(S))),

where the horizontal differential are given by, if I C J, dry = ad(jf[J'fg,j}‘J)(jf* (M,F,W)),
jrg : S0 — S being the open embedding, and dry =0 if I & J.

By definition, we have for (M, F,W) € mgo(C(MHM(S°))), j*iF%(M,F,W) = (M, F,W) and
]*j,Hdg(M, F,W)=(M,F,W). For (M',F,\W) € mg(C(MHM(S))), there is, by construction,

— a canonical map ad(j*, jE9Y (M, F, W) : (M, F,W) — jE%9 (M, F,W),
— a canonical map ad(j7%, 7*)(M', F,W) : 7% 5*(M', F,W) — (M', F,W).
For (M,F,W) € ngo(C(MHM/(S°))),
— we have the canonical map in Cp(1,0)fi(S)
T, 4. ) (M, FW) := ko ad(5%, ) (19 (M, F, W) « jH9(M, F,W) — j.E(M, F,W),
— we have the canonical map in Cp(i,0)fi(S)
T (31, ") (M, F,W) := D§ Lp(k 0 ad(5", j.)(-)) -
Ji(M, F,W) i= DE Lpj. B(DX (M, F, W) — DE Lpj#49DK (M, F, W) = j#19 (M, F, W)
the canonical maps.

Remark 9. Let j: S° — S an open embedding, with S € SmVar(C). Then, for (M,F,W),(K,W),«a) €
MHM(S°),

o the map T(jr, i) (M, W) : ji(M, W) = j799(M, W) in Cposu(S) is a filtered quasi-isomorphism
(apply the functor DRIZ(S) and use theorem 25 and theorem 91).

o the map T(j7% j.)(M, W) GHY (M, W) = j.E(M, W) in Cposa(S) is a filtered quasi-isomorphism
(apply the functor DRIZI(S®) and use theorem 25 and theorem 91).

Hence, for (M, F,W),(K,W),a) € MHM(S°),

213



e we get, for all p,n € N, monomorphisms
FPH™T (i1, 3% (M, F,W) : FPH™j,(M, F,W) < FPH"j7%9 (M, F,W)

in PShog(S), but FPH™j(M,F,W) # FpH"j!Hdg(M, F,W) (it leads to different F-filtrations),
since FPH"™ji(M,F) C H"jiM are sub Dg module while the F-filtration on H”j!Hdg(M, F) is given
by Kashiwara-Malgrange V -filtrations, hence satisfy a mnon trivial Griffith transversality property,
thus H"j1(M, F) and H"j!Hdg(M, F) are isomorphic as Dg-modules but NOT isomorphic as filtered
Dg-modules.

e we get, for all p,n € N, monomorphisms
T(1, 4. ) (M, F W)« FPH" 1% (M, F,W) < FPH"j E(M, F, W)

in PShog(S), but FPH"jupmag(M, F,W) # FPH"j,E(M,F,W) (it leads to different F-filtrations),
since FPH"j, E(M,F) C H"j,E(M) are sub Ds module while the F-filtration on H™j2% (M, F) is
giwen by Kashiwara-Malgrange V -filtrations, hence satisfy a non trivial Griffith transversality prop-
erty, thus H"j.E(M,F) and H"jfdg(M, F) are isomorphic as Dg-modules but NOT isomorphic
as filtered Dg-modules.
Definition 97. Let f : X — S a morphism with X,S € SmVar(C). Consider a compactification
f:XxLX ENyS of f, in particular j is an open embedding and f is proper.

(i) For (M,F,W) € nx(C(MHM(X))), we define, using definition 96,

Hdg FDR
/ (M, F,W) = / JH99(M, F,W) € Dpr.0) paoo(S)
f

f

It does not depends on the choice of the compactification by the unicity of proposition 97. By
theorem 29, for (M,F,W) € mx(C(MHM(X))), H' [ (M, F,W) € ng(C(MHM(S))) for all
i € Z. Note that H' [ (M, F,W) =0 for all i <0 if (M, F,W) € nx(MHM(X)). We then set

Hdg(

— for (M,F,W) € nx(MHM (X)), f1%(M,F,W) := H® [["*(M,F,W) € ms(MHM(S)),

— RfFYM, FW) = fE9 (M, F,W) € mg(D(MHM(S))) where k : (M, F,W) — I(M,F,W)
is the image by ws of an injective resolution in M HDM(S).

(ii) For (M,F,W) €€ nx(C(MHM(X))), we define, using definition 96,
Hdg FDR
/| (M, F,W) 3:[ i (M, F,W) € Dp(1,0)fit,00(5)
J! f
It does not depends on the choice of the compactification by the unicity of proposition 97. By theorem

29, for (M, F,W) €€ nx(C(MHM(X))), H' [[[*(M,F,W) €€ ns(C(MHM(S))) for all i € Z.
Note that H® ;!Id‘q(M, E,W) =0 foralli<0if (M,F,\W) e€nx(MHM(X)). We then set

~ for (M, F,W) € mx(MHM (X)), f%(M,F,W) = H [[[*(M, F,W) €€ ng(MHM(S)),

— RETY(M, F,W) = fEYI(M, F,W) € m5(D(MHM(S))) where k : (M, F,W) — I(M, F, W)
is the image by ms of an injective resolution in M HM(S).

Proposition 99. Let f1 : X =Y and fo: Y — S two morphism with X,Y,S € SmVar(C).
(i) Let (M,F,W) € nx(C(MHM(X))). Then,

R(f20 f1)H9 (M, F) = Rfs{Rf1™(M, F) € ng(D(MHM(S))).
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(ii) Let (M,F,W) € ng(C(MHM(S))). Then,
R(fa0 1){""(M, F) = Rf;[Rf{" (M, F) € 75 (D(MHM(S)))
Proof. (i):Follows from the unicity of of the functor j% by proposition 97.
(ii):Follows from the unicity of the functor j!H dg by proposition 97. O

We make the following key definition

Definition 98. Let S € SmVar(C). Let Z C S a closed subset. Denote by j : S\Z < S the complemen-
tary open embedding.

(i) We define using definition 96, the filtered Hodge support section functor
0% ng(C(MHM(S)) = ns(C(MHM(S)),
(M, F.W) = DZ%(M, F,W) := Cone(ad(j*, j" ) (M. F) : (M, F) — j&'*5* (M, F))[-1],

together we the canonical map 'ygdg(M, FW): ngg(M, F, W) = (M,F,W). We then have the
canonical map in Cp(a)fi1(S)

T Ty (M, F,W) := (I, T(j1%, j.) (M, F,W)) : TH9 (M, F,W) - Tz E(M, F,W)
unique up to homotopy such that ”ygdg(M, EW) =~z(E(M,F,W))o T(ngg, Lz)(M,F,W).
(i)’ Since j7% : mgo (C(MHM(S°)) — g (C(MHDM(S)) is an ezact functor, ngg induces the functor
159 . rg(D(MHM(S)) — ms(D(MHM(S)), (M, F, W)~ T5% (M, F,W)
(ii) We define using definition 96, the dual filtered Hodge support section functor
19 wg(C(MHM(S)) = ms(C(MHM(S)),
(M, F,W) = T (M, F,W) := Cone(ad(5"%, j*) (M, F,W) : j/'* j*(M, F,W) — (M, F,W)),

together we the canonical map V;’Hdg(M, FEW): (M,F,W) — F}’Hdg(M, F). We then have the
canonical map in Cp(a)fi1(S)

Ty Y (M, F, W) = (1, T (G, ) (M, F, W) T (M, F, W) — Ty (v, Fw)
unique up to homotopy such that ”y%’Hdg(M, F)= T(Fé’h, F\Z/’Hdg)(M, F,W)o V;’h(M, FW).

7))’ Since j,Hdg s Mo (C(MHM(S?)) — ws(C(MHMY(S)) is an exact functor, TH9:Y induces the
! Z
functor

T "% mg(D(MHM(S)) — 75 (D(MHM(S)), (M, F,W) = T, (M, F, W)

We now give the definition of the filtered Hodge inverse image functor :

Definition 99. (i) Leti: Z — S be a closed embedding, with Z,S € SmVar(C). Then, for (M, F,W) €
ms(C(MHM(S)), we set

ol (M,F,W) i= i*S, ' T % (M, F,W) € nz(D(MHM(Z))

and
Gt (M, F, W) :=i*S, T (M, F,W) € nz(D(MHM(Z))

using the fact that Sz : mz(D(MHM(Z)) — ns(D(MHMz(S)) is an equivalence of category since
Sz : D(IMHMz(S)) = D(MHMz(S)) is an equivalence of category by [27].

215



(i) Let f : X — S be a morphism, with X,S € SmVar(C). Consider the factorization f : X SN
X x S 25 S, where i is the graph embedding and ps : X x S — S is the projection.

— For (M,F,W) € ng(C(MHM(S)) we set
ity (M, FW) o= ity (M, F, W) (dx) [2dx] € mx (D(MBM(X),
— For (M,F,W) € ng(C(MHM(S)) we set
Fifig (ML W) = dggitpd™ ! (M, F, W) (D(MHM (X)),
Ifj : S° < S is a closed embedding, we have (see [27]), for (M, F,W) € ns(C(MHM(S))),
Jitag (M, F,W) = jiged (M, F,W) = j*(M, F,W) € mso(D(MHM(5°)))

(i) Let f : X — S be a morphism, with X,S € SmVar(C) or X,S € AnSm(C). Consider the fac-

torization f : X = X x S 5 S, where i is the graph embedding and ps : X x S — S is the
projection.

— For (M,F,W) € ng(C(MHM(S)) we set

Fimed(M, F,W) := TH9psm (M, F W) (dx ) [2dx] € mxxs(C(MHM(X x S))),

We have for (M, F,W) € ng(C(MHDM(S)), the canonical map in Cp oysu(X x S)
T([ifag" 1 ) ML E W) < figag® (M, FW) s= T (0, F W)
T(MH99 1y )(—) FXE(pgmod[—] (M, F,W)) = fmod=1T (A F W)
— For (M,F,W) € mg(C(MHDM(S))) we set

Fitgg M, FW) =T 0p g (M F W) € s (COMHM(X x ),
We have for (M, F,W) € ng(C(MHDM(S)), the canonical map in Cp gysu(X x S)

T(fﬁ?mod,l‘j IQ}fggd)(M, F, W) . ']c>?=mod,lj(]\47 F, W) — I\}/{,hpgmod[*] (1\47 ‘l:‘7 W)

T(Fv’hxrv’Hdg)(_) Hdg *mod[— %mo
— T py el (0, W) = fimed (M, F,W)

Proposition 100. Let f1 : X =Y and fo:Y — S two morphism with X,Y,S € SmVar(C).
(i) Let (M,F,W) € ng(C(MHM(S))). Then,

(foo f1)iag (M, F) = fifgd fsiigg (M, F) € nx (D(MHM(X))).
(ii) Let (M,F,W) € ns(C(MHM(S))). Then,
(foo fO)iag (M, F) = fifigg Fafiag (M, F) € nx (D(MHM(X)))

Proof. (i):Follows from the unicity of the functor j%9.
(ii):Follows from the unicity of the functor j!H dg O
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Definition-Proposition 19. (i) Let g : 8" — S a morphism with S’,S € SmVar(C) andi: Z < S a
closed subset. Then, for (M, F,W) € ws(C(MHM(S))), there is a canonical map in ws(C (M H Mg (S’ x

5)))
*mod, d dy *mod,
TH (g, 7) (M, F,W) : gjfiot T3 (M, F, W) — T3 39 o, ginot (M, F,W)

unique up to homotopy such that

Hd *mod,[’ smod, [’ Hd
Vzxt s @rae”t (M, F,W)) o THY (g, ) (M, F,W) = gjiye® v, (M, F,W).

(i)’ Let g : 8" — S a morphism with S’,S € SmVar(C) and i : Z — S a closed subset. Then, for
(M,F, W) € ng(C(MHM(S))), there is a canonical isomorphism in ms(C(MHMg (S’ x S)))

d $mod, ~_ %mod, d
TH (g, )M, EW) 1 T35 s giag" (M, F,W) = gpae® T 7% (M, F,W)
unique up to homotopy such that

Yyt (gno T (M, F,W)) 0 gino® Ty M99 (M, F, W) = THI9 (g, 4) (M, F,W).

(i1) Let S € SmVar(C) and iy : Z1 < S, i2 : Zo < Z1 be closed embeddings. Then, for (M,F,W) €
ms(C(MHM(S))),

— there is a canonical map T(Zy)Z1,v79) (M, F,W) : ngg(M, FW) — Fgldg(M, E,W) in
ws(C(MHDM(S))) unique up to homotopy such that

V59(G, F) o T(Z2/21,7"%9)(G, F) = v5%9(G, F)
together with a distinguish triangle in K(mg(MHDM(S)))

T(Z2/Z1,y"99)(M,F,W)

I5% (M, F,W)

ad(j3 .45, ") (T 19 (G, F))

I5% (M, F,W)

i, (GF) - TEY(G P

— there is a canonical map T(Zo)Z1,~"H49) (M, F,W) : Fé’lHdg(M, FW) — I‘é’szg(M, F,W)
in ms(C(MHM(S))) unique up to homotopy such that

vz (M FW) = T(Za) 21,5119 (M, F, W) 071 (M, F.W).
together with a distinguish triangle in K(rs(MHM(S))))

ad(jy 9,53 ) (M, F,W)

v, Hd
Lo (M, P W)

T(Z2/Z1,vyY 49 (M, F,W))

0y (M, Fw)

JHd, JH dy
D99 (M, F, W) — T 000 (M, F,W)[1]

Proof. Follows from the projection case and the closed embedding case using the adjonction maps. [
We have by proposition 100 and proposition 99 the 2 functors on SmVar(C) :

o T(DMHM(=)) = SmVar(C) = n(D(MHM(-))), § = ms(D(MHM(S)), (f = T = §) =
R,

o T(DIMHM(=)) = SmVar(C) — m(D(MHM (=), § v ms(DIMHM(S)), (f : T = 8) =
Rf™,

o T(D(MHM(=))) = SmVar(C) = w(D(MHM(-))), § = ms(D(MHM(S)), (f = T = §) =
f}f;gg )
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° w(D(MHM(—))) : SmVar(C) — n(D(MHM(-))), S — wg(D(MHM(S))),(f : T — S) —
Fits?,
The definitions 98 and 99 immediately extends to the non smooth case :

Definition 100. Let S € Var(C). Let Z C S a closed subset. Let S = U;S; an open cover such that there
exist closed embeddings i; : S; < S; with S; € SmVar(C). Denote Z; := ZNSy. Denote by j : S\Z — S
and jr : S|\Z; < St the complementary open embeddings.

(i) We define using definition 96, the filtered Hodge support section functor

59 . r(C(MHM(S))) = n(C(MHM(S))), (M, F,W),urs) — DE% (M, F,W),ury) =
Cone(ad(j*ujfdg)((va F7 W)v uIJ) : ((va Fa W)? ulJ) — (3;1(1(]5; (M17 F7 W))uiJ(ufJ))[_l]v

together with the canonical map vF* (My, F,W),urs) : TH9 (M5, F, W), urs) — (M7, F,W),ury).
We then have the canonical map in OD(Q)fil(S/(S’])

T(C5%, Tz)(My, F,W),ury) = (I, TG, j.) (M, F,W)) :
L% (M, FW),urg) = (CzE(Mr, F,W), D(ury)

unique up to homotopy such that

V99 (My, FLW),urs) = (v (E(My, FLW))) 0 T(CE, D) (M, F, W), ).

(i)’ Since jﬁdg g, (C(MHM(S/\S1))) — ﬂ'gI(C'(MHM(S’I))) are exact functors, ngy induces the
functor

T5% : mg(D(MHM(S)) = m(D(MHM(S)), (Mg, F, W), ups) = D5 (Mg, F, W), up)
(ii) We define using definition 96, the dual filtered Hodge support section functor

79 7(C(MHM(S))) = 7(C(MHM(S))), (My, F,W),urs) = Dy (M, F, W), upy) =
Cone(ad(j!Hdg j*)((MIa F, W)v uIJ) : jﬁdgvj;((Mla F, W)v uIJ) - ((va F, W)a uIJ))a

together we the canonical map ~y ™9 ((My, F, W), ury) : (My, F, W), ury) — Ty "9 (My, F,W), ury).
We then have the canonical map in OD(Q)fil(S/(S’]))

Ty, Ty 9 (My, F, W), ury) == (I, T(ir, i) (My, F, W), uz ) -
(O™ (M, F, W), Ty (ur ) — D (My, F,W),urg)

unique up to homotopy such that

v (M, F, W), upg) = TR T 9 (My, F, W), ugg) o (v (M, F,W)).

(i)’ Since jﬁdg : ﬂ'gI(C'(MHM(S’I\SI))) — ﬂ'gI(C'(MHM(S’I))) are exact functors, ngg,v induces the
functor

I‘\Z/’Hdg :ms(D(MHM(S)) — ns(D(MHM(S)), (M7, F,W),ury) F\Z/’Hdg((Mth W), ury)

Definition 101. Let f : X — S a morphism with X, S € Var(C). Assume there exist a factorization
f:X Ly xS 2 S withY e SmVar(C), | a closed embedding and ps the projection. Let S = U;er
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an open cover such that there exist closed embeddings i : S; — S’Z with S‘l € SmVar(C). Denote Xy :=
F71(S1). We have then X = U;er X; and the commutative diagrams

f:X]$Y><S[pLS]

\ l'/ (IXi[) l’i[

~p5 _fI ~

Y x S] e S]
(i) For (My,F,W),uyy) € mg(C(MHM(S)) we set (see definition 100 for 1)

e (M, F W) upg) i= TR (o (M, B, W), ) (dy ) [2dy] € mx (C(MHM (X)),

We have for (My, F,W),ur;) € ms(C(MHM(S)), the canonical map in Cp1,0ypu(X/(Y x S1))

(Firaed, ot (Mr, Fy W) urg) < fiae (Mo, F,W), upg) o= F§d9<p§j”“d[ My, FW), pmed[ Jury)

TP 1) () emo prmo emodl
— S (DX E(py vy, Fw), Wlyp ) = prmed =10 (0, F W)

(i) For (M, F,W),ury) € ms(C(MHM(S))) we set (see definition 100 for 1)

Fifge (M, F W) i= D9 o (y, Bw), pl" " ury) € mx (COMHM (X)),

We have for (M,F,W) € ng(C(MHDM(S)), the canonical map in Cp o) ru(X/(Y x S1))

*mo *mod| *mod[— *moa|—
T(f dvaqu ])((MlvFv W),’U,]J) : f dl ]I(Ma Fa W) = Dé’(f dl ]7FD§((M17F W) UIJ)

Dg T(ng‘q,f‘x)(—) F})Hdg( xmod[—]

s, P, ugg) = el v, B w)

From the D-module case on algebraic varieties and the constructible sheaves case on CW complexes
we get :

Definition 102. Let f : X — S a morphism with X, S € QPVar(C)
there exist a factorization f : X L pNo x 8 P55 S with ng :

: PN < PN an open subset, | a closed
embedding and ps the projection. Since S is quasi-projective, there exist a closed embedding i : S — S

with S € SmVar(C). We have then the commutative diagram

. Then, since X is quasi-projective,

fiX—LopNoxg? g

S e |

PNox §%5 L §

ln:_(ngxl) l—
P ~

Nygtso g

(i) For (M,F,W),(K,W),a) € D(MHM (X)), where (M,F,W) € Cp,0)pu(X/PN:° x S) and
(K, W) € Cra(X™), we define, using theorem 29(%i) for ps and definition 96 for n,

f*Hdg((M,F,W),(K,W),OL)I = ( fHdg(MFW),Rf*(K,W),f*(Oz))
= (R, FW), RE(K, W), fu(a)) € DOMHM(S))
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(i)

(iii)

(iv)

with
fela) s RE(K,W) 222 R DR(T)E (0, W)

zﬂB&@ﬂLDm@PWAMLWWﬂ=DR@W%@ﬁWM%WWW

see definition 91 and remark 9.

For (M,F,W),(K,W),a) € DIMHM (X)), where (M,F,W) € Cpq o pa(X/PN? x S) and
(K, W) € Cra(X™), we define, using theorem 29(ii) for ps and definition 96 for n,

firrag(M, FE,W), (K, W), ) : = (Rf"(M,F, W), Rfi(K, W), fi(a))
o= (RpEYnM (M, F, W), RAK, W), fi()) € D(MHEM(S))
with
fila) : RA(K, W) 2% RADR(T)((M, W)™

DR (4,W)) = DR (R 00

T (f,DR)(M, W)
B

see definition 91 and remark 9.

For ((Mv Fv W)a (K7 W),Oé) € D(MHM(S))) where (Mv Fv W) € CD(l,O)fil(S/(g)): (Ka W) €
Ci(S), we define, using definition 101 (see theorem 30(ii) for ps and definition 98 for iol),

f*Hdg((Mv Fa W)? (Ka W)? a) = (f;;:rilgd(Mv F7 W)a f*(Kv W)v f*a)
o= (O (ML F W), T ps (K, W), f*(0) € D(MHM (X))
with
Fe(a) : (K, W) L5 2 DR(S) (M, W)
TUPBWEWD, pR(T)I(L o1 (M, W))em) = DRIT)N((fime (M, W)™

see definition 91 and remark 9. For j : S° < S an open embedding and (M, F,W),(K,W),«a) €
D(MHM(S)), we have (see [27])

JI (M, FW), (K, W),0) = (* (M, E,W), j* (K, W), j*a) € D(MHM(S°)).

For (M,F,W),(K,W),a) € D(MHM(S)), where (M,F,W) € Cpa.oya(S/(S)), (K,W) €
Cra(S9™), we define, using definition 101 (see theorem 30(ii) for ps and definition 98 foriol),
FHI (M W), (K,W),0) 0 = (Fiae (M EW), f1K,W), f'a)
= (P (M, F W) (dx)[2dx], RUxps (K, W), f(@)) € D(MHM(X))
with

£(o): £ W) L2 £ DR(S)((M, W)™)

CEDROEWDTL o R(r) = (R0 (M, W))™) = DR(T)Z(fae (M, W)™

see definition 91 and remark 9. For j : S° < S an open embedding and (M, F,W),(K,W),«a) €
D(MHM(S)), we have (see [27])

JHIS (M, F,W), (K, W), 0) = (j*(M, F,W),j* (K, W), j*a) € D(MHM(S°)).
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Using the unicity of proposition 97, we see that these definitions does NOT depends on the choice of the

factorization f: X Lyxs g of f. Moreover, using the unicity of proposition 97 and proposition 50,
we see that they are 2 functors on the category of quasi-projective complex algebraic varieties (Var(C))@F.

e By definition, we have
FDR
L§1<[ n (M, F W), Rf.(K,W), f.(0)) = Rfurag (M, F, W), (K, W), o) € D(MHM(S)).
ps
and for j : S° < S an open embedding and (M, F, W), (K,W),«) € D(MHM(S°)),

Gurrag (M, FE, W), (K, W), a) = (799 (M, F,W), Rj.(K,W), j.a) € D(MHM(S)).

e By definition, we have

FDR
Lgl(/ n!Hdg(Ma F, W)va!(Ka W)vf'(a)) = RfHdg!((M7 F, W)a (Kv W)ao‘) € D(MHM(S))
Ps
and for j : S° < S an open embedding and (M, F,W), (K,W),«) € D(MHM/(S°)),
j!Hdg((Mv F, W)a (Kv W)ao‘) = (j!Hdg(Mv F, W)aj!(Kv W)aj!a) € D(MHM(S))

We have then the following
Theorem 31. Let f : X — S a morphism with X, S € Var(C), X quasi-projective. Then,
(i) (f*199, f.pag) : DIMHM(S)) — D(MHM (X)) is a pair of adjoint functors,
(ii) (f*799 fipag) : DIMHM(S)) — D(MHM (X)) is a pair of adjoint functors.
Proof. For the projection case see section 4. For the open embedding see definition 96. O
Definition 102 gives by proposition 100 and proposition 99 the following 2 functors :
e We have the following 2 functor on the category of complex algebraic varieties
D(MHW(-)) : Var(C) — TriCat, S +— D(MHW(S)),

(f:T—8)— (Af*Hdg (M, EW), (K, W), a) —
FHRU(MFW), (K, W), ) = (fias (M, F,W), f*(K,W), f*(«))).

e We have the following 2 functor on the category of complex quasi-projective algebraic varieties

D(MHW(-)) : QPVar(C) — TriCat, S — D(MHW(S)),
(f:T = 8S) — (ferag : (M, F, W), (K, W),a) —
Fertag(M, E,W), (K, W), @) i= (RfT(M, F,W), Rf.(K,W), fu(a))).

e We have the following 2 functor on the category of complex quasi-projective algebraic varieties

D(MHW()) : QPV&I‘((C) — TriCat, S — D(MHW(S)),
(f:T—=8)— (frtag : (M, E, W), (K, W), a) —
f!Hdg((M, F, W)v (Kv W)va) = (Rf!Hdg(Ma F, W)va!(Ka W)vf'(a)))
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o We have the following 2 functor on the category of complex algebraic varieties
D(MHW(-)) : Var(C) — TriCat, S — D(MHW(S)),
(f T = 8) — (FH19: (M, F,W), (K, W), )
FHR((M,F,W), (K, W), 0) = (fgg (M, F,W), ['(K, W), f(a))).

For a commutative diagram in Var(C)

D= X'_f>

S

g -‘JT

X' j—l> T

with S, T, X', X quasi-projective, we have, for (M, F,W),(K,W),a) € D(MHM (X)) using theorem
31, the following transformations maps

TH(DY(M, F,W),(K,W),a) :

ad(f/*Hdgyf*Hdg)(*)

g*Hdgf*Hdg((Ma FEW), (K,W),a) fingfl*Hdgg*Hdgf*Hdg((M7 FW), (K, W), a)

= » N ad(f*H99 f. mag)(—) =
= Flragg O LHY L g (M, F,W), (K, W), ) PSS Flaagg TH(M,FEW), (K, W), o)

and

T (D)(M, F,W), (K, W), q) :

ad !Halg7 | g)(— ’
PRI, fag9 99 £ gy (M, FW), (K, W), )

ad(f/*Hdgvfing)(*)

f!/Hdgg/!Hdg((Mv F7 W)v (Kv W)v O‘)

= Flragh 199619 fiprag (M, F, W), (K, W), ) 99 fipag (M, E, W), (K, W), @)

One consequence of the unicity of proposition 97 is the following :

Proposition 101. For a commutative diagram in Var(C)

D= x—t.5
|

f
XT—>T

which is cartesian, with S, T, X', X quasi-projective and f (hence f' proper), and (M, F,W),(K,W),«a) €
D(MHM(X))

T (f.9) : (M, F,W), (K, W), ) :
G furtag (M, F W), (K, W), 0) 5 fligeg ™9 (M, F,W), (K, W), @)
is an isomorphism.
Proof. See [27]. O

Proposition 102. (i) Let S € AnSp(C). Take an open cover S = U._,S; such that there exists closed
embeddings i; : S; < S; with S; € AnSm(C). Then for

(((M[,F, W),U]J), (K, W),a), (((N],F, W),’U]J), (K/,W),Oél) € MHM(S)
we have

(M7, F,W),ury) ®os (N, E,W),v15), (K,W)® (K'\W),a®a') € MHM(S)
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(ii) Let S € Var(C). Take an open cover S = UL_,S; such that there exists closed embeddings i; : S; —
S; with S; € SmVar(C). Then for

(M1, F,W),urg), (K, W), a), (N1, F,W),v1), (K',W),a') € MHM(S)
we have
(M1, F,W),ury) ®og (N1, F,W),or), (K, W) @ (K',W),a®d') € MHM(S)
Proof. See [27]. O

. Let S € AnSp(C). Take an open cover S = Ul_,S; such that there exists closed embeddings
: Sy = S; with S; € AnSm(C). By proposition 102(i), the functor

(=) ®£;£ (=), (=)@ (=) : (CD(l,o)fiz,rh(S/(gI)) x1 Cra(S ))2 — Cpu, O)jzl(S/(Sl)) x1 C(S),
((((MI, F, W)vulJ)a (Kv W)a ) (((N ) UIJ)v (K/a W)v O/)) =
(((MI;F; W),’U,[J) ®og ((NI,F, W)vaJ)v (Ka W) & (K/,W),Ot ®O/)
restricts to a functor ((—) ®os (=), (=) ® (=) : C(MHM(S)?> — C(MHM(S)).

o Let S e Var((C) Take an open cover S = UﬁzlSl- such that there exists closed embeddings ; : S; —
S; with S; € SmVar(C). By proposition 102(ii), the functor

(=) @ (=) (Co(,0)it,rn(S/(S1)) x1 Cra(S™™))* = Cp(r,oyra(S/(S1)) x1 C(S™™),
((((va F, W)? ulJ)? (Ka W)v a), (((va F, W)? UIJ)? (Klv W), O/)) =
(((Mquu W)auIJ) ®Os ((NluFu W)7UIJ)7 (Ku W) & (KI,W),Oé ®a/)
restricts to a functor ((—) ®os (—), (=) ® (=)) : C(MHM(S)* — C(MHM(S)).
For X € SmVar(C), we have, by definition
ZRY = o' LY = ((Ox, F)ldx], Zx, a(X)) € D(MHM (X)),
with Oé(X) :Cx — (O —Ox — Qx — Kx) If X e SmVar((C),
23 = o} MLLY = ((Ox, Fy)[dx], Zxon, (X™)) € D(MHM(X)).
Let X € Var(C) non smooth. Take an open cover X = UL_, X; such that there exists closed embeddings
: X; < X; with X; € SmVar(C). Then, by definition
ngg = axZy" = ((Dx; (0%, Fy)ldg, ), 05, 5,): (Zxon, W), o(X/X1)) € D(MHM(X)).
with
X/ X1) : (%, a(X1) : T(X/ (X)) (Zxen) = (irZxpe, I) = DRX)T(T (0%, )ldx, ), 05, 5,)
We have the following proposition

Proposition 103. Let Y € PSmVar(C) and i : Z < S a closed embedding with Z smooth. Denote by
j:U:=8\Z =Y the complementary open subset.

(i) We have

FDR
CLUHdg!ngg = aUHdg!((OU; Fb), ZUan,a(U)) —_—> (/ j!Hdg(OU, Fb), (RCLU!ZUan y W), CLU*OA(U))

ay
FDR

= ( / Cone(D ad(ivmon i*)(=) : (O Fy) = iomoa(Oz2 F)), (RagnZaren, W), apna(U)

Y

=5 (Cone(E(Qp,y)(D) : T(Y, E(Q}, Fy)) — T(Z, By, Fy)), W), (RatnZyan, W), apna(U))
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(ii) We have

FDR
avBdgZo" = avpags (O, F), Zyan, a(U)) = ( / 39Oy, F, W), (Ray.Zyan, W), arna(U))
ay
FDR

= (/ Cone(ad(ixmod; i*) (=) : ixmod(Oz, Fy)[c] = (Oy, Fy)), (Ray+Zyan, W), arwa(U))

Y

=5 (Cone(izy : T(Z, E(Q%, Fy))(—c)[=2¢] = T(Y, E(Q%y, Fy,), (Ray«Zyan, W), ap«a(U))
Proof. See [27]. O
In the case where D = UD; C Y is a normal crossing divisor, proposition 103 gives
amaguZg" = (T(Y, E(QY (log D), F, W), (Rap«Zgan, W), agrec(U))
and
agggnZy™ = (D(Y, E(Q% (nul D), F,W)), (Ragn Zyan, W), atna(U))
We now state and prove the following key theorem :
Theorem 32. (i) Let S € SmVar(C). Then the full embedding
ts : MHM(S) = PShp,0)fi,rn(S) X1 Pra(S*") = Cpayitrn(S) x1r Dy (S*")
induces a full embedding
ts : DIMHM(S)) = Dp(1,0)fit,c0,rh(S) X1 Dy (S*")
whose image consists of (M, F,W), (K, W),a) € Dp,0)fit,c0,rh(S) X1 D§ir(S™) such that
(H"(M,F,W),H"(K,W),H"«) € MHM(S)
foralln € Z.

(i) Let S € Var(C). Let S = U;erSi an open cover such that there exists closed embedding i; : S; — S;
with S; € SmVar(C). Then the full embedding

vs - MHM(S) < PShipy o) it (S/(51)) X1 Prit(S*") = Cp(1,0)pit.rn(S/(S1)) X1 Crin(S*™)
induces a full embedding
ts: DIMHM(S)) — DD(l,O)fil,oo,rh(S/(gl>) x1 Dy (S™)

whose image consists of (M, F,W),ury),(K,W),a) € DD(LO)ﬁlmmh(S/(S'I)) X1 Dy (59) such
that
(H* (M, F,2W),H"(ury)), H"(K,W),H"a) € MHM(S)

for alln € Z.

Proof. (i) and (ii): By taking for (M, F,W),urs), (K, W), «a) € OD(l)Q)fi[)rh(S/(g[)) x1 Cpi(S*) the
cohomological troncation

TS(((My, F, W), ury), (K, W), ) :== (r<™(Mp, F, W), 75"up5), 7= (K, W), 75"a)

we see that it is enough to show that ¢g is fully faithfull, that is for all M = (M, F, W), uzry), (K, W), a), M’ =
(M7, E, W), ury), (K' W), a') e MHM(S) and all n € Z,

LS : Ext%(MHM(S)) (M, M/) = HomD(MHM(S)) (M7 M/[TL])
= Extpg) (M, M) = Homp .oy o) on(8/E0) 0 Dpa(sen) (M MU [n))

For this it is enough to assume S smooth. We then proceed by induction on max(dim supp(M ), dim supp(M”)).
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e For supp(M) = supp(M’) = {s}, it is the theorem for mixed hodge complexes or absolute Hodge
complexes, see [9]. If supp(M) = {s} and supp(M’) = {s'}, then by the localization exact sequence

Exthavmm(s)) (M, M') = 0 = Extp g (M, M)

e Denote supp(M) = Z C S and supp(M’) = Z' C S. There exist an open subset S° C S such that
Z°:=7ZNnS°and Z'° := Z’ﬂSO are smooth, and M| zo := ((¢* Gry,, 0 M|ge, F, W) i*j* (K, W),a*(i)) €
MHM(Z°) and MTZ,O = (i “Gry 0 M/go, F,W),i K, o (i')) € MHM(Z'°) are variation of
mixed Hodge structure, where j : S° < S is the open embedding, and i : Z° — S°, i : Z° < S°
the closed embeddings. Considering the connected components of Z° and Z /0, we way assume that
Z° and Z'° are connected. Shrinking S° if necessary, we may assume that either Z° = Z'o or
Z°NZ'° =), We denote D = S\S°. Shrinking S° if necessary, we may assume that D is a divisor
and denote by [ : S < Lp the zero section embedding.

— If Z° = Z'°, denote i : Z° < S° the closed embedding. We have then the following commu-
tative diagram

Lgo

ExtDarmni(sey) (Mse, Mgo) ExtD (50 (M]se, Migo)

(i* GrVZO,o,i*,a*(i))i(i*mod,i*,a*(i)) (i*mod,z'*,a*(i»i(i* Grv,,,0,4",a" (4))

Ext} o zey) (Mze, M| o) —= Ext 0y (M|ze, M| ,)

Now we prove that ¢z. is an isomorphism similarly to the proof the the generic case of 32. On
the other hand the left and right colummn are isomorphisms. Hence tgo is an isomorphism by
the diagram.

— If Z°N Z'° = (), we consider the following commutative diagram

Lgo

Extharmni(sey)(Mse, M{go)

(i* GrVZO 10)7;* )a*(i))I(iﬂwnodvi* 10“«(1.)) (i*7n0dvi* O (Z))I(Z* CYrVZO ‘O’i*’a* (7'))

EXt%(So) (M\Sov MTSO)

EXt%(MHM(ZO))(M\Z"vO) =0 Ext%(zo)(M‘Zo,O) =0
where the left and right column are isomorphism by strictness of the Vzo filtration.

e We consider now the following commutative diagram in C(Z) where we denote for short H :=
D(MHM(S))

Hom(—,'yg

O H ° V,Hdg Hdg 4 Mﬁf . V,Hdg ( 73‘d(.7 ;J*Ii_iy)(M efv Hdg . - ’
— Homy (T M, I ;9 M) ——— Homy (T 7 “IM, JV ) g IM, jirdgj*M') —0

lLs lLs ll/s
Hdg

. ) Hom(—,ad g . .
00— HomD(S)(I‘V Hdg pq, I‘Hdl;} <’) A HomD(S)(FV Hdg pf, M<’) v Jﬁgn)l%\?s)))(l"éﬂdg/\/l,]*Hdgj*./\/l') —0

whose lines are exact sequence. We have on the one hand,
Hom% s sa0¢s)) (T HUYM, jrerragi™M') = 0 = Hom3, ) (T'}; WM, jurragi*M')
On the other hand by induction hypothesis
LS . HOm'D(MHM(S)) (F\éﬁHdgM, nggM/) — HOm'D(S) (F\éﬁHdgM, nggM/)
is a quasi-isomorphism. Hence, by the diagram
LS Hom'D(MHM(S)) (P\E)HdgM, M/) — HOIH’D(S) (F\E)HdgM, M/)

is a quasi-isomorphism.
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e We consider now the following commutative diagram in C(Z) where we denote for short H :=
D(MHM(S))

Hom VHdJ./\/l Hom(ad (4
Hom?, (15799 M 2 Homs, (v, e Y s o M, MY) ——0

J/LS lLS ibs
v, Hdg(

Hom( Hom(ad (7 g s .
0 —— Hom'D(S)(FY)’HdgM M’Yﬁ) —>¥lomD(S)(M )( Vg i{())(n/\l/g(s)) (JrHdgi* M, M) ——0

0

whose lines are exact sequence. On the one hand, the commutative diagram

. o 5 . e
Hom$ v gar(sy) (radgd* M, M') ——=Hom{p, (nr g ar(seyy (5 M, 7* M)

lLS lbso
-k

Homp, gy (firragi* M, M) Homp (o) (5* M, j* M)

together with the fact that the horizontal arrows j* are quasi-isomorphism by the functoriality
given the uniqueness of the Vg filtration for the embedding I : S < Lp, and the fact that tg. is a
quasi-isomorphism by the first two point, show that

vs + Hom® ar g ar(sy) (imagd™ M, M') — Homiy g (jirragi™ M, M)
is a quasi-isomorphism. On the other hand, by the third point
,Hdg o JHd
vs : Homp sy (T L5 M M) — HomD(S)(FB IM,M)
is a quasi-isomorphism. Hence, by the diagram
Hdg Hd
is a quasi-isomorphism.

O

6 The algebraic and analytic filtered De Rham realizations for
Voevodsky relative motives

6.1 The algebraic filtered De Rham realization functor

6.1.1 The algebraic Gauss-Manin filtered De Rham realization functor and its transfor-
mation map with pullbacks

Consider, for S € Var(C), the following composition of morphism in RCat (see section 2)

E(S) : (Var(C)/S, Ovacy/s) 22 (Var(C)*™ /S, Ovar(cyom /s) 2 (S, Os)
with, for X/S = (X, h) € Var(C)/S,
® Ovar(c)/s(X/5) = Ox(X),
e (6(8)"0s(X/S) = Ovarc)/s(X/9)) = (h*Os — Ox).
and Ovar(cyom/s = psiOvar(cyys, that is, for U/S = (U,h) € Var(C)™/S, Ovarcyem/s(U/S) =
Ovar(c)/s(U/S) :== Ou(U)

226



Definition 103. (i) For S € Var(C), we consider the complezes of presheaves
Q;S = COker(QOVar(c)/s/é(S)*Os : Qg(S)*Os - Q.OVM(C)/S) € Cog (Var((C)/S’)
which is by definition given by

— for X/S a morphism Q94(X/S) = Q% 5(X)
— forg: X'/S — X/S a morphism,

Q75(9) = Qxr/x)/(5/9)(X) : Q%/5(X) = 9" Qx/s(X) = Q% 5(X)
w = Qxryx) /879X (W) 1= g% (w) : (@ € A*Tx/(X') = w(dg(a)))

(i) For S € Var(C), we consider the complexes of presheaves
Q;S = 05*975 = COker(QOVar(C)SM/s/6(5)*05 : QZ(S)*Os - Q.OVar(C)Sm/S) € Cos (Var(C)*™/5)
which is by definition given by

— for U/S a smooth morphism Q54(U/S) = Q7;,5(U)
— forg:U'JS —U/S a morphism,

Q75(9) = Quryvy 575 (U') : yys(U) = g"Qys(U') = Qg 5 (U)
w = Qo sys) (U W) = g* (W) 1 (a € AT (U) = w(dg(e)))

Remark 10. For S € Var(C), Q75 € C(Var(C)/S) is by definition a natural extension of Qyq €
C(Var(C)*™/S). However Q4 € C(Var(C)/S) does NOT satisfy cdh descent.

For a smooth morphism h : U — S with S,U € SmVar(C), the cohomology presheaves H"?, /s of
the relative De Rham complex

DR(U/S) := Q5 := coker(h*Qs — Qu) € Ch-05(U)

for all n € Z, have a canonical structure of a complex of h*Dg modules given by the Gauss Manin
connexion : for S° C S an open subset, U° = h™1(5°), v € T'(S°,Ts) a vector field and & € QPU/S(U")C
a closed form, the action is given by

—

- [@] = [(7)0w],
w € QF(U°) being a representative of @ and 4 € I'(U°, Ty) a relevement of y (h is a smooth morphism),
so that
DR(U/S) = Q.U/S = COkeI‘(h*QS — QU) S Oh*Os,h*D(U)
with this h*Dg structure. Hence we get h.Q7; o € Cog p(5) considering this structure. Since h is a
smooth morphism, Q’[} /5 are locally free Oy modules.

The point (ii) of the definition 114 above gives the object in DA(S) which will, for S smooth, represent

the algebraic Gauss-Manin De Rham realisation. It is the class of an explicit complex of presheaves on
Var(C)*™/S.
Proposition 104. Let S € Var(C).

(i) For U/S = (U, h) € Var(C)*™ /S, we have e(U):h*Q}5 = Q.

(ii) The complex of presheaves (5, Fy) € Cogpa(Var(C)*™/S) is 2-filtered Al local for the etale

topology. Note that however, for p > 0, the complexes of presheaves Q*=P are NOT Ak local. On
the other hand, (g, Fy) admits transferts (recall that means Tr(S). Tr(S)*QI;S = Q’/’S).
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(iii) If S is smooth, we get (54, Fy) € Cogrit,ps (Var(C)*™ /S) with the structure given by the Gauss
Manin connexion. Note that however the Dg structure on the cohomology groups given by Gauss
Main connexion does NOT comes from a structure of Dg module structure on the filtered complez of
Ogs module. The Dg structure on the cohomology groups satisfy a non trivial Griffitz transversality
(in the mon projection cases), whereas the filtration on the complex is the trivial one.

Proof. (i): Let A’ : V' — U a smooth morphism with V' € Var(C). We have then
. X X h
h Q’/’S(V —U)= Q’/’S(V — U = 89).

Hence, if b’ : V < U is in particular an open embedding, h*Q?S(V LN U) = Q’[}/S(V). This proves the
equality.

(ii): We prove that E(Q9g, Fy) € Cog pa(Var(C)™" /S) is 2-filtered A} invariant. We follow [20]. Denote
by

P, : Var(C)*™ /S — Var(C)*™/S,
U/S = (U,h)— UxA/S = (Ux Al hop), g:U/S = V/SrsgxI:UxA/S =V x Al/S

the morphism of site. Consider the map in C'(Var(C)*™/S)
6 1= ad(P}, Pa)(=) : Qg = Pu P
which is given, for U/S € Var(C)*™/S by
ad(Py, Pou) (-)(U/S) = Quuxarjvy/(s/s)(U x AY) : Qps(U) = Qe ys(U x AL, w = p'w
where p: U x A! — U is the projection. On the other hand consider the map in C'(Var(C)*™/S)
=15 P PrQs — Qg
given, for U/S € Var(C)*™/S by
B (U/8) = Qs s(U % AY) = Q8 5(U), w s i
where ig : U —: U x A is closed embedding given by ig(z) := (2,0). Then,
e we have pop =1
e considering the map in PSh(N x Var(C)*™/S)
H : P Pr[1] = PuPi
given for U/S € Var(C)*™/S by

H(U/S)QP

Dnt (U x AY) = QFFL L o(U x A1),

UxAl/S
t
H(U/S)(p*w A g (f(s)ds)) = (/ f(s)ds)p*w, H(U/S)(p*w Aq"f) =0,
0
note that g(t) = fot f(s)ds is algebraic since f € Ox1(A!) is a polynomial, we have o ¢ — I =
OH + HO.

This shows that
ad(P}, Py )(—) : 75 — Pa*P;Q;S

is an homotopy equivalence whose inverse is Ij. Hence, by proposition 8,

ad(P;,Pa*)(—) : Eet(Q7San) — Eet(Pa*P;Q7San) = EetPa*(P;Q7San)
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is a 2-filtered quasi-isomorphism, that is Ec¢(€2g, Fy) € Cos ir(Var(C)*™/5) is 2-filtered A} invariant.
(iii):For h : U — S a smooth morphism with U, S € SmVar(C), recall that the h*Dg(U) = Dg(h(U))

structure on HPQ4(U/S) := HPQy, /5(U) is given by, for © € QPU/S(U)C7 v- o] = [L(/ﬁ)au], we QL U°)
being a representative of & and 4 € T'(U°,Ty) a relevement of v (h is a smooth morphism). Now, if
g:V/S — U/S is a morphism, where A’ : V' — S is a smooth morphism with V'€ SmVar(C), we have

9 (v- @) = g*(UF)0w) = L(7)0g*w =7 - (¢"w)
that is HPQ95(g) : HPQ*(U/S) — HPQ*(V/S) is a map of Dg(h(U)) modules. O

We have the following canonical transformation map given by the pullback of (relative) differential
forms:
Let g : T — S a morphism with 7, .S € Var(C). Consider the following commutative diagram in RCat

P(g)
D(ga 6) : (Var((c)sm/Ta OVar(C)Sm/T) —g> (Var(c)sm/sv OVar(C)Sm/S)

le(T)

(T, Or) P(g)

It gives (see section 2) the canonical morphism in Cy-og ri(Var(C)*™ /T

Q/(T/S) = Q(OVar(a:)sm/T/g*OVar(c)sm/s)/(OT/g*Os) :

— (Q;T, Fb) =Q2

9*(Q7S=Fb) =Q Ovar(cysm y7/e(T)*Or

L]
9*Ovar(cysm /s/g*e(S)*Os

which is by definition given by the pullback on differential forms : for (V/T) = (V, h) € Var(C)*™ /T,

Q
0 5(U) LD, Q1 (V) = 1 (V/T)

Q V/T): g*(Q55)(V/T) = li
yays)(V/T) =g (@) (V/T) (h/:Uassniglf:VaU,h,g)

w = Qo s (VIT) (W) = g7 w.
If S and T are smooth, /r/s) : " (g, Fb) = (4, Fp) is a map in Cgo, fit,g+ ps (Var(C)*™ /T) Tt
induces the canonical morphisms in Cy-og fi1,9+ pg (Var(C)*™ /T):

T(g,Eet) ()5, F) Eet () (1/s))
— 5 7

EQ)r/s) 1 " Eet (g, ) Eei(9" (g, Fy)) Eet(Q9p, Fp).

and

T(9,Ezar)(Q)5,Fp) E.ar(Q)(T/s))
e AR,

EQ/(T/S) : Q*Ezar(Q7Sa Fy) Ear(g” (Q;Sv Fy)) Ear (Q;Tv Fy).

Definition 104. (i) Letg: T — S a morphism with T, S € Var(C). We have, for F € C(Var(C)*™/S),
the canonical transformation in Coyra(T) :

T%(g,9,.)(F) : g™ Loe(S). Hom® (F, Eet (5, Fy))
— (g"Loe(S)Hom® (F, Ect(Q) 5, Fb))) ®g-05 Or

T(e;9)(—)oT(g,Lo)(-)

Lo(e(T)«g"Hom®(F, Eet(Q)g, I)) @g+05 Or)
T(g,hom)(F,Eet(Q;S))®I

Lo(e(T)Hom*(g"F, g"Eet () 5, ) ®g+05 Or)
ev(hom,®)(—,—,—)

LO@(T)*HOm. (g*F'7 g*Eet (9;57 Fb) ®g*e(S)*Os E(T)*OT)
Hom®(g" F,EQ(1/5)®1)

Loe(T) Hom®(g* F, Eet(Q;T, Fy) @g+e(sy-0s €(T)*Or)
2 Loe(T) Hom® (g* F, Ees( )

where m(a ® h) := h.« is the multiplication map.
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(i) Let g : T — S a morphism with T,S € Var(C), S smooth. Assume there is a factorization

g:T Ly xS 25 S withY € SmVar(C), I a closed embedding and ps the projection. We have,
for F' € C(Var(C)*™/S), the canonical transformation in Corpu(Y x S) :

T(g..)(F) : g e(S). Hom® (F, Bt (5, Fy))

= T Baar (P57 (S) s Hom® (F, Eet (55, Fy)))

T° (ps,Q).)(F) o x .
S D Baar (e(T % S) Hom® (05 F, Eet(y 5, F3)))

— e(T x S)Tr(Hom® (ps F, Eet(Qy 5 1))

I(~v,hom)(—,— ° * °
w} e(T X S)*Hom (F?Z/“pSFu Eet(Q/YXS7Fb))'

For @Q € Proj PSh(Var(C)*™/S),
T(9.92,)(Q) : g™ e(S) Hom® (Q, Ber (g, Fy)) — e(T x 8)Hom* (Lp5Q, Eet(Q)y 50 Fb))
is a map in Coprap(Y x S).
The following easy lemma describe these transformation map on representable presheaves :
Lemma 11. Let g : T — S a morphism with T, S € Var(C) and h : U — S is a smooth morphism with

U € Var(C). Consider a commutative diagram whose square are cartesian :

g:T—>5xy 2 >3
h/T h”:_thT hT
g :Ur o uxy ™oy
with 1, ' the graph embeddings and ps, pu the projections. Then g*Z(U/S) = Z(Ur/T) and
(1) we have the following commutative diagram in Co,ra(T) (see definition 1 and definition 104(i)) :

*mod . ° T(g,Q/.)(Z(U/S)) o .
g Loe(S) s Hom®(Z(U/S), Eet(2, Fp)) e(T)sHom*(Z(Ur /T), Eet(Q) 1, Fy))

*mod ° . T(ng/-)(Z(U/S)) . .
g Loe(S)Hom (Z(U/S)aEzar(Q/san)) e(T)Hom (Z(UT/T)aEzar(Q/Tva))

l 75" (9,h) l

g*mOdLOh*Ezar(Q.U/San) h;EZU«T(Q.UT/T’Fb)

(it) if Y, S € SmVar(C), we have the following commutative diagram in Co, ra,p(Y X S) (see definition
1 and definition 104(ii)) :

«mod,T . . T(9,2,.)(2(U/8)) o .
gL e(S). Hom® (Z(U/S), Ber (g, Fy)) e(Y x ) Hom® (DY, Z(U X Y/S X V), Eet(Qy

! |

od I . . (9.2, )(ZU/S)) oy .
g*"e% Loe(S)«Hom®(Z(U/S), Ezar (2, Fy)) e(Y x 8)Hom* (I, Z(U x Y/S X Y), Ezar (29,
N l . T2 (ps,h)(—) l.
g mOd7Fh*Ezar(QU/SuFb) ° hkaFUTEZaT(QUXY/SXY7Fb)

where j : T\T x S < T x S is the open complementary embedding,
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with
k- Ezar(h*Q;S, F) — Eet(Ezar(h*Q;S, F)) = Eet(h*Q;S, Fy).

which is a (1-)filtered Zariski local equivalence.

Proof. The commutative diagram follows from Yoneda lemma and proposition 104(i). On the other hand,
k: EZM(Q;S, F) — Eet(Q;S, F,) is a (1-)filtered Zariski local equivalence by theorem 10 and proposition
104(ii) O

In the projection case, we have the following :

Proposition 105. Let p : S12 — S1 is a smooth morphism with Si,S12 € AnSp(C). Then if Q €
C(Var(C)®™ /S1) is projective,

T(p,2.)(Q) : p™"*%(S1). Hom* (Q. Bt (U5, Fy)) — e(S12) Hom® (° Q, Eer( s, i)

is an isomorphism.
Proof. Follows from lemma 11 and base change by smooth morphisms of quasi-coherent sheaves. O

Let S € Var(C) and h : U — S a morphism with U € Var(C). We then have the canonical map given
by the wedge product
wy/s QZ,/S ®0s QZ,/S — Q'U/S;a @B aAlp.

Let S € Var(C) and hy : Uy — S, he : Uy — S two morphisms with U;,Us € Var(C). Denote
h12 : U12 = U1 Xs UQ — S and P112 - Ul Xs U2 — Ul, p212 - U1 Xs UQ — U2 the projections. We then
have the canonical map given by the wedge product

W(v,,05)/5 * P112800, /s ®0s Pa1280, /s = Uy, /53¢ @ B iy A payafB
which gives the map

Ew(U1,U2)/S : hl*Ezar(QZ]l/S) Rog hQ*Ezar( U2/S>

ad(py12,p112+) (=) ®ad(p312,p212+)(—)

(hl*p112*pT12Ezar(Q.U1/S)) ®0s (h24p212:4P312 Ezar (2 UZ/S))

— P2+ (P12 E2ar (U, /5) ®h3,05 Po12Ezar (2,5
T(®,E)(—)o(T(p112,E)(—)®T (p212,E)(—))

)
)

hl?*EzaT(p112QU1/S ®0s P312§2 U2/S
Let S € Var(C). We have the canonical map in Coy rii(Var(C)*™/S)
ws : (g, Fry) ®os (g, Fb) = (295, Fp)
given by for h: U — S € Var(C)*™ /S

wys(U)

ws(U/S) : ( .U/S’Fb) ®n+0s (Q.U/Sva)(U) ( .U/Sva)(U)

It gives the map

et (ws)

L] [} - E
Ewg : Eet(Q/Sva) ®os Eet(Q/Sva) — E ((Q/Sva) ®os ( /Sva)) — E. ( /SuFb)
If S € SmVar(C),
s (Q)g, 1) ®os (5, Fy) — (25, Fy)

is a map in Cog i, ps(Var(C)s™/S).
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Definition 105. Let S € Var(C). We have, for F,G € C(Var(C)*™/S), the canonical transformation in
Cosra(9) :

T(®, N (F,G) : e(S)Hom(F, Ect(27g, F})) ®og e(S)Hom (G, Eet (25, Fi

b))
= e(8)«(Hom(F, Eet(Q), F})) ®0s Hom(G, Eet (g, Fp)))
e(S)«T(Hom,®)(—)

)
b))

e(S)sHom(F @ G, Eet(Q) g, Fy) ®0s Eet (g, Fy

Hom(FRG, Buws) e(S)sHom(F ® G, Eey (235, F

If S € SmVar(C), T(®,Q)(F,G) is a map in Cog i, p(S).

Lemma 12. Let S € Var(C) and hy : Uy — S, ha : Uy — S two smooth morphisms with Uy, Us € Var(C).
Denote his : Uig := Uy xg Uy — S and P112 - Ui xgUs; — U1, P212 U, xg Uy — Us the p'l“OjeCtiOTlS. We
then have the following commutative diagram

F.G
e(S)Hom(F, Bet (25, Fy)) @05 €(S)sHom(G, Eey (42 /S,%?L) e(S)sHom(F © G, Eut (235, F))

| |

hl*Ezar (QZh/S’ Fb) ®Os h?*Ezar (Q.U2/57 Fb) h12*Ezar (QZ]m/S’ Fb)

Bww, vuy)/s

with
k: Ezar(Q75’7 Fb) — Eet(Ezar(Q75’7 Fb)) = Eet(Q;Su Fb)

which is a filtered Zariski local equivalence.

Proof. Follows from Yoneda lemma. O

Let S € Var(C) and S = Ul_ 1S an open cover such that there exist closed embeddings i; : S; < S;
with S; € SmVar(C). For I C [1,---1], denote by Sy := N;c1S; and j; : St — S the open embedding. We
then have closed embeddings i; : S; — Sy = I 5. Consider, for I C J, the following commutative
diagram

Dry= 51 i Sr
jI.IT pIJT

Sy —1=8;

and jry : Sy < Sr is the open embedding so that j; o jr; = js. Considering the factorization of the
diagram Dj; by the fiber product :

Diy= S; =51 xSy, i S;

S[XSJ\] ir

/\

the square of this factorization being cartesian, we have for ' € C(Var(C)*™/S) the canonical map in
C(Var(C)*™/S))

i x D) ad(p2 4,75 ) (—
S(DIEF) : LigofiF % iguf5F = (i x 1) Ly, F A0

T(prs,ir)(—) "

(ir x I)*ptl)jp?,]tilJ*ij p;,]il*p(;JﬁlJ*j;F =prsingi F
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which factors through

e SUDIYF) . .. .
S(Dry)(F): LZJ*jIF%puLn*hF&pUu*hF

Definition 106. (i) Let S € SmVar(C). We have the functor

C(Var(C)*™/S)? = Coyu,p(S), F > e(S)sHom®(L(irji F), Eet(Q)g, F1))[—ds]-

(ii) Let S Var(C) and S = UﬁzlSi an open cover such that there exist closed embeddings i; : S; — S;
with S; € SmVar(C). For I C [1,---1], denote by St := MicrS; and jr : S; < S the open embedding.
We then have closed embeddings iy : S; — Sy := Il;c1S;. We have the functor

C(Var(C)*™ /8)" = Coyu,p(S/(S1)), F = (e(St)sHom® (L(irji F), Eet (Vg , Fy))[~dg, ], uf;(F))
where

uf ;(F)ldg, ] e(Sr)Hom® (L(ir.ji F), Eet (25, Fy))

*mod

ad(p7y

T IO, o te(Sr) Hom® (L(iragi F). Ber(5, . )

pry«T(prg, ) (L(ir«j7 F))

pro«e(Sy)Hom® (pi s Lirji F), Eet(5,, Fb))

pIJ*6(5,7)*7'[0771(5()(DIJ)(F)vEct(Sl;éF] )

pry«€(S1)«Hom® (L(is+j3 F), Eer ()5, Fb)).

For I C J C K, we have obviously prjujx(F)oury(F) = urx(F).

We will prove in corollary 4 below that uy(F) are oo-filtered Zariski local equivalence.
We then have the following key proposition

Proposition 106. Let S € Var(C). Let m : Q1 — Q2 be an equivalence (Al et) local in C(Var(C)*™/S)
with Q1,Q2 complexes of projective presheaves. Then,

e(S)sHom(m, Eet(2 g, Fy)) : () Hom® (Q2, Eet (275, Fy)) — e(S)Hom® (Q1, Eet (25, 1))

is an oco-filtered quasi-isomorphism (in fact it is a 2-filtered quasi-isomorphism). It is thus an isomorphism
in Dog fi1, 0,00 (S) if S is smooth.

Proof. By proposition 104(ii), Ee:(Q7g,Fb) € Cogfi,ps(Var(C)™™/S) is 2-filtered Al invariant. The
result then follows by lemma 1. O

Definition 107. (i) We define, using definition 106, by proposition 106, the filtered algebraic Gauss-
Manin realization functor defined as

FEM i DAL(S)? = Dogjip.oo(S), M — F§M(M) := e(S)Hom® (L(F), Et(Qg, Fy))[—ds]
where F € C(Var(C)®*™/S) is such that M = D(A!, et)(F),

(ii) Let S € Var(C) and S = U._,S; an open cover such that there exist closed embeddings i; : Si < S
with S; € SmVar(C). For I C[1,---1], denote by S = NierSi and jr : Sp < S the open embedding.
We then have closed embeddings iy : S; — S’I = HieIS’i. We define, using definition 106 and
corollary 4,by proposition 106 the filtered algebraic Gauss-Manin realization functor defined as

FEM i DAL(S)? = Doyir,p.0o(S/(S1)), M
FEM(M) = ((e(Sr)«Hom® (L(ir.j; ) Eet(Q]5,), F5))[— 5, ui (F))

where F € C(Var(C)*™/S) is such that M = D(Al,et)(F).
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Proposition 107. For S € Var(C), the functor F$™ is well defined.

Proof. Let S € Var(C) and S = UL_, S; an open cover such that there exist closed embeddings 4; : S; < S;
with S; € SmVar(C). Denote, for I C [1,---,1], St = NierS; and j; : Sy < S the open embedding. We
then have closed embeddings iy : S; < Sy := Iie;S;. Let M € DA(S). Let F,F' € C(Var(C)*™/S)
such that M = D(Aq,et)(F) = D(A1,et)(F’). Then there exist by definition a sequence of morphisms in
C(Var(C)*™/8S) :
F=F %5 &2 2 F =F,
where, for 1 < k < s, and sy, are (Al et) local equivalence. But if s : [} — Fy is an equivalence (Al, et)
local,
L(irejis) : L(ir«j7 F1) = L(irji F2)

is an equivalence (A!, et) local, hence

Hom(L(ir.jis), Eet (Vg , Fy)) = (e(S1)Hom(L(irji Fa), Bet(Qg, . Fy)), urs (F2))
— (e(gl)*Hom(L(iz*j}kFl),Eet(Q;glan))aUIJ(FI))
is an oo-filtered quasi-isomorphism by proposition 106. O
Let f: X — S a morphism with S, X € Var(C). Assume that there is a factorization
FixLyxsss

of f, with Y € SmVar(C), I a closed embedding and pg the projection. Let S = Ul_,S; an open cover
such that there exist closed embeddings i; : S; — S; with S; € SmVar(C). We have X = Ul_, X; with
X; == f71(S;). Denote, for I C [1,---1], S; = NMiesS; and X; = NierX;. For I C [1,---1], denote
by S; = M;erS;, We then have, for I C [1,---1], closed embeddings i; : S; — S; and the following
commutative diagrams which are cartesian

~ Ps ~

f]=f|XIZX]lI%YXS]pLS] ,YXSJLSJ
Sl e

~ Ps; ~ ~ P3; ~

Y xS ——= 57 Y xS —— 51

with l1 : l|x,, i = I x i, ps, and pg, are the projections and p7; = I X py, and we recall that we denote

by jr: S’I\Sl < S; and JriY x S’I\XI — Y x S; the open complementary embeddings. We then have
the commutative diagrams

i’joly

D[J: SJLS’J ,D/IJ: XJ YXS‘J.

lj” lp” lj}J lplu
. -/

S[LS’] XI

and the factorization of D7 ; by the fiber product:

ifoly ifolr

L= X;—=YxS;, D}, = X,

. , iy ily
Jrg Pry

-/
ZIOl] ~ ~ ~
X ——=Y xS, ity XIXYXS’IYXSJ:XIXSJ\I 1y

YXS‘J

ifols

X[ YXS[
(49)
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where j;; : Xj < X7 is the open embedding. Consider
F(X/S) :=pssTXZ(Y x S/Y x S) € C(Var(C)*™/9)
so that D(A!, et)(F(X/S)) = M(X/S). Then, by definition,

FEM(MPM(X/S)) := (e(S1)«Hom(L (i1 jTF(X/S)), Bet( 3, Fo))[=dg, ], uf; (F(X/S)))

On the other hand, let
Q(X1/S1) :==pg, L%, Z(Y x S/Y x Sr) € C(Var(C)*"/S),
see definition 10. We have then for I C [1,1] the following map in C(Var(C)*™/S) :
Ni(X/S): QUX1/S1) = pg T3 2V x /¥ ) 00,

Py (T ) (=)~

P, il T%, Z(Y % 81/Y x Sp)[dy]

Tn(pSI,i])(—)
e

Ps i, Z(Y X S1/Y x S)[dy]
il*pSIﬁFB/(IZ(Y X S]/Y X S])[dy] = Z]*j;F(X/S)
We have then for I C J the following commutative diagram in C(Var(C)*™/S,) :

Py N1(X/5)

PrPs L%, Z(Y X S1/Y x Sr) P (i g F(X/S))
H”T Tswz.z)(F(X/s»
& 5 N;(X/S) o,
pSJﬁFB/(JZ(Y ><SJ/YVX SJ) . ZJ*]JF(X/S)

with

Hiry:pg, T'%, Z(Y x S;/Y x 8;)

,*
Cone(ad(p} 4,pr7)(=),I)

= pg,epxe DX, P LY x S1/Y x 8p)

T(prs~")(=) Ty (p1s.p5,) ()

g, PiT%, Z(Y x S1/Y x Si)
This say that the maps N;(X/S) induces a map in C(Var(C)*™/(S/S;))
(N1(X/9)) : (Q(X1/S1), Hiy) = (ir.J; F(X/S), S(Dr)(F(X/9))).
We denote by v{;(F(X/S)) the composite
vl (F(X/5))ldg, ] : e(S1)s Hom(Q(X1/S1), Eet (g, Fy))
AT, e (S Hom(Q(X1 /31), B (25 o)

pro«T(prs,Q2.)(Q(Xr/51))

prr«e(S1) Hom(p};Q(X1/S1), Ber(Q5 . Fb))

Hom(Hrr,Eer(2)5 ,Fb))

prve(S1)Hom(Q(X1/51), Eet (5, Fb))-

On the other hand, we have the following map in Co i p.s,(S7)

pSJﬁF;/(IxSJ\Ipﬁ]Z(Y X SvI/Yv X 5'1)

P?Jpglﬁl—gg,Z(Y X S’[/Y X S’])

3 a‘d(p*:mod)p )(_) *1M.0 ]
wry(X/9)[dg,] :pgl*FXIEzar(nygl/gluFb) A A g dpgz*FXIEzaT(QyXS,/SI’Fb)

TS (prs,ps,)”
w A I
— pIJ*pS'J*FXIXS'J\IEzar(Q

. Conc(l,ad(pllf],pIJ*)(*))
YXS[/S[ ’ Fb)
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Lemma 13. (i) The map in C(Var(C)*™/(S/Sr))
(N1(X/8)) : (Q(X1/S1), Hry) = (L(ir:ji F(X/S)), 89 (Dry) (F(X/S))).
is an equivalence (A, et) local.
(ii) The maps (N7(X/S)) induces an oco-filtered quasi-isomorphism in Copa.p(S/(Sr))
(Hom(N1(X/S), Eet(Q5,, Fb))) :
(e(S)«Hom(L(irjr F(X/9)), Eet(Q5,, Fv))[—dg, ], ui, (F(X/S5))) =

(e(S1)« Hom(Q(X1/51), Bt (5, Fy))[~dg, ], 0] ;(F(X/5)))
(ii) The maps (I(y,hom)(—,—)) and (k : E.qr(p% Q;S ,EFp) = Ee(p% Q/S , Fp)) induce an (1-)filtered
Zariski local equivalence in Co tip(S/(Sr))

(ko[(’y,hom)(—,—)) (pSI*FXI ZGT(Q;/XSI/SI Fb)[—dg,]va,J(X/S))
— (e(S1)s Hom(Q(X1/5r1), Eet (Vg , Fy))[~dg, ], vi; (F(X/S)))

Proof. (i): Follows from theorem 15.

(ii): These maps induce a morphism in Coti1.p(S/(Sr)) by construction. The fact that it is an co-filtered
quasi-isomorphism follows from (i) and proposition 106.

(iii): These maps induce a morphism in Coti1.p(S/(S5)) by construction. O

Proposition 108. Let f : X = S a morphzsm with S, X € Var(C). Let S = UL_,S; an open cover
such that there exist closed embeddings i; : S; < S; with S; € SmVar(C). Then X = U._, X; with
X; = f~YS;). Denote, for I C [1,--- ], Sr = NierS; and X1 = NijerX;. Assume there exist a
factorization

FfixLyxsss
of f with Y € SmVar(C), | a closed embedding and pgs the projection. We then have, for I C [1,---1], the
following commutative diagrams which are cartesian

~ Pg3 ~

fI:f|XI3XIlI—>Y><SIpL>SI , Y xS, L=,
\ li} lil p/”J/ J/p”

~ pSI ~ ~ ng ~

Y xS ——= 57 Y xS —— 51

Let F(X/S) = ps I Y Z(Y xS/Y xS). The transformations maps (N;(X/S) : Q(XI/SI) — i1 F(X/S))
and (k o I(y,hom)(—, =), for I C [1,--- 1], induce an isomorphism in Dofir.p.o(S/(S1))
I°M(x/9) :
FEM(M(X/S)) = (e(S1)sHom(L(ir i F(X/S)), Bet (g, Fy))[~dg, ], uf ; (F(X/S)))

(6(51)*H0m(LNI(X/S),Eet(Q;gl;Fb)))

(e(S1)«Hom(Q(X1/51), Eer(Q)5,, Fb))[~dg,], v, (F(X/$)))

(koI (v,hom)(—,—))~* o
! (pSI*FXI zar(QYXS /SI F)[ dS’I]awIJ(X/S))

Proof. Follows from lemma 13. O

Corollary 4. Let S € Var(C) and S = UL_, S an open cover such that there exist closed embeddings
i; : S; = S; with S; € SmVar(C). For F € C(Var(C)*™/S) such that D(A',et)(F) € DA.(S), ui,(F)

are oco-filtered Zariski local equivalence.
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Proof. Let f : X — S a morphism with X € Var(C) such that there exist a factorization, f : X 4

Y x § 25 § with Y € SmVar(C), I a closed embedding and pg the projection. Then, by lemma 13(ii)
and (iii), uf;(F(X/S)) are Zariski local equivalences since wy;(X/S) are isomorphisms. O

We now define the functorialities of }'ng with respect to S which makes F,, a morphism of 2-functor.

Definition 108. Let g : T — S a morphism with T,S € SmVar(C). Consider the factorization g :
T 5 T xS 25 S where | is the graph embedding and ps the projection. Let M € DA.(S) and F €
C(Var(C)*™/S) such that M = D(A§, et)(F). Then, D(AL, et)(g*F) = g*M.

(i) We have then the canonical transformation in Dofip,oo(T X S) (see definition 104) :

T(g, FM)(M) : Rg*™ /T FGM (M) := g4 e(S) . Hom® (LF, Eet(Q, Fy)))[—dr]
T(9,2/.)(LF)
_—

e(T x 8)Hom® (CrpSLFE, Ect(Qry 5, b)) [—dr] = FSM (19" (M, W)).
(11) We have then the canonical transformation in Do fi,co(T) (see definition 104) :

T9(g, FEM)(M, W) : Lg*m* TN FEM (M) = g*m%e(S) Hom® (LF, Eet (3, Fy)))[—dr]

T°(9,9,.)(LF)
—_

e(T)Hom® (g" LF, Eet (), Fy))[—dr] = FSEM(g*M).

We give now the definition in the non smooth case Let g : T'— S a morphism with 7', S € Var(C).

Assume we have a factorization g : T Lyxs 2 SwithY e SmVar(C), I a closed embedding
and pg the projection. Let S = UL_,S; be an open cover such that there exists closed embeddings
i; 1 S; = S; with S; € SmVar(C) Then, T' = Uélei with T; := g~ %(S;) and we have closed embeddings

!/

i, =1d;01:T; =Y xS;, Moreover gy := ps, 1Y X S; — Sy is a lift of gr =gy, : Tt — S1. We recall

3
the commutative diagram :

Erjg= (Y x SO\T1 =Y x 8y, Ery=  S)\S;—2L—=S§; Ej;= (Y xS\ —L—Y x5,
lpél lg}; lpu lpu lp}‘, lp}‘,
SI\S; ————=5; SI\(SI\S)) —= 5, (Y x SO\TAT)) 2Ly x §;

For I C J, denote by pry : S'J — 5'1 and p'IJ = Iy Xpry: Y X S'J — Y x 5’1 the projections, so
that gr o p}; = pryo gs. Consider, for I C J C [1,...,1], resp. for each I C [1,...,1], the following
commutative diagrams in Var(C)

D]J: S]Lgl y D/IJ: T[—lI>Y><g[ Dg[: S]L-S’] )
jIJT p”T j}JT pIIJT 91]\ !?IT
SJL>S'J TJ—ZJ>Y><§J T[—ZI>-Y><S']

and jrj : Sy < S is the open embedding so that j; o jr; = jj. Let F € C(Var(C)*™/S). Recall (see
section 2) that since j;*i}, 5, ¢*F = 0, the morphism T'(Dg7)(j5F) : §iirsji F — i7,.j7 ¢* F factors trough

% Sk ek 7%, () S~k ek TY(Dgr)UrF) ) s«
T(Dgr)(jiF) : Gyingi F ———T%,§jingi F ——="= i, g"F
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We then have, for each I C [1,...,I], the morphism

T(g1,L)(-)

T (Dgr) (7 F) : Tp, 1 L(inji F) ————

U s ey LT (Den) (T F)) gk
F}/’IL(QIZI*]IF) = L(F¥,9121*31F) e L(i1,J1"9"F)

and the following diagram in C(Var(C)*"/Y x S;) commutes
Vot Ty, drar(F)
FTIg]L(U*][F) FTIgIzI*]IF
T"’”(Dgz)(j?F)l lT”(Dgz)(j}‘F)
ar(g" F)

L(Z/I*J}*Q*F) 9 F = ZI*JI g°F
We have the following commutative diagram in C/(Var(C)*™/Y x S;)

e e e Py T(De)GEF) o, e e
Piydtigi F = 350} jirj; F ———————p/5i5.9;5; F = p/yini, 9" F (54)

é.’}S(Dz.r)(F)T TS(D}J)(Q*F)
~x - Sk ek T(DQJ)(JJF) *
G5tax31531F = 9505:J 5 F 4>ZJ*9J]JF = Z]*jI]jI g = ZJ*.]J g F

This gives, after taking the functor L, the following commutative diagram in C'(Var(C)*™/Y x S)

l* -k
T4 (Dgr)(i7 F)

Fg’prJFTIgIL(iI*j}FF) I‘%g’}puL(iI*ﬁ?‘) F%,,prJL(i/I*jI*Q*F) (55)
935"(D1‘1)(F)T qu(D}.l)(g*F)
e e x T (Dgy)(35F) 0 e
Ty 35L(i74359°F) - L(i%,j 79" F)

The fact that the diagrams (55) commutes says that the maps T97(Dgyr)(j5F) define a morphism in
C(Var(C)™™ /(T/(Y x S1)))
(T (Dgr)(j; F)) : (T4, 35 Li1-§; F), §35%(D1s) (F)) = (L(i7.4 9" F), 8D} (" F))
We denote by g5uf,;(F); the composite
gruf;(F)ildy +dg,] = e(Y x Sp)uDr Hom(g L(inji F), Ber(Q0y 5,2 F))

ad( ’ ’ | *)(7) *1MM.0 & ~ % . -k °
L)p/u*pu ¢ e(Y x SI)*FTIHOW(QIL(ZI*]JF)aEet(Q/ngjan))
T (ph4,7) (=) & *mo KT (s ok .

— pI]* e(Y x SJ) T1><S,\Ip1 d,Hom(gJL(zJ*]JF)vEet(Q/ngjvFb))

Cone(ad(p/‘ )pf)(_)vl) mo * . -k °
174P1g pre(Y x SJ) FTJPI deom(gJL(zJ*]JF),Eet(Q/YXSJ,Fb))

T(Pl 82 )(7) ~% % . -k .
— Prye(Y x S7)x FTJHC)m(ngIJL(’LI*.]IF)vEet(Q/yXSJan))

Hom (g5 (S (Drs)(F)), Ect(ﬂ/yxs b))

p/IJ*e(Y X S’J)*PTJ,Hom(gjL(iJ*j;F)v Eet(Q;yXSJva))

238



We denote by ghuf;(F)2 the composite
Gyl (Flaldy + s, : e(Fr).Hom(TY, G L1 F) By 5, Fo)

ad(p/’fm"dp (=) ' xmo T ~ % . ex °
= = pIJ*pIJ de(TI)*HOm(F:\;,QIL(ZI*]JF)aEet(Q

/YXS'I’Fb))

T(05.2,)(-) - T e .
—— > Phe(Tr)Hom(p s 7, G7 L(ireji F), Eer (5 5, F))

Hom(T(wh ;7" ) (=) Bet (W 5 1 Fb)

Pryee(T)Hom(TY, 5 - pisgiL(ingiF), By g, Fh))

Cone(ad(p] y4.p15)(=).1) N e wr .
L p/IJ*e(TI)*Hom(F}/“JpIJgIL(ZI*]IF)?Eet(Q/ngijb))

Hom(L'y, §5(SU(D1s)(F)).Ber(y 5 1 Fb)

Pryee(Y x 87) Hom(Ty, G5 L(i735 F), Bt (R 5, Fb)
We then have then the following lemma :

Lemma 14. (i) The morphism in C(Var(C)*™/(T/(Y x S;)))
(T (D) (ji F) : (T, Lgiirei F. G5 (D1s)(F)) — (i7.47"9" F, S (D) (F) (19" F))
is an equivalence (A, et) local.

(i) Denote for short dy; = —dy —dg,. The maps Hom((T*7(Dgr) (i1 F)), Eet (25

Ty x5, ) b)) induce

an oo-filtered quasi-isomorphism in Coup(T/(Y x St))

(Hom (T (Dyr)(§7 F), Eet (5, 5,5 Fb))) :
(e(Y x Tp),Hom(L(ih, i g*F), E. ety 5,0 Fo)ldy il ug (97 F)) —
(e(Y x Ty)Hom((T}, Litir i F), E ety 5,0 Fo))ldv 1], giud; (F)2)

(iii) The maps T(gr, Q) (L(ir.jiF)) (see definition 104) induce a morphism in Coryp(T/(Y x Si))

(T, 9.) (L(ir. F))) -
(U, B (37" Ve(S1) Hom® (L(ir. 7 F), Eer (5, Fo))ldy 1), 557 (F)) —
(T, (oY x 87). Hom(@ L(irdi F), Ee (3 g, Fo))ldy 1. G5l (F)y).

Proof. (i): Follows from theorem 15.
(ii): These maps induce a morphism in Co s1.p(T/(Y % S)) by construction. The fact that this morphism
is an oo-filtered equivalence Zariski local follows from (i) and proposition 106.
(iii): These maps induce a morphism in Cosy.p(T/(Y x Sp)) by construction.
O

Definition 109. Let g : T — S a morphism with T,S € Var(C). Assume we have a factorization

g:T Ly xS 5 withy e SmVar(C), [ a closed embeddmg and ps the projection. Let S = ut_,S;
be an open cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C) Then,
T = UZ 1L with T =9 1(5}-) and we have closed embeddmgs i, :=d;0l:T; =Y X Sl, Moreover
gr :==pg, + ¥ x S; — S;is a lift of g1 :== g7, = Tt — Si1. Denote for short dy; := dy + dg, . Let
M € DA.(S) and F € C(Var(C)*™/S) such that M = D(AL, et)(F). Then, D(AL et)(¢*F) = g*M. We
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have, by lemma 14, the canonical transformation in Do i p.oo(T/(Y x Sp))

T(g, FEM)(M) : Ry I T FGM (M) =
(D, B (377 e(31). Hom® (L(i1. 7 F), Bae(Q3,, Fo))) [ =dy — d, ], 557, (F)
Ty B(T(91,92/.)(L(ir«j7 (F,W)))))

(Crye(Y x Sp)oHom®(§; L(ir.ji F), Eet(Qy, 5,0 Fo))[—dy — dg, ], 55ui;(F)1)
(I(7,hom(—,-)))
(e(Y x Sp)Hom*(Ty, §; L(ir+ji F), Eet (25 5,0 Fb))[=dy — dg,], gyui ;(F)2)

(e(Y xS1)« Hom (T (Dyr) (i1 F), Eet (7, 5 Fp))) ™"

(e(Y x Sp)Hom® (L(i},51" 9" ) Eet (R 5, F))[=dy — dg, . uf (9" F)) = FFM (9" M).

Proposition 109. (i) Let g: T — S a morphism with T, S € Var(C). Assume we have a factorization

g: T LYy xS 25 S with Ys € SmVar(C), | a closed embedding and ps the projection. Let S =
Uézl S; be an open cover such that there exists closed embeddings i; : S; — S’Z with S’Z € SmVar(C)
Then, T = UL_,T; with T; := g~ *(S;) and we have closed embeddings i; = i; 01 : T; — Yo X S,
Moreover gr :=pg, : Y x Sy — Spis a lift of g1 := gy Tt — Sr. Let f: X — S a morphism with
X € Var(C). Assume that there is a factorization f : X Ly, x s 2 S, with Y1 € SmVar(C), [
a closed embedding and pg the projection. We have then the following commutative diagram whose
squares are cartesians

f i X VixT—— T

| ]

flr=fxI:YaxX—=Y xYyx8—=Y, xS

| L

X Vi x S S

Consider F(X/S) := pgTXZ(Y1 x S/Y1 x S) and the isomorphism in C(Var(C)*™/S)

T(f,9,F(X/S)): g*F(X/S) := g*pssT%Z(Y1 x S/Y1 x S) =
prlx, Z(Y1 x T/Y1 x T) = F(X1/T).

which gives in DA(S) the isomorphism T(f,g,F(X/S)) : g*M(X/S) = M(Xp/T). Then, the
following diagram in Do i p,co(T/(Y2 X S1)) commutes

emo T (g, 79N (M(X/5)
Rgmedt FGM (M(X/S)) : FEM(M (X1 /T))

lIGM(X/S) lIGM(XT/T)
smod|[—]|,T (., _ . -~ - L _
g (-] (pSI*FXIEzaT(Qlegl/SI’Fb)[ SI}7(T(§IXI,W)(—)OT,?(§I7;D§ ))(pyzxsl*FXTIEzar(QYz><Y1><§1/Y2><§1’Fb)[ dY2
wry(X/8S)) . wry(X7/T))

(i) Let g : T — S a morphism with T,S € SmVar(C). Let f: X — S a morphism with X € Var(C).

Assume that there is a factorization f : X Lyxs s S, with Y € SmVar(C), | a closed
embedding and pg the projection. Consider F(X/S) := pssI'YZ(Y xS/Y % S) and the isomorphism
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in C(Var(C)*™/S)
T(f.9,F(X/S)): g"F(X/S) = g"psTXZ(Y x S/Y x ) =
praT% Z(Y x T/Y x T) =: F(Xp/T).

which gives in DA(S) the isomorphism T(f, g, F(X/S)) : g*M(X/S) = M(Xr/T). Then, the
following diagram in Do fir,e0(T) commutes

wrmod/— 79 (g, FEMY)(M(X/S))
Lg*mod=l FEM (M (X/S)) ? S FEM(M(Xr/T))

lIGM(X/S) \LIGM(XT/T)
oo R (T(gxI,7)(=)oTS (g,ps))
g*m dLo(pS*FXEZ’”’(QYxS/SvFb)[_dT] gx I,y g,ps

prT*FXTEzar(Q;/xT/Tv Fb)[_dT}

J{Tw(@)f)’)(OYXS) J{Tw(®7"/)(OY><T)
mo TPmod (g 1)(Tx E(Oy x5, F,
Lg*mot [FPR Dy B(Oy s, Fy)[~dy — dy] —— 2D OEOSBI FOR D ROy o, Fy) [ ~dy — dr).
Proof. Follows immediately from definition. O

We have the following theorem:

Theorem 33. (i) Let g: T — S is a morphism with T, S € Var(C). Assume there exist a factorization

g:T Ly xS 25 withy € SmVar(C), I a closed embedding and ps the projection. Let S = ut_, S;
be an open cover such that there exists closed embeddings i; : S; < S; with S; € SmVar(C). Then,
for M € DA.(S)

T(g, FM)(M) : Rg™IEFGM (M) = FFEM (g™ M)
is an isomorphism in Dog it D,co(T/(Y % 5’1))
(i) Let g : T — S is a morphism with T, S € SmVar(C). Then, for M € DA.(S)
TO (g, FOM) () : LT FGM (0) 5 FEM (" M)
is an isomorphism in Do, (T).

(iii) A base change theorem for algebraic De Rham cohomology : Let g : T — S is a morphism with
T,5 € SmVar(C). Let h : U — S a smooth morphism with U € Var(C). Then the map (see
definition 1)

T, (9,h) : Lg"™ Rh.(Qy 5, Fy) = RR(QY, )7, Fb)

is an isomorphism in Do, (T).

Proof. (i):Follows from proposition 105.
(ii): Follows from proposition 109(ii) and the base change for algebraic D modules (proposition 81).
(iii):Follows from (ii) and lemma 11. O

We finish this subsection by some remarks on the absolute case and on a particular case of the relative
case:

Proposition 110. (i) Let X € PSmVar(C) and D = UD; C X a normal crossing divisor. Consider
the open embedding j : U := X\D < X. Then,
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— The map in Dy 00 (C)

Hom(LD(Z(U)), k)~ o Hom(ad(5*, 7. ) (Z(X/ X)), Fet (Q°, ) :
FOM(DE(U))) = Hom(LDEZ(D)), Er(°, Fy))
= Hom(Cone(Z(D) — Z(X)), E.ar(Q°, F})) = T(X, E.0r(Q% (nul D), F)).

is an isomorphism, where we recall D(Z(U) := ax+jx Eet(Z(U/U)) = ay+ Eet(Z(U/U)),

— FEM(Z(U)) = T(U, E.0rQy, Fb) € Di1.0o(C) is NOT isomorphic to T'(X, E.q, (2% (log D), Fy))
in Dyi1,50(C) in general. For exemple U is affine, then H"(U,Q,) =0 for allp € N, p # 0,
so that the ERA(T(U, E»ar (2, F3))) are NOT isomorphic to ERA(I(X, E.qr(Q% (log D), F)))
in this case. In particular, the map,

7* = ad(j*, ) (=) : H'T(X, E.ar (% (log D)) = H'"T(U, E=q0,(Qf)))
which is an isomorphism in D(C) (i.e. if we forgot filtrations), gives embeddings
jFi=ad(j*, ju)(—) : FPH™(U,C) := FPH"T (X, E.a0r(Q% (log D), Fy)) < FPH"TNU, E.ar (2, F3))

which are NOT an isomorphism in general for n,p € Z. Note that, since ay : U — {pt} is
not proper,

[Av] - Z(U) = av+Ea(Z(U/U))[2dv]
is NOT an equivalence (A, et) local.

— Let Z C X a smooth subvariety and denote U := X\Z the open complementary. Denote
Mz(X) := Cone(M(U) - M(X)) € DA(C). The map in D ,00(C)

Hom(G (X, Z), Bt (Q®, F3)) ™! o Hom(ax3 Ty Z(X/ X)), k)~
FEM(Mz(X)) := Hom(axy DL Z(X/ X)), Eer(Q°, b)) =
DX, T2E.0r (0%, b)) = T2(X, Bar (%, b)) = -FGM(M(Z)(C)[2C]) =1(Z, Ezar (0%, F}))(—c)[—2¢]
is an isomorphism, where ¢ = codim(Z, X) and G(X,Z) : axyU'yZ(X/X) — Z(Z)(c)[2q] is
the Gynsin morphism.
— Let D C X a smooth divisor and denote U := X\Z the open complementary Note that the
canonical distinguish triangle in DA(C)

M(U) 2IDEEPO) ey ZEXTO) o0y S Mo

give a distinguish triangle in Dy o0 (C)

FOM(v3(2(X/X))) FOM( FOM (ad(jy,5") (Z(X/ X)) FGM(

FM(Mp(X)) M(X)) M(U)) — FEM(Mp(X))[1]

so that FEM(M (U)) 7(D(MHM(C))), however the F-filtration on FEM(M(U)) and the
morphzsm FOEM(yY(Z(X/X))) is NOT the right ones (see the second point). Note that if
= S\D is affine, then by the exact sequence in C(Z)

0= Tz(X, E.or (%)) = T(X, Ezor (%)) = T(U, E.ar(QF)) = 0
we have HIT 7(X,w% ) = HI(I'(X, E;qr(9%))).

(i1) More generally, let f : X — S a smooth projective morphism with S, X € SmVar(C). Let D =
UD; C X a normal crossing divisor such that fip, := foir: D — S are SMOOTH morphisms
(note that it is a very special case), with iy : D < X the closed embeddings. Consider the open
embedding j: U := X\D — X and h:= foj:U—S.
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— The map in Dpyit0o(S)
Hom(LD(Z(U)), k)" o Hom(ad(5*, . )(Z(X/ X)), Eet (5, Fy)) :

FSM(D(Z(U/8S))) == Hom(LD(Z(U/S)), Bet (s, F))
~s Hom(Cone(Z(D) — Z(X)), Ezar(U g, Fy)) = fuErar(Qy 5 (nul D), F).

is an isomorphism, where we recall D(Z(U) := fijuEet(Z(U/U)) = ho Bt (Z(U/U)),
- FSM(Z(U/S)) = ha E.arQly /55 Fb) € Dpyil,eo(S) is NOT isomorphic to fuE.ar(Q%5(log D), Fy)
in Dptil.oo(S) in general. In particular, the map,

3" =ad(i", g ) (=) H" fuElar (g (log D)) = H" Ry E o ( U/s)
which is an isomorphism in Dp(S) (i.e. if we forgot filtrations), gives embeddings
j i=ad(f", ju) (=) : FPH"h.Cy := FPH" fLE,0+(Q% (log D), Fy) < FPH"hoE, 0. (Q;, Fp)

which are NOT an isomorphism in general for n,p € Z. Note that, since ay : U — {pt} is
not proper,

[Au]: Z(U/S) = haEe(Z(U/U))[2dv]
is NOT an equivalence (A, et) local.

— Let Z C X a subvariety and denote U := X\Z the open complementary. Denote Mz(X/S) :=
Cone(M(U/S) — M(X/S)) € DA(S). If fiz == foiz:Z — S is a SMOOTH morphism, the
map in Dptil.0o(S)

Hom(G(X, Z), Bt (Q°, Fy)) o Hom(T' 3 Z(X /X)), k)"
FEM(Mz(X/S)) = Hom(f,T'}Z(X/X)), Ect(Q°, F})) = ful' 2 E-ar(Q%, ))
= FGM(M(Z/8)(0)[2¢]) = [z Brar (R, Fy)(—c)[-2]
is an isomorphism, where ¢ = codim(Z, X) and G(X,Z) : il JZ(X/X) — Z(Z/S)(c)[2¢] is
the Gynsin morphism.

— Let D C X a smooth divisor and denote U := X\Z the open complementary Note that the
canonical distinguish triangle in DA(S)

ad(jg,5" ) (Z(X/ X)) ) vz (Z(X/X))

M(U/S) M(X/S Mp(X/S) — M(U/S)[1]
give a distinguish triangle in Dpfi1,00(C)

FOM(v7(2(X/X)))

FEM M (x/5)) T IEEID, oM ag(vys)
— F§M (Mp(X/9))1]

F§M (Mp(X/S))

so that F§M(M (U/S)) m(D(MHM(S))), however the F-filtration on F$M(M(U/S) and
the morphism FS$M (v4(Z(X/X))) is NOT the right ones (see the second point).

Proof. (i):For simplicity, we may assume that ¢ : D < X is a smooth divisor. Then, by theorem 15, the
map

(0,ad(jy, 4« )(Z(X/ X)) : Z(D) — Z(X)) = D(Z(U/U))

is an equivalence (Al et) local in C(SmVar(C)). The result then follows from proposition 104. By
theorem 15, we have an equivalence (Al et) local in C'(SmVar(C))

G(X,Z) : ax:TVZ(X/X) — Z(Z)(c)[2¢]
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The result then follows from proposition 104.
(ii):For simplicity, we may assume that i : D < X is a smooth divisor. Then, by theorem 15, the map

(0,ad(jg, 4+ )(Z(X/ X)) : Z(D/S) = Z(X/5S)) = D(Z(U/U))

is an equivalence (Al,et) local in C(Var(C)*™/S). The result then follows from proposition 104. By
theorem 15, we have an equivalence (Al et) local in C(SmVar(C))

G(X,Z): fiTVLUX/X) — L(Z]S)(c) (2]
The result then follows from proposition 104. o

Definition 110. Let S € SmVar(C). We have, for M, N € DA(S) and F,G € C(Var(C)*™/S)) projec-
tive such that M = D(A',et)(F) and N = D(A!, et)(G), the following transformation map in Do ¢, p(S)
T(FSM, @) (M, N) : F§M (M) @, FEM (V) =
(e(S)«Hom(F, Ect (25, Fy))) @05 (e(5)«Hom(G, Eet (2, Fp)))[—ds]

T(®,0Q F,G
TEYED, o(8).Hom(F © G, Bor(s, Fy))[—ds]

= e(S)Hom(F ® G, Bt g, Fy))[—ds] =: F§ (M @ N)
We now give the definition in the non smooth case :

Definition 111. Let S € Var(C) and S = U'_,S; an open ajﬁne covering and denote, for I C [1,---1],
Sr = NierS; and jr : Sy — S the open embedding. Let i; : S; — S closed embeddings, with S S
SmVar(C). We have, for M, N € DA(S) and F,G € C(Var(C)*™/S) such that M = D(A',et)(F) and
N = D(A' et)(G), the following transformation map in Do tu.p(S/(S1))
T(FGM, @)(M, N) - F§M (M) @ FEM(N) =
(e(S1)-Hom(L(ir+ji F), Ea (g, Fo))[=ds, ) urs(F)) @0,
(e(Sr)Hom(L(irj; G), Eet (g, Fy))[~dg, ], urs(G))
= ((e(Sr)Hom(L(irji F), Eet (g, Fy)) @0,
e(S1)sHom(L(ir.j; G), Eet(Q)5,. o)) [~dg, ], urs (F) @ urs(G))

(T(®,9) 5, )(L(ir«ji F),L(i1+57 G)))

(e(S1)«Hom(L(irvji F)  L(i1j; G), Bet (X5, For))[~dg, ], vrs(F © G))
= (e(S1)xHom(L(irji (F @ G), Eet(Q)5 . Fy)))[~dg, ), urs(F © G)) = F§ (M ® N)

Proposition 111. Let f1 : X1 — S, fa: Xo — S two morphism with X1, X5, S € Var(C). Assume that

there exist factorizations f1 @ X1 LN Vi x S 258, fa: Xy N Yo x S 55 S with Y1,Ys € SmVar(C),
l1,1la closed embeddings and ps the projections. We have then the factorization

11 x12

J1x fa: Xio —X1><5X2—>Y1><Y2><S—>S
Let S = UL_,S; an open affine covering and denote, for I C [1,---1], St = NiesS; and jr : S — S

the open embedding. Let i; : S; < S; closed embeddings, with S; € SmVar(C). We have, for M,N €
DA(S) and F,G € C(Var(C)*™/S) such that M = D(A',et)(F) and N = D(A',et)(G), the following
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commutative diagram in Do ti.p(S/(Sr))

FEM(M(X1/8) ® M(X2/5))

T(]‘—SGA/I,®)(M(X1/S)1J\/[(X2/S)) — .FSG]\/I(M(Xl XS XQ/S))

FEM(M(X1/S)) @6, F§M(M(X2/S))

J/IGNI(Xl/S)Q@IGM(XQ/S) J/IGNI(X12/S)
(pgj*FX:lIEzar(Q;/lng/§17Fb)[7d51}7 wIJ(Xl/S))@O(SE (pS’I*FXmIEZGT(Q;/l XY2X§1/§I7F5)[7d5‘IL
. Wy, x37,Yax31)/8
(5, T xor Bar (g5, Fo)—dg, ] wis(X2/8)) ————=" wry(X12/5))
Proof. Immediate from definition. O

6.1.2 The algebraic filtered De Rham realization functor and the commutativity with the
six operation

We recall (see section 2), for f: T — S a morphism with T, S € Var(C), the commutative diagrams of
sites (29) and (30)

Var Var((C)Zpr/T

P(f) Var (C)Z sm /T fg(f) Var((C)2 smpr /T
Var(C)?/S P(f)‘L Var(C)2#" /S ()

Var((C)Zsm/S Hs Var(@)2’smm/5
and
Var(C)27" /T o Var(C),/T
=
P(f) Var(C)>*me" /T Grtp(f) Var(C)*™/T
Gr i2
Var(C)>?" /S 6FH Var(C)/S P(f)
Gré2

Var(C)>*™ /S Var(C)

Let S € Var(C). We have for F € C(Var(C)®*™/S) the canonical map in C'(Var(C)*™/S)
Gr(F) : Grlsi ,MS*FF — F,

ad(l*,L.) (p* F)(UxS/UxS) WEU/U) = F(U/S)

Gr(F)(U/S) : TY,p*F(U x S/U % 8)

where h : U — S is a smooth morphism with U € Var(C) and h : U L UxS 2 Sis the graph
factorization with [ the graph embedding and p the projection.
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Definition 112. (i) For S € Var(C), we have the filtered complexes of presheaves
(5, Fy) € Cogga(Var(C)*/S)
given by
— for (X, 2),h) = (X,Z)/S € Var(C)?/S,
(Q/S (X, 2)/8), Fy) =T 5" Li-0(Q% 5, Fs)(X) := Dy-05 Ln+0T 2 Ezar (Dhe0s L+ 0 (% /s, Fy) ) (X)
~forg: (X1,720)/S = (X1, 21),h1) — (X, Z)/S = (X, Z),h) a morphism in Var(C)?/S,
Q55 (9) : Ty L0 (/50 F))(X) = ¢"Dh- 00 Lin- 0T 2 Ezar (D05 L 0( Q9 Fi)) (X1

— Dn:0sLi;09'T 2 Ezar(Dh-0s Li-0(Q% /s, Fb)) (X1)

Dryog ((T(g:E)(=)oT(g,:7)(—)) " (X1)

Dh;os Lol zxx x, Ezar (9" Daros Lo (2% 5, £5)) (X1)
= Diyos Ln; ol zxx Xy Bzar(Dyos Lo g™ (%50 Fo)) (X1)

DrsogT(Z1/(Zx% x X1)NZ1,7)(=)(X1)

Dhyos Ln;ol' 2, Ezar(Dhyos Ln;og™ (50 Fb)) (X1)

T2 Lis o (Qxy /x)/(5/5))(X1)

DrzosLnsol' z, Ezar(Dryos Lnzo (2%, s+ F))(X1)
where i_ is the arrow of the inductive limit.

For S € SmVar(C), we get
(Q;’spv b) == Ps*(Q/’S ,Fy) € Cogfir,ps (Var(C)>*™/S)
(11) For S € SmVar(C), we have the canonical map Cogsi,ps (Var(C)*™/S)
Gr(Qs) : Grg ps. (g, Fo) = (s, Fi)
given by, for U/S = (U, h) € Var(C)*™/S

GrO(Q/S)(U/S) : GrAIS‘Q* /LS*(Q/S va)(U/S) - Fv th* (Q.UXS/S’Fb)(U X S)

LY Ly o ad (i3 i) (<) (U X S)

D" L oivaily () 5750 Fy) (U % S)

F[v;’th*in*Q(U/Uxs)/(S/s)(UXS)

L Lie0ivs (5, Fy) (U x )

= (s, Fu)(U) = ()5, Fb)(U/S)
where h : U Y5 U x § 255 S is the graph factorization with iy the graph embedding and ps the
projection.

We will use the following map from the property of mixed Hodge module (see section 5) together with
the specialization map of a filtered D module for a closed embedding (see definition 50) :

Definition-Proposition 20. (i) Letl: Z — S a closed embedding with S, Z € SmVar(C). Consider
an open embedding j : S° — S. We then have the cartesian square

o1 .5

1

7°:=7xg8 —=7
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where j' is the open embedding given by base change. Using proposition 96, the morphisms Qf/’g Vo (Og, Fy)
for D C S a closed subset of definition-proposition 15 induces a canonical morphism in Cr-og i (Z)

Q(Z,))(Os, Fy) : I"Qu,y 05" (00, Fy) — 5,790 0, Fy),

where Vy is the Kashiwara-Malgrange Vz-filtration and Vp is the Kashiwara-Malgrange Vp -filtration,
which commutes with the action of Ty.

(i) Letl: Z — S and k : Z' — Z be closed embeddings with S, Z,Z’ € SmVar(C). Consider an open
embedding j : S° — S. We then have the commutative diagram whose squares are cartesian.

o1 g

|

70— 7 x4 8'— > 7
k’T kT
7= 7' x5 8 —= 7'
where 7' is the open embedding given by base change. Then,
Q(Z',71)(0s,Fy) =Q(Z',ji))(Oz, Fy) o (k*Qv,, 0Q(Z, j1)(Os, Fy)) :
k*QVZ,,ol*sz,ongdg(Oso,Fb) k*Qv,, ,0Q(Z,j1)(Os, Fy) k*QVZ/,Ojg,Hdg(OZ%Fb)

SEDOD), 150 4, Fy)

in Crr1+0g fit(Z") which commutes with the action of Tz .

(iii) Consider a commutative diagram whose squares are cartesian
J2 J1

SOO S’O

T

700 = Zxg 8% 2 o z0.— 7xg80 7

where j1, J2, and hence 34,75 are open embeddings. We have then the following commutative diagram

‘Hdg .x

. ad(jy “?,55)(Oso fb X .
Qv 005 % (0g0, Fy) —2"5] éVz,O(]l 0 j2){ ¥ (Ogoo, Fy)

lQ(ZJ!)(OS,Fb) lQ(Z7(j1°j2)!)(OS;Fb)
ad(j51" 935" ) (0o Fy)

i1 (0z0, Fy) (71 0 35)7 (O 700, )

in Cirog rit(Z) which commutes with the action of Ty.

Proof. (i): By definition of j!Hdg s mgo (MHM(S°)) — ws(C(MHM(S))), we have to construct the
isomorphism for each complement of a (Cartier) divisor j = jp : S° = S\D < S. In this case, we have
the closed embedding i : S < L given by the zero section of the line bundle L = Lp associated to D. We
have then, using definition-proposition 15, the canonical morphism in PSh;«ogfi(Z) which commutes
with the action of Tz

. N . T(1,5) (=)~ . K
Q(Z,51)(0s, Fy) : I"Qvy 03" ¥ (Os0, Fy) DN, 3% Q0 0(0s0, Fy) = 5,71%(0z0, Fy).
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and V2Ti(l, j)(—)~! = Q/Q,Vs (t4mod(Os, Fp)). Now for j : §° = S\ R < S an arbitrary open embedding,
we set

Q(Zaj!>(OSan) = 1£1 (Q(ZajDJ!)(jBI(057Fb)) : Z*Qszoj!Hdg(OS"va) Lj;Hdg(OZDan)
(D;),RCD;CS

(ii): Follows from definition-proposition 15.
(iii): Follows from definition-proposition 15. O

Using definition-proposition 19 in the projection case, and the specialization map given in definition
50 and the isomorphism of definition-proposition 20, in the closed embedding case, we have the following
canonical map :

Definition 113. Consider a commutative diagram in SmVar(C) whose square are cartesian

Zr— >T<~—T\Zr

S

J T %97 X T %aS < T x S\(T x Z)

Ixyg
% / /
7 3

§——5\z

where i and hence I x i and i’, are closed embeddings, 7, I X j, j' are the complementary open embeddings

and g: T LT xS 25 S is the graph factorization, where | is the graph embedding and pg the projection.
Then, the map in Ciogp, s rit(T)

spvr (DR (Orxs, Fy)) : UTR89 (Orses, F) =% U Quy o (T2 (Orxs, Fy))

QT,(Ix3))(Orxs,Fp):=Ti(I,(Ix5))(—)

T (07, F)

which commutes with the action of Tr, where the first map is given in definition 50 and the last map is
studied definition-proposition 20, factors through

spve (Tyn g9 (Orxs, Fy)) 1 UTptd9(Orws, Fy) = U109 (Or s, Fy)

Py (D759 (Or x5, F))

ry.1%(Or, Fy),

with for U C T'x .S an open subset, m € T'(U,Orxs) and h € T'(Ur, Or), n(m) := n®1 and spy,. (=) (m®
h) = h - spy,.(m) ; see definition-proposition 19, proposition 96 and theorem 28. Then,

vy Dyt g (Orxs, Fy)) « UMD 9 (Or s, Fy) = T4 (01, ),
is a map in Cp,0y7a(T), i.e. is D linear. We then consider the canonical map in Cp1 0y (T)

*mMo *mMo *MMo B l*mOdTHdg ’ N o 7F -
al9, 2)(Os, Fy) : Ty (05, ) = 19 0pgneir 19 (0, ) OB

SPvp TV 229 (Orx s, Fy))

l*mOdF}/‘)f;g(OTXS? Fb) Fé’THdg(OTu Fb)
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Lemma 15. (i) Forg:T — S and g : T' — T two morphism with S,T,T" € SmVar(C), considering
the commutative diagram whose squares are cartesian

g — ~— T\ Zp

T

Zp ——> T<—+ T\Zr

Pk

ZZSjS\Z

we have then

algo g, Z)(0s, Fy) = a(g', Zr)(Or, Fy) o (g *™*a(g, Z)(Os, Fy)) :
9" ™%(9,2)(0s,Fy)

(gog) Ty %(O0s, Fy) = g *mg* Ty (05, Fy) g1 (Or, Fy)

g’ 20) (O, Fy), L1900, ).

(it) For g : T — S a morphism with S,T € SmVar(C), considering the commutative diagram whose
squares are cartesian

k/ -/
Z% ——=Jr S o

L)

gk g

we have then the following commutative diagram
. g Mol (7' 7,V H49)(Og, F)
g mOdF;HdQ(Os,Fb) gﬁmng}}Hdg(Os,Fb)

a(9,Z)(0s,Fy) a(9,2")(Os,Fy)

Zip [ Zr Y T 9) (O, Fy v,Hdg
Zr

(
YA (O, B (Or, Fy)

Proof. (i):Follows from definition-proposition 20 (ii)
(ii):Follows from definition-proposition 20 (iii) O

We can now define the main object :

Definition 114. (i) For S € SmVar(C), we consider the filtered complezes of presheaves
(Q57", Fpr) € Cpy gu(Var(C)>*"" /8)

given by,
— for (Y xS,2)/S = (Y x S,Z),p) € Var(C)%smPr /S,

Q55 (Y x S,2)/5), For) = (D550 Fs) @0y s Ty Oy s, F1))(Y x 5)

with the structure of p*Dg module given by proposition 61,

249



— for g: (Y1 xS8,Z1)/S = (Y1 x 8,Z1),p1) = (Y x 8,2)/S = (Y x S,Z),p) a morphism in
Var(C)25™P" /S | denoting for short Z := Z xyxs (Y1 x S),
QL (g) (B 5750 F) B0y Ty (Oy x5, )Y x )

= 9 (w5750 Fb) @0y s Ty 19Oy s, F)) (Y1 % 8)

Qevy /v x5)/(5/5) (D T4 (Oy x5,F3)) (Y1 % S)

(Q;ﬁ xS/8» Fb) ®OY1><S g*mOdF\Z/)Hdg(OYX& Fb))(Yl X S)

DR(Yix5/)(a(9,2) Oy x5, 7)) (Y1 x8) ,
: L (%, xs/5: Fb) ®0y, x5 F\éHdg(Olestb))(Yl x S)

. SJHd
( leS/Sva)(g)Oles Fél g(Oylxg,Fb))(}/lXS),

DR(Y1xS/S)(T(Z1/Z~" ") (Oy, xs,Fp)) (Y1 % S)

where

x {_ 1is the arrow of the inductive limit,

x we recall that

Q(Yl><S/Y><S)/(S/S)( (OYX57Fb)) ((Q;/Xs/san) ROy« s F\Z/’Hdg(Ost,Fb))
— (QY1 xS/S» Fb) <X)OY1><S g*mOdPé)Hdg(OYXS7 Fb))

is the map given in definition-proposition 16, which is piDg linear by proposition 64,

* the map
a(g, Z)(Oyxs, Fy) : g*mOdFé’Hdg(OYxS, F)— Fé’Hdg(Oylxs, Fy)

s the map given in definition 113
* the map

T(21/Z,7"199)(Oy, x5, o) : T, 9Oy, x5, ) = T2 Oy, 5, )

18 given in definition-proposition 19.

Forg: (Y1 xS,Z1),p1) = (Y xS8,Z),p) and ¢" : (Y] x S,Z1),p1) = (Y1 x S,Z1),p) two
morphisms in Var(C)%*™P" /S we have

Q75 (gog) = Qs (9) 0 U5 (9) : (Wrssys: Fy) @0y s Ty Oy xs, Fy)) (Y x 5)

Q95" (9)
(Q;ﬁ xS/S» Fb) ®OY1><S F}lHdg(OYl xS Fb))(Yl X S)

onT( )

. SJHd
( Y{XS/S’Fb) ®Oy1/><5 Féi g(OY{XS7Fb))(}/1I X S)?
since, denoting for short 7 =7 Xyxs (Y1 x S) and 7'=7 Xyxs (Y{ x .S)
— we have by lemma 15(i)
a(gog,Z")(Oyxs, Fy) = alg’, Z)(Oy,xs, Ft) 0 g *™*%a(g, Z)(Oy x5, Fy),

— we have by lemma 15(ii)

T(Zi/ZA/v’-YV’Hdg)(OYI’XSv Fb) o a’(g/a Z)(OYI xS Fb)
= a(g/v Zl)(OY1><57 Fb) © g,*mOdT(Zl/ZAv7V1Hdg)(OY1X57 Fb)'
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(ii) For S € SmVar(C), we have the canonical map Coyg i, ps (Var(C)s™/S)
Gr(Qys) : Gr ()5 ™", For) = (s, F)
given by, for U/S = (U, h) € Var(C)*™/S
Gr(25)(U/S) : Grg (5 ™", Fpr)(U/S) = (Qrxs/s: F) ®0ps T (Ouxs, F))(U x S)
ML S, 3 (Vs ) @0us T ™ (Ovcs, F))(U)
2D, (950 Fo) S0y 7T (Ou s, Fy)(U)

DR(U/S)(a(iv,U))(U) Q5. F)(U) = (5, F)(U/S)

where b U 2% U x S 25 S s the graph factorization with iy the graph embedding and pg
the projection, note that a(zU,U) is an isomorphism since for jy : U x S\U < U x S the open

complementary z*m"d][]]{,dg(M, F,W)=0.

Definition 115. For S € SmVar(C), we have the canonical map Cog i, ps (Var(C)%5m" /S)
T(Q;S) LSk (Q;g‘a Fb) - (Q;§7PT7 FDR)
given by, for (Y xS, X)/S = ((Y x S,Z),p) € Var(C)%smPr /S
T(Q)s)((Y x 8,2)/5) :
(5 Fo)((Y X S,2)/S) i= Dy 0g Ly 0T 2 Bzar (Dpr 05 L0 (D 55 Fo) ) (Y % S)

DR(Y xS/8) (v 74Oy x5))(Y x9)

Dy 05 Ly 0T 2 Bzar (Dp 05 Lp 0 (W 5755 F) @0y 5 Ty (Oy xs, Fy)) (Y x ) =
(2« 5/8: Fb) ®0y s ry 99Oy w5, Fy))(Y x S) = (Q ;S,F P Fpr)((Y x S,Z)/8S).

By definition Gr(Q,g) o Grgs. T(QI;S) = GrO(Q/S).

Remark 11. (i) Let S € Var(C). We have by definition 012*(9/5 ) = (295, Fb) € Cog pa(Var(C)*™ /).

Moreover, if S € SmVar(C), 012*(9/5 ) = (Q9g, Fb) € Cog fit,ps (Var(C)™™ /S).
(i) Let S € Var(C). Then, (Q/S , Fy) € Cogpi(Var(C)?/S) is a natural extension of

(5 Fb) = ps(Q5 , Fy) € Cog pu(Var(C)>™/S),
but does NOT satisfy cdh descent.

The point definition 114 above gives the object in DA(S) which will, for S smooth, represent the
algebraic De Rham realisation in Dg modules. It is the class of an explicit complex of presheaves on
Var(C)*™/S.

Proposition 112. Let S € Var(C).
(i) The complex of presheaves (Q;g,Fb) € Cog ru(Var(C)»5™ /S) is 2-filtered Ay local for the Zariski
or etale topology (see definition 16) and admits transferts (i.e. Tr(S). Tr(S)*Q;bF = Q;;)

(i) The complex of presheaves (Q;g’pT,FDR) € Cpgri(Var(C)2sm?r /S) s 2-filtered Ak local for the
Zariski or etale topology (see definition 16) and admits transferts (i.e. Tr(S). Tr(S)*Q;’;’pT =
QQ,I‘,pr)

/s
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Proof. (i):Follows from proposition 104.
(ii): Let (Y x S,2)/S = ((Y x S,Z),p) € Var(C)>*"™P" /S and p, : (Y x Al x S, Z x A') — (Y x S, Z)
the projection, ig: (Y x S, Z) — (Y x Al x S, Z x A') closed embedding. Then,

a(pa, Z) : piT Y (Oy xxs, Fy)) — F}’i@g(OYxAle,Fb))-

a quasi-isomorphism in my 41, 5(C(MHM (Y x Al x S))). Since a morphism of mixed Hodge module is
strict for the F-filtration,

a(pa, Z) ipZmOdF}’Hdg(OYx x5, Fy) = F;ﬁg(OYxAlx&Fb)-

is a (1)-filtered quasi-isomorphism in Cp sy (Y x A' x S). On the other hand, as, for all p € Z,
1P, Pas) (= =) Qv xatxs v xsy(s/s) Ly (Oy x5, Fy))) -
QY xs/s OOy xs Fr=ery 90y 5, Fy)
— Pax (Q;/XAIXS/S @0y yp1xs pZmOdei.F\Z/)Hdg(OYX )
is an homotopy equivalence whose inverse is
Pas I (i, 0 ) (=, =) Qv s/ v xarxs)ys/s) a9 (Oy x5, b)) -
Pasx (Y xa1x5/8 @0y 116 pimed pr=e YOy g, )
— Paxlox (Q;/XS/S @Oy s (ingdemOdei.F\Z/)Hdg(OY><Sa Fb))
= Q;/XS/S @Oy x5 Fp_.ré)Hdg(OYxSa Fb)
(see the proof of proposition 104), for all p € Z, the map
Eet(I(p%, pas) (=, =) Qv xarxsyvxs)ys/s) Ly ¥ Oy xs, Fy)))) :
B2 (2 575 @0y s FP T (Oy s, Fy))

° ° * —e JHd
— Eg (pa*(QYxAle/S @O0y ypixs pamOde Fé g(OYx x5, Fb)))

is a 2-filtered quasi-isomorphism by proposition 8. Hence,

Ee(Q5 ™" () : Bet (W 575 Fy) @0y s T (O s, b))

= Eet (% w1 x5/ Fb) @0y 1, s Fé;%q(OYXAl x5 Fb))

is a 2-filtered quasi-isomorphism, using the fact that we have for a morphism m : (M, F,G) — (N, F,G)
of bi-filtered complex (M, F,G), (N, F,G) € Cyy(A), where A € Cat is an abelian category, if

m: EY4(FFM,G) = ENS(FFN,G)
are isomorphism for all k, p,q € Z, then

m : By, (M G) = By .y (N, F, G)

are isomorphism for all p, q € Z.
We now shows that Q;’SF’W € Cpg ru(Var(C)%*m7 /S) admits transferts. Let v € Cor(Var(C)?*™P" /S)((Y; x

S,71)/S,(Ya x S,Z5)/8) irreducible. Denote by i : a« — Y7 x Y5 x S the closed embedding, and
PL:Y1 XYoo xS =Y xS, py: Y] XYy xS — Y5 xS the projections. The morphism p;o¢:a —Y; XS
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is then finite surjective and (Z; x Ya) Na C Yy x Zy (i.e. pa(p;*(Z2) Na) C Zz). Then, the transfert
map is given by

Q;SF (@) (3, 5750 Fb) ®0v,y s T ¥ (Ovyxs, F)) (Y2 x S)
l;>p§((9§/2xs/37Fb) R0y, xs Tgy ¥ (Oyy s, Fy)) (Y1 x Y2 x 8)

Qvy x vy x x (=)(=) o
Sl ((QYl ><Y2><S/S7Fb) ®OY1 XYy xS Pézg (Oyl ><Y2><S=Fb))(yl X Yy x S)

DR(=)(T((Z1xY2)Na/Y1x ZayV 799) (=) (-) TV, Hdg

((Q;/leng/S’Fb) ®OY1><Y2><S (Zl><y2)ma(OY1><Y2><SaFb))(Yl x Ya X S)

i . Hd.
—1 ((QY1><Y2><S/S’F5) ®OY1><Y2><S FE/ZIX€/2)QQ(OY1><Y2><SaFb))(a)

Qa/vy xvaxs)/(s/s) (=) (=) MO d
— (285, Fb) ®0, i dr(vz?qufz)ma(Olesz&Fb))(a)

tr

Qasyyxs)(s/8)(=)(=)

(( ;’1><S/S7Fb) ®OY1 xS F\Z/;Hdg(OY1><S=Fb))(Y1 X S)
O

We have the following canonical transformation map given by the pullback of (relative) differential
forms:

e Let g: T — S amorphism with 7', S € Var(C). We have the canonical morphism in Cy o, i1, g+ ps (Var(C)»*™ /T')

Ql;(T/s) : 9*(Q;§7Fb) (Q;;, )

induced by the pullback of differential forms : for ((V,Z1)/T) = ((V, Z1),h) € Var(C)%*™ /T,

Oz (V, 21)/T) :

Q*Q/s((v Z1)/T) = Q/s((U Z)/5)

lim
( :(U,Z)*)Ssm,gl:(V,Zl)*}(UT,ZT),h,g)

. rytq(ixT)
055 (V. 21)/8) ——— Q5 ((V, Z1)/T),

Q95 (9'091)

where ¢’ : Up := U xg T — U is the base change map and g : Q;/le/S — Q;ﬁ <T)T is the quotient
map. If T, S € SmVar(C),

Uirss) - 9" (s, Fy) = (U, Fy)

is a morphism in Cy- oy fi1, g« pg (Var(C)?*™ /T) It induces the canonical morphisms in Cy« o fir g~ ps (Var(C)%*™ /T')

T(nget)(Q;yerb) . Ect(sll;( /s))
EQs) 9 Eet(Qs , Fy) ————""— Eat(g" (U, Ft)) ——" Eet(Qy, Fy)
and
. T(9,Bzar)(Q)5 . Fb) . Eear(@(1)5))
EQ) 7)) : 9" Eear(25, Fy) B Bear(97 (05, Fy) — 55 Eoop(Qy, ).

e Let g: T — S amorphism with 7', S € SmVar(C). We have the canonical morphism in Cy« p i (Var(C)%*™?" /T')

QF,E;T/S) . g*(Q;§7pT7FDR) N (Q;€ZF7PT7FDR)
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induced by the pullback of differential forms : for ((Y1xT, Z1)/T) = (Y1 xT, Z1),p) € Var(C)?smP" /T

Qv (Vi x T, 21)/T) :

/(T/S)
GNPV x T, Z1))T) = li QP (v xT,2)/8
s (1xT.20)/T) (h:(Y % 5,2) 8, g1:(Ys X T 20 )= (Y X T, 2 ) hog) /S (¥ xT,2)/5)
Q757" (g 0g1)

L] T Y T ° 4
Q557" (Vi x T, Z1)/S) L Q" (V1 x T, 20)/T),

where ¢" = (Iy x g) : Y xT — Y x S is the base change map and q(M) : Qy,x7/5 ®0y, .1
(M, F) = Qy,x1/T ®0y, «+ (M, F) is the quotient map. It induces the canonical morphisms in
Cy+ s pit(Var(C)>=mP"/T) -

0B, b Eer(Q) k) s))

EQ) g g Ea(Q95", Fpr) —=—— Eu(¢" (205", For)) Eu (7", For)

and

EQF,Z)T g*Ezar(Q/ZS' ,pT FDR) M Ezar( (Q.,F,pr7 FDR))

Baar()1)5))
%
/(T/S) /S

Ezar (Q;,}l:,pr’ FDR)'

Definition 116. Let g : T — S a morphism with T, S € SmVar(C). We have, for F € C(Var(C)**™?" /S),
the canonical transformation in Cpry(T) :

T(g, Q)" )(F) - g""*"Lpe(S). G Hom® (F, Eey (255", Fpr))
= (9" Lpe(S).Hom* (F, Ext(Q)5"", FpRr))) ®g0s Or

T(9,Gr'*)(=)oT (e,9)(~)oq

e(T). Gr, g"Hom" (F, Eer(Q)s ™", Fpr)) @40 Or

(T'(g,hom)(—,—)®1)

e(T). Gr}2 Hom* (g"F, g" B (4", Fpr)) ®4-05 Or
ev(hom,®)(—,—,—)

e(T). Gro, Hom®(g*F, g Eet(Q7Lc,F’pT,FDR)) ®Rge(5)-05 €(T)*Or

Hom® (g* F,(EQI;("}T/S) ®@m))

e(T)« Gri?. Hom® (g* F, Eet(Q/Lf P FpR))

Let S € Var(C). Recall that for and h: U — S a morphism with U € Var(C), we have the canonical
map given by the wedge product

wyys Qs ®os Qs = Qyyssa®@ Brrahp.

Let S € Var(C) and hy : Uy — S, hy : Uz — S two morphisms with Uy,U; € Var(C). Denote
hig : Ui := Uy xg Uy — S and P12 - Uy xsg Uy — Ul, p212 - Uy x5 Uy — U,y the pl“OjeCtiOIlS. Recall we
have the canonical map given by the wedge product

W(u,,Us)/S - PT12QZJ1/S ®os p§129&2/s - Q.U12/5§ a® B+ priaa A psiof
which gives the map
Ew(Ul,Uz)/S : hl*Ezar(th/S) ®os h2*EzaT(QEJ2/S) - h12*Ezar(pT129.U1/S ®os p§129212/s)
Let S € SmVar(C).

e The complex of presheaves (Q;SF, Fy) € Cogfi.ps (Var(C)**™ /S) have a monoidal structure given
by the wedge product of differential forms: for h: (U, Z) — S € Var(C)?/S, the map

DR(=)(vy" (=) owuys : ()5, Fy) @p-0s (s, Fy) = Ty Ln=0s (25, Fb)
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factors trough

DR(=)(y,""(=)) owyys : (s, F) Opr0s (55 F)

DR(=)(vy " (=))®DR(=)(v;" (=)

" Li-05 (/55 Fb) ®p0s Ty Ln=0s (/5 F)

(DR(=) (7" (=))owys)”

L Licos (@5, F)
unique up to homotopy, giving the map in Co, i, ps (Var(C)25mrr /S):
s (@05, F) @0, (5, Fy) = (25, F)
given by for h: (U, Z) — S € Var(C)?*m/8S,
ws(U,2)/8) : (T5" L0 (W55 F) @05 7" Ln-0s (U5, F)(U)

(DR(=) (73" (=))owy )Y (U) N
i s Ty L0 (25, Fy)(U)

which induces the map in Cog fi1,ps (Var(C)%*m/S)

. . = . . Eet(w °
Bus : B(Q04, Fy) ®0, Bt (U8, Fy) = Ea(F, F) 0, (1, 7)) 2% B3, F)

given by the functoriality of the Godement resolution (see section 2).
The complex of presheaves (Q/’S PT Fpr) € Cpga(Var(C)2*mP" /S) have a monoidal structure

given by the wedge product of differential forms: for p: (Y x S, Z) — S € Var(C)?*™P" /S, the map
DR(=) (73" (=) o wyxs/s : (W xs/5 @0y s (Oyxs, F)) @pr0s (W55 @0y vs (Ovxs, Fy))
= QY1575 ®Oyxs L% Oy s, Fy)
factors trough
DR(—-)(v VHdg( ))OwYxs/Si
(2} 575 ®0y x5 (Ovxs, b)) @pr0s (U« 5/5 @0y s (Oyxs, F1))

DR(=)(y,""" (=))®DR(=) (v, " (-))

(% x5/5 @0y s T ) (Oy s, Fb) @pe05 W55 @0y s Ty (Oy x5, F)

(DR(=) (v ¥ (=))owy x5/5)"

V%55 ®Oyxs L% Oy s, Fy)
unique up to homotopy, giving the map in Cpg 4 (Var(C)%*™P"/S):
(CER (Q;};F’praFDR) ®0g (Q;’SF’W,FDR) — (Q/’S P FpR)
given by for p: (Y x 8, Z) — S € Var(C)>*™" /8,
ws((Y x 8,2)/S) :
(575 @0y s Ty ) Oy s, b)) @pr0s (575 D0y s T (Oy s, Fy)) (Y x S)

(DR(=) (7" (=))owy x5/5)" (Y x5)

() «s/s ®Ov«s Ty %Oy xs, Fy))(Y x 8)
which induces the map in Cp, ¢, (Var(C)25mP"/S)
Ewg : Eet(Q/}; P FpR) ®0 Eet(Q/’s P Fpr) —
Eet((Q;’sP’pr, Fpr) ®os (Q;};F’W, Fpr)) Lerlws), Eet(Q;’sP’pr, Fpr)

by the functoriality of the Godement resolution (see section 2).
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Definition 117. Let S € SmVar(C). We have, for F,G € C(Var(C)>*™"/S), the canonical transfor-

mation in Cpyriu(S) :
T(2,Q(F.G):

e(S)« Grg Hom(F, Eet(Q;SF’pra Fpr)) ®og €(S)« Grgl Hom(G, Eet(ﬂ.mpr Fpr))

= (8). Gri (Hom(F, Ea (205", Fpr)) @05 Hom(G, E( Q537" For)))

B, o(S). CriE Hom(F © G, B Q4" Fpr) ®0s Eet( Q4" For))

= e(S). Grat Hom(F @ G, (et (Q ;SFmTvFDR) ®os Eet(Q. 57" Fpr)))

HomPEEEN), o(S). Grl Hom(F © G, B (U557, Fpr)).

We now define the filtered De Rahm realization functor.

Definition 118. (i) Let S € SmVar(C). We have, using definition 114 and definition 36, the functor

C(Var(C)*™/S) = Cpsu(S), F —
e(S). Gre Hom® (Lps.ps. R™ (05 L(F)), Ect(Q55 """, Fpr))[~ds]

(ii) Let S € Var(C) and S = U._,S; an open cover such that there exist closed embeddings i; : S; < S;
with S; € SmVar(C). For I C [1,---1], denote by S; := Nic1S; and j; : S; < S the open
embedding. We then have closed embeddings iy : Sp — S’I = Hie]gi. Consider, for I C J, the
following commutative diagram

Dry= 51 L>5'1

juT PIJT

Sy —=8;
and jry: Sy < St is the open embedding so that j; o jr; = jj. We have, using definition 114 and
definition 36, the functor
C(Var(C)™™/S) = Cpya(S/(S1)), F

(¢'(Sr)Hom® (Lpg, ng, R (g, L(ir.ji F)), Eet(ﬂ;’gi’pr, Fpr))[—dg,],ui,(F))

where we have denoted for short ¢/(St) = e(Sy) o Grg, and

uf,(F)ldg, ]« €' (S1)-Hom* (Lpg, g, R (0, L(iredi F)), Eet (25", For))

d(pr5 " pr) (=) ¥ %
L prrpiy e '(S1).Hom® (LPSI*HS,*RCH(P‘

5, L1+ F)), Eet (Q/S ,FpR))

pry«T(prs, Q7 P") (=)

pry«€’ (Sy)Hom® (LPS'J*,UJS’J*p?JRCH(ngL(il*j?F))v Eet(Q;g;pTa Fpr))

Hom(T(pry,REH)(Lir.j; F)ileet(Q;gJ’pTvFDR))

pr«€'(S5)Hom® (Lpg .15, . R (05 pisL(i1.Ji F)), Eet(ﬂ;’;;’”, Fpr))

’}-Lom(Rgf(Tq(DI‘])(j;‘ F)),Ect((l;,s_vF],pryFDR))

pIJ*el(S'J)*HOW.(Lpgl*ugJ*RCH(P*gJL(iJ*jf;F)), Eey (Q;g‘]’pr, Fpr)).

For I C J C K, we have obviously prj«uji(F)ourj(F) = urx (F). We will prove in corollary 5
below that uyj(F) are co-filtered Zariski local equivalence.
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We have the following key proposition :
Proposition 113. Let S € SmVar(C).

(i) Let m : Q1 — Q2 be an etale local equivalence local with Q1,Q2 € C(Var(C)*™/S) complexes of
projective presheaves. Then,
e(S)« Grlsi Hom® (Lps:pus- RS (m), Eer(Q)5™"" FDR))[—dS] 3
e(S). Grgl Hom® (Lps.ps. R7 (p5Q1), Eet (55", Fpr))[—ds]
— ¢(S). Grgl Hom® (Lps.pse R (p5Q2), Eet (757", Fpr))[—ds]

is a 2-filtered quasi-isomorphism. It is thus an isomorphism in Dpfi 00 (S).

(ii) Let m : Q1 — Q2 be an equivalence (Al,et) local with Q1,Q2 € C(Var(C)*™/S) complexes of

representable presheaves. Then,
e(S). Grgl Hom® (Lps.pis.RS™ (m), Eet(Q)5 ", Fpr))[—ds] :
Q1), Eet (22 /Sp Fpr))[—ds]

e(S)« Grgl Hom® (Lps.pus- R (p5Q1)
), Eet (Q2 /Sp Fpr))[—ds]

(5) s
e(S)« s

Grgl Hom® (Lps.pus« R (p5Qs

is an 2-filtered quasi-isomorphism. It is thus an isomorphism in Dpfi 00 (5).

Proof. (i): If m : Q1 — Q2 is a quasi-isomorphism, hence an homotopy equivalence, then obviously
RSH(m) : REH (p5Q2) — R (p%Q1) is an homotopy equivalence, hence

e(8). Grg Hom® (Lps.pis. RS™ (m), Et(Q55 ", Fpr))[—ds] :

e(8). G Hom® (Lps.ps. R (p5Q1), Bt (55", Fpr))[—ds]

(S)
— (). Gril Hom® (Lps.ps. R (p5Q2), Bt (55", Fpr))[—ds]

is an homotopy equivalence. Let h : U — S a smooth morphism with U € Var(C). Note that U is smooth
since S is smooth. Let (r; : Ui — U);cr—,....s] an etale cover of U. Consider the Chech cover

.....

(U./S) = ((UL,hL) = (Ul XU U2 X - Xy US,hO (7‘1 X ... X TS))

s X e (Us b)) o= Uier (Us, o)) 222550 (U, )

Take (see definition-proposition 12) a compactification of r : (Us/S) — U/S

Xeo/S = ((XL07fLO) RLULAS LN Uier(Xi, fio)) o, (Xo, fo)

where fo : Xo — S is a compactification of h : U — S and fro : X0 — S is a compactlﬁcatlon of
hr U :=U;, xU x --- x U;, = S with equidimensional fibers. Denote 7 = XQ\U and Z; := XIO\U]
Take (see again deﬁn1t10n—pr0p0s1t10n 12) a strict resolution € : (X, D) — (X, Z) of the pair (Xo, Z) and
strict resolutions €7 : (X7, D7) — (X70, Z;) of the pairs (Xrg, Z7), fitting in an other compactification of
r:(Us/S)—=U/S

(Xo/S: (Xp, L) =5 -+ ™5 Lier (X0, i) & (X, )
Denote by j: U — X and Jo : Ues — X, the open embeddings. We have the factorization

10

_71 .7(.’ v e
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where 519 and j° are open embeddings. Consider the graph embeddings 7 : Xo =2 Xo % X_ 22y X Denote
for short 75 := jx I : U xS = X x 8,75 :=joxI:UgxS = XgxSand7 :=7FxI:Xqx8 = XxS8

We have the factorization

510 -30‘: -0 _
jS: Uy x S —>( XD, s, HU x §) L Uxl) go v §

We have then by definition the following commutative diagram, with for short e = e(S) o Grls2

QeLpr (T (pst, *)( , N
exHom® (Lps«ps« R(x p)/s(Z(U/S)), E Fp Eha s ) (% 15790 Fb) ®Oxs Iy 1990y w5, Fy))(—dx)
’pX*Eet(Q(ff.xs/Xxs)/<S/s>(jf‘Hdg(Ost7Fb))°ad(f”ii)(—))l
PsEer(U, 550 o) ©0s, o 70055 14 (Ov s, Fy)(—
Hom® (Lpswps« R (r),—) "DR(Xex5/S)(G(UexS,j8)(Ouxs,Fy)oT" 7 (p, XI,js)(*))l

.s0,Hd
pS*Eet((Qx ><S/S7Fb) ®ox, s Jol v g(Ofgl(st)vFlJ)(_

DR(XexS/S) G342l 11 10,5200, 1 00|
s

. , T (pgy ps)(— . .
exHom (LPS*MS*R(X,,D.)/S(Z(U-/S)),Eet(Q/g’p Dé% Llpsapsy pS*l% (9%, XS/S,F)®0X s Je 9 (0y, x5, Fy)) (—d.

where,
e the map in C(Var(C)?mP"/S9)

T (psy, ps«)(Z((De x S, Da)/ X x S),Z((X x S,X)/X x S))

Cone(Z(ia x I) : (Z((De x S,D4)/S),urs) = Z((X x S, X)/S)) —
Lpsapisss«Eet Cone(Z(ie X I) : LpsuitsspssFet(Z((De x S,D¢)/ X x S),ury) —
Z((X x 8, X)/X x 9)))(dx)[2dx] =: Lpssps«Rx p)/s(Z(U/S))(dx)[2dx]

given in definition 37 is an equivalence (A, et) local by proposition 37,

e the map in C(Var(C)?5mP"/S9)

T (pss, ps.)(Z((Daw % S, Daa)/Xa % 8),Z((Xa % 5, Xa)/Xa x 5))

Cone(Z(ine x I) : (Z(Da.s x S, Da)/S), urs) = Z((Xe x S, Xa)/S)) =
Lpsapissps«Eet Cone(Z(iae X I) : Lpgupis«ps«Eet((Z((Dee X S, Do o)/ Xe X S),urs) —
Z((Xo % . X)X x 8)))(dx)[2dx] = Lps.ps. Rox. p)/s(Z(Us/S))(dx)[2dx]

given in definition 37 is an equivalence (A!, et) local by proposition 37.

Now, the two horizontal arrows are 2-filtered quasi-isomorphism by proposition 112 and lemma 2. The
arrow given by the composition of the two maps of the right column is a filtered quasi-isomorphism by
proposition 101. The upper arrow of the right column is a filtered quasi-isomorphism by proposition 99.
Hence the arrow of the left column is a 2-filtered quasi-isomorphism which proves (i).

(ii):By lemma 2 it is enough to consider the case of m = Z(p) : Z(U xA'/S) — Z(U/S) where p : Ux Al —
U is the projection. So, let h: U — S a smooth morphism with U € Var(C) and p : U x A' — U the
projection. Let fo Xo— Sisa compactiﬁcation of h: U — S (see definition-proposition 12) Denote
Z = Xo\U and Z1 := X10\Ur. Then pg : Xo x P! — X is a compactification of p : U x A' - U. Take
(see again definition-proposition 12) a strict resolution € : (X, D) — (Xg, Z) of the pair (X, Z). Then

€ (X xPH(DxPHU(X x {o0})) = (Xo x P, Z x P) U (X( x {o0})
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is a strict resolution of the pair (Xo x P!, Z x P') U (Xo x {00}). Denote by j : U < X the open
embedding. Denote for short j* :=j x I : U xS < X xS, j5 :=j X j, x I : UxA' xS — X xP' x §
P i=pxI: X xP'x8 — X xS. We have then by definition the following commutative diagram, with

for short e = e(S) o Gri?,

o . om(T" 4 (psy,ps«)(—),—) . .3,
exHom®(Lps«ps«Rx py/s(Z(U/9)), Eet(Q/SF’W, FDR)S{ el PsxEet((% , 5/9: Fb) ®0 Jy 19Oy ys, Fy))

P Eer(Qx wp1 xs/ffxS)/(S/S)(jls’de(OUXS’F”))oad(ﬁ*’ﬁ*)(i))l
_ 5,Hd
Hom® (Lps«ps-RH (p),—) Ps»Eet (% 1 xS/ Fy) ®o ps*mOdj!S (Oux:
’DR(Xle’lXS/S)(TV’Hdg(ﬁS,jS)(*))J

° o /T¢ (151 ((psoPs ), (PsoPs )u) (7)o .sa,
exHom® (Lpsspiss B xxpr,—y/s(Z(U X Al/S)),Eet(Q/?%,FDRf)S %p%g*bet(egﬁzxplxs/svﬁ‘b) ®0 31 (Ouxpixs: Fb))

where,
e the map in C(Var(C)?*mP"/S9)

TH9(psy, ps«)(Z((De x S, Da)/ X x 8),Z((X x 8, X)/X x S))

Cone(Z(ie x I) : (Z((De x S, Ds)/S),urs) = Z((X x S, X)/S)) —
LpS*,“S*pS*Eet CODG(Z(i. X I) : LpS*,US*pS*Eet((Z((Do X 87 Do)/X X S);UIJ) —
Z((X x 8, X)/X x 9)))(dx)[2dx] =t Lpssus«Rx,p);s(Z(U/9))(dx)[2dx]

given in definition 37 is an equivalence (A!, et) local by proposition 37,
e the map in C(Var(C)%5m?"/S)

TH((ps o Ps)t, (ps © Ps)x)(Z((De x P! x S, De x P1)/X x P* x S), Z((X x P! x §, X x P1)/X x P! x 9)) :
Cone(Z(ie x I) : (Z((De x P* x S, Dg x PY)/S),urs) — Z((X x P x 8§, X x P1)/S)) —

Lps«issps«Eet Cone(Z(ie X I) : LpguitssPs«Eet(Z((De x P! x S, Dy x P1)/X x P! x S),ury) —

Z((X x P x S, X x P)/X x P! x 9)))(dx + 1)[2dx + 2]

=t LpsupiscR(gupr pupry s(Z(U x A1/S))(dx +1)[2dx + 2]

given in definition 37 is an equivalence (A, et) local by proposition 37.

Now, by proposition 112 and lemma 2, the two horizontal arrows of the right column are 2-filtered quasi-
isomorphism. The arrow given by the composition of the two maps of the right column is a filtered quasi-
isomorphism by proposition 101. Hence the arrow of the left column is a 2-filtered quasi-isomorphism
which proves (ii). O

Definition 119. (i) Let S € SmVar(C). We define using definition 118(i) and proposition 113(ii) the
filtered algebraic De Rahm realization functor defined as

FEPR :DAc(S) = Dpyit,eo(S), M —
FEPR(M) := e(S)« Grgl Hom® (Lps.ps« RO (95 L(F)), Eet (5 ™", Fpr))[—ds]
where F € C(Var(C)*™/S) is such that M = D(Al,et)(F).

(i)’ For the Corti-Hanamura weight structure W on DA.(S)~, we define using definition 118(i) and
proposition 113(ii)

FEPEDAZ(S) = Dy 0 fir,0(S)s M =

FEPR((M, W) = e(S). Grik Hom® (Lps.ps R (p5L(F, W), Eet (Q75 ™", Fpr))[~ds]
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where (F,W) € Cpy(Var(C)*™/S) is such that M = D(A' et)((F,W)) using corollary 1. Note
that the filtration induced by W is a filtration by sub Ds module, which is a stronger property then
Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.

(ii) Let S € Var(C) and S = U._,S; an open cover such that there exist closed embeddings i; = Si < S
with S; € SmVar(C). For I C [1,---1], denote by S = N;erSi and j; : Sp < S the open embedding.
We then have closed embeddings iy : S — g[ = Hielgi- We define, using definition 118(ii),
proposition 113(i) and corollary 5, the filtered algebraic De Rahm realization functor defined as

FEPR . DAL(S) = Dprireo(S/(S1)), M +—

FgPR(M) = (e'(gf)ﬁlom'(Lps,*us,*RCH(pEIL(iz*j?F))aEet(Q;’gi’praFDR))[—ng]aU?J(F))

where F € C(Var(C)*™/S) is such that M = D(A', et)(F), see definition 118.

(i)’ For the Corti-Hanamura weight structure W on DA_ (S), using definition 118(ii), proposition
113(ii) and corollary 5,

FEPT DAL (S) = Dpy ) 51100 (5/(51))s M = FGPH(M, W) =

(¢/(Sr)sHom® (Lpg, 3, R (0§, Li1.3] (F. W), Eet (237", Fpr))[=dg, ] uf ;(F,W))
where (F,W) € Cyy(Var(C)*™/S) is such that (M, W) = D(A!, et)(F,W) using corollary 1. Note
that the filtration induced by W s a filtration by sub Dg -modules, which is a stronger property then

Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.

Proposition 114. For S € Var(C) and S = UL_,S; an open cover such that there exist closed embeddings
i; 2 S; = S; with S; € SmVar(C), the functor ngR is well defined.

Proof. Let S € Var(C) and S = UL_, S; an open cover such that there exist closed embeddings 4; : S; < S;
with S; € SmVar(C). Denote, for I C [1,---,1], St = NierS; and j; : S; < S the open embedding. We
then have closed embeddings i; : S; < Sy := ;1 S;. Let M € DA(S). Let F,F’ € C(Var(C)*™/S)
such that M = D(Aq,et)(F) = D(A1,et)(F’). Then there exist by definition a sequence of morphisms in
C(Var(C)*™/8S) :

F=Rh 35 FB&EFR3F .. .25 F =F,

where, for 1 < k < s, and s, are (Al et) local equivalence. But if s : F; — Fy is an equivalence (Al, et)
local,

L(ir+j7s) : L(irsj7 F1) = L(ir«j7 F2)

is an equivalence (A!, et) local, hence

Hom (RS (L(i1jis)), Eer(Q55 ™ Fpr)) -
(e/(S’I)*Hom(Lng*ugI*RCH(ngL(il*j;Fl)), Eet(Q;’gFI’pra Fpr)),uf;(F1))
- (el(S’])*Hom(Lpgl*ugl*RCH(ngL(i]*j;Fg)), Eet(Q;’gFI’pTa Fpr)),uf;(F»))

is an oo-filtered quasi-isomorphism by proposition 113. O

Let f: X — S a morphism with S, X € Var(C). Assume there exists a factorization
fixLyxsisg

of f, with I a closed embedding, Y € SmVar(C) and pg the projection. Let ¥ € PSmVar(C) a smooth
compactification of Y with Y\Y = D a normal crossing divisor, denote k : D — Y the closed embedding
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and n : Y < Y the open embedding. Denote X C Y x S the closure of X C Y x S. We have then the
following commutative diagram in Var(C)

Let S = Uﬁ 15; an open cover such that there exist closed embeddings i;: S; = S; with S, € SmVar(C).

We have X = Ul_, X; with X, := =f" 1(S;). Denote, for I C [ 1], St = NierS; and X; = Nier X;. For
I C[1,---1], denote by S; = 1L;c1S;. We then have, for I C [1,---1], closed embeddings i; : S; — S; and
for I C J, the following commutative diagrams which are cartesian
lr PSy ~ P53, ~
f]:f‘XI:X[—>Y><S[—>-S[ s YXSJ—>SJ s
\ li} lil pl”l lp”
- D3, a ~ Ps,
Y xS ——=5; Y xSt ——=5;

with 7 : l|x,, i7 = I xi, ps, and pg, are the projections and pr; =1 xpry, and we recall that we denote

by jr : S1\S; — Sy and j; : Y x S;\X; < Y x S the open complementary embeddings. We then have
the commutative diagrams

i ~ 1’50l
Dij= S;—>=S8; ,Dj, = X]—]]>Y><SJ
lju lpu lj}‘] lp’u
i ~ i7ol ~
S] —I>- S] X] —II> Y x S[

and the factorization of D7 ; by the fiber product:

ifolr ifolr

DIJ_ XJHYXSJ, DIJ_ XJ

Lm ., l”’” \ /

Xr——=Y x5/ X[XYXSYXSJ—X[XSJ\[ Prs

YXSJ

-7
irolr

X7 Y x 5'1
(56)

where j;; : X; < X7 is the open embedding. Consider
F(X/S) :=pssTXZ(Y x S/Y x S) € C(Var(C)*™/S)
so that D(A!,et)(F(X/S)) = M(X/S) since Y is smooth. Then, by definition,
FEPR(M(X/S)) = (€ (S1)- Hom(Lpg, . ug,, R (0%, L(ir.ji F(X/S))),
Eet(Q055"" . Fpr))[~dg,], uf ; (F(X/S)))
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On the other hand, let
Q(X1/S1) :=pg, L%, Z(Y x S1/Y x Sp). € C(Var(C)*™/5)),
We have then for I C [1,1] the map (50) in C(Var(C)*™/S;) :

~ ad(i;",i7,
Ni(X/S) : Q(X1/81) = pg,, T%, Z(Y x $1/Y x ) 24650,

pgfuill*i/[*rl;/(IZ(Y X SI/Y % SI) T(i7,7") (=)

Ty (psin)(—)
—

ps«]uill*r}/([Z(Y X S[/Y X S])
i[*pSIuFE/(IZ(Y X S]/Y X S]) = Z]*j;F(X/S)
We then have the commutative diagram in C/(Var(C)*™ /S )

piyN1(X/95)

P ,Q(X1/S1) ——— p},Lis.j;F(X/S) (57)
Hul qu(DIJ)(J'}‘F(X/S))
QX /80) — 5 1P (X/S)
with
Hyy < s, Ty Y  81/Y x 8p) S PO T2 x 81/Y % 8))
ps s T(prs ) (=) pglﬁF}IXSJ\IZ(Y % &1/ % &) s, T(Xs/XrxSnr)(-) pSJuFB/(,,Z(Y 8,1V x §)).

The diagram 57 say that the maps N;(X/S) induces a map in C(Var(C)*™/(S/S;))

(N1(X/8)) + (Q(X1/S1), 10} 7 p1.0:) (= =) (H11))
= (Lireji F(X/8), 1Py pra«) (=, =) (T (D11) (1 F(X/5))))-
Denote X7 := XN (Y x S7) C Y x Sy the closure of X; C Y x Sr, and Z; := Z N (Y x S;) = X7\ X7
Consider for I C [1,---1] and I C J the following commutative diagrams in Var(C)

7 ~ _ ~ PSJ ~
Xj———=Y x5; , Y xS;——38;

l N I
(nxTI Py prJ

1 ~ P35 = =, =~ P3;
Xi—————=YxS——=85 YxS§——5;

| e

Z]:X]\X]—>-D><S']

Let e1 : (Y x _5'1)1,~E1)_ (Y x S, Z;) a strict desingularization of the pair (Y x S, Z;), €2 : (¥ x
S1)2,E2) — (Y x S5, Xr) a strict desingularization of the pair (Y x SI,XI) and a morphism €5 :
(Y x S1)2 = (Y x Sp)1 such that the following diagram commutes (see definition-proposition 12)

(Y x Sp)s —2 (Y x S/

R

Y x S ———=Y x
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We have then the two canonical maps in C/(Var(C)25™P" /(S7))

Lpghs, B x50y 55, (P}IQ(XI/SI))
= Lpg, 13, Cone(pSI*Eet(Cone((Z((El. X S'I,El.)/(l_/ X 5’1)1 X S’I,uu) —
Z(((Y x Sp)1 x 81, (Y x S)1)/(Y x Sp)1) x Sp))
— Cone(pg,, et (Z((E2e x S1,F24)/(Y x Sp)2 x Sp),urs) —
Z(((Y x Sp)2 x 1, (Y x S1)2) /(Y x S1)2 x 51)))))
(T 9(Bg, 405, (— =) T (B, 4 P35, ) (=)

Cone(Cone((Z((El. X S’],El.)/gj),’u,]J) — Z(((Y X S’])l X S’], (3_/ X 51)1)/51))
— COHG((Z((EQ. X g]/EQ.)/S’]),U]J) — Z(((? X S’])g X g[/(? X 51)2)/51))(_dy — ds«[)[—2dy — 2d§1]

I5((X1,21)/81):=(Z(1 7, 0e1 X I),Z(e1 X I),Z(lyoez X I),Z(e X T))

CODQ(Z((? X 5], Z])/g]) — Z((Y X g[,X})/ﬁ]))(—dY — ds«[)[—2dy — 2d§1]
where, the maps in C/(Var(C)25™2" /(S}))
TH)q(ﬁSIﬁ’I?SI*)(_’_) :
Cone((Z((El. X S’[,El.)/g[),’(ljj) — Z(((Y X S’])l X S’], (Y X S’])l)/g])) —
ng*Eet(COHG((Z( El. X g[,El.)/(Y X S’])l X S’],U[J) —
Z(((? X 51)1 X g], (Y X 5])1)/ Y x S’I)l) X S’]))(dy + ds«[)[2dy + 2d§1]

N~

and

T”’q(ﬁglﬁ,pgl*)(—, —):

Cone((Z((Eze x S1,F24)/S1),urs) — Z((Y x S1)2 x S1,(Y x S1)2)/S1)) —
Pg, Fet(Cone((Z((Eze x Sy, E24)/(Y x Sp)2 x Sp,ury) =

Z(((Y x Sp)2 x 81, (Y x S1)2)/(Y x Sp)1) x 1)) (dy + dg,)[2dy + 2dg,]

o~

given in definition 37 are (A, et) local equivalence by proposition 37. We denote by v{,(F(X/S)) the
composite

v (F(X/9))dg,]) : € (Sr)Hom(Lpg, 115, Ri(v x5,y )5, (05, Q(X1/S1)), Eet(Q;’gFI’pTa Fpr))

p1a=T(prs,Q7P")(—)oad(p; 7% ,prs)(-)

¢ (1) Hom(Lpg, 3, P11 R (7 x5y 5+)/5: (05, QX1/81), Eet (055" FpR)))

Hom (T (prs, R (Q(X1/S1)) ™ Ber(Q)5 7" FpR))

P11 (S5)HOm(Lpg, 15, R (v 31y 51 00 xS1)/8s (p%, P7,Q(X1/50)), Eetm;’;””, Fpr))

Hom(Lpg g, BS T (H1s), Eer(255 7" FpR))

1€ (S1)sHom(Lpg, g, Ry 3,y )5, (05, QX5 /51)), Eet(Q;g;pT, Fpr)).
On the other hand, we have in 75 (C(MHM (X))) C Cpra(X/(Y x Sr))
(Come(T(Z1/X1,7""4)(=))) : (T ¥(Oy 5, Fy)sw1s(X/9)) = (T3, ¥(Oy 5, o), w14(2/S))
= (0 x DT 0y 5, Fy), 21(X/8))

with
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e for the closed embedding X C Y x S we consider the map in 7r}—,X§J(C’(MHM()7 x 587)))

*mod

X ad(py7"* 0 .) (-)
1(X/8) : T (Og 5,, Fy) ="

/ "smodV,Hdg ~
Prj«Prj FX, (O?xSI’Fb)

T(X /05 (X)) (=)o (vl s vV ) (-) Y. ()
X

}7><§",7Fb)7

e for the closed embedding Z C Y x S we consider the map in WYxS,(O(MHM(Y x 57)))

V,Hd ad(py™ pl 5. (—) ' emodV, Hd
215(Z2/8) : T 7, % Oy 5, Fy) ——— Prospri" T ¥ Oy 5,0 Fb)

T(Zs /95 (207 ) (=)oT (W) 7Y ) (=)
J/Pry )Y Pryy Féj;{dg(OYXSJan)a

e for the closed embedding X C Y x S we consider the map in 7y, 5 (C(MHM(Y x S1)))

*mod

ad(p;" "% Py 5.) (=) ' mod Y,
-II](X/S)(_dY)[_2dY] : F}/(}I{dg(OYxS’NFb) =t brs p/IJ*pIJ dr}f{dg(OYxS’Ian)

TOX /X000 14 ()T why AV, v,
X

(Oy g, Fb)-

The maps z1;(X/S) gives the following maps in Cpyfi.s, (S7)

w[J(X/S)(—dy)[—Qdy] : pSI*EzaT((Q;/XSI/SI’Fb) ®OY (n X I)!Hdgr}/(’fldg(OYng,Fb))

xSy
ad(P?T]nOdaPIJ)(*) *mod, E Q. . . F I Hng\V,Hdg 1o} - F
" DP1JxP1j  Pg;« zar(( Yx8;/5; b) ®ny§, (n x I), X ( Y xSp3 b)
pIJ*TfU)(PIJ;pSI)(_) ,

. *1M0 d JHd,
pg‘,*Ezar((nyg‘,/gJaFb) ®O}—,X§J IJ d(n X I),H gl—‘}/(IH q(OYxS‘ﬂFb))

(ps , E(DR(-)(z1(X/S))
(n x DT (04 5, ).

pgj*Ezar((Q;?st/ng Fy) R0y,
We have then the following lemma
Lemma 16. (i) The map in C(Var(C)*™/(S/Sr))
(N1(X/S)) : (Q(X1/Sr), Hry) = (L(ir.ji F(X/S)), T*(D1)(F(X/S))).
is an equivalence (A1, et) local.

(ii) The maps (N1(X/S)) induces an co-filtered quasi-isomorphism in Cp su(S/(Sr))

(Hom(Gri2* RSY (N1(X/8)), Ba(@557", )
(€(81)sHom(Lps, g, RO (0, L(ire i F(X/S)), Bt Q557" Fp))[=ds, ), uf,(F(X/5)))
(¢ (B1) Hom(Lpg, 15, R((5 5+ 55, (0%, QX1 /1), Bt @527, Fop))[~ds, ], vf, (F(X/S))

(iii) The maps (Is((X1, Z1)/S1)) induce an oo-filtered Zariski local equivalence in Cpriy(S/(Sr))

(Hom(Is((X1, Z1)/S1), k) :
(pgz*EZ“T((Q;’XS'I/S'I’Fb) ®OY><5‘I (n x [)fldg(l"}/(’lHdg(OYXgI,Fb))(dy)[2dy + dgl],wU(X/S))
= (¢/(Sr)Hom(Lpg, 115, R (v« 51y 545, (05, Q(X1/5D)), Eet(ﬂ;i””7 Fpr))[—dg,],vi;(F(X/S)))
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Proof. (i): See lemma 13(i)

(ii): These maps induce a morphism in Cp(S/(S;)) by construction. It is an oo-filtered quasi-isomorphism
by (i), proposition 112 and lemma 2.

(iif): The fact that these maps define a morphism in C'p(S/(S1)) follows from the commutative diagrams
in C(Var(C)>*™?r /S ;) for I C J

* Is((X1,21)/S1 _ - ~ _ - N
P IDIE0 e Gone(Z((Y x 81, Z1)/81) — Z((Y x 81, X1)/81))(~d

p?JLPSI*NsI*R((ng,)*,E*)/gJ(PEIQ(XI/SI))
lT(pI‘nRCH)(—) l:

L0s,15, By 28y 5myy 5 (0, 91, QU ST LD DN (57 x 85,51 (Z0)/85) = BT % 8,774 (X0) /5,
RC”(HI.I)T (Z(YX§J)7Z(§_’><§J))T

X0 20150) Cone(Z((Y x 8y, Z1)/85) = Z(Y x 81, Xs)/51)) (—dy

Lpg, g, Ry g,y0.80)/8, (P Q(X1/51))

On the other hand, it is an oco-filtered quasi-isomorphism by proposition 100 since we have by Yoneda
lemma the following commutative diagram

B ° B ° V,Hdg
P31« Z‘““((QYXS /51 B )®vas~, Cone(pSI*EZ”(Q(EQ.xS*I/S*,’Fb) ®0p,. x5, (T, (O,

(n x I)Hdgrv Hdg(OYXgﬂFb)))(dy +dg,)[2dy +2dg ] —— péI*Em’”(QEEl.xé,/éﬁFb) ®0p,.,v5, (FYEiIdg(thXgl, Fp))I

"Hom(I5((X1,21)/51),k) ~ J(
/

(€'(S1)«Hom(Lpg, .15, By x5)+ 578, (Pg, @
Eat(Q%2 7" Fpr)))

/51

and on the other hand by proposition 112 and lemma 2,

~ o' pr
e'(S1)«Hom((T"4(pg, 45, ) (= =) T (P34 15,.) (= =))s Ber(275 ™" Fpr))
is an equivalence (A!, et) local. Moreover
o' pr o' pr
k: EZGT(Q/SIP 7FDR) — Eet(Q/SIp ,FDR)
are 2-filtered equivalence Zariski local by proposition 112 and theorem 11 : Eg’q(Q;gI’pT, FpRr) € PShp, (Var(C)>s™" /S;)
are A! invariant and admits transfert. O

Proposition 115. Let f : X — S a morphism with S, X € Var(C). Assume there exist a factorization

fiXxLyxs?iss

of f with Y € SmVar(C), [ a closed embedding and ps the projection. Let Y € PSmVar(C) a compact-
ification of Y with Y\Y = D a normal crossing divisor, denote k : D < Y the closed embedding and
n:Y < Y the open embedding. Denote X C Y x S the closure of X C Y x S. We have then the
followmg commutative diagram in Var(C)

X—l>Y><S

ST

X Y xS g

%

Z:=X\X—=DxS
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Let S = UL_ 1S an open cover such that there exist closed embeddings i; 2 S — S; with S; € SmVar(C).

Then X = UL_, X; with X; := f~(S;). Denote, for I C[1,---1], St = NierSi and X1 = Nier X;. Denote
X —Xﬁ(YxSI)CYXS’I the closure of X; CY x S, cdeI =7Zn (Y x8r) = XI\XICYXSI
We have then for I C [1,---1], the following commutative diagram in Var(C)

X]—ZI>-Y><S']

l l(v%pi

_ I _ - b3, ~

X ———=Y xS ——=5;
l

| =7 e’

Z]ZX[\X]—)DXS’]

Let F(X/S) := pssT'XZ(Y x S/Y x S) € C(Var(C)*™/S). We have then the following isomorphism in
Dpjit,ee(S/(51))

1(X/8) : F§PH(M(X/S)) —

(¢/(Sr)-Hom(Lpg, , 113, R (05, Lir.ji F(X/9))), Eet (57", For))[=dg, ], uf ; (F(X/5))

(Hom(Lpg, .is, . RS} (N1(X/8)), Ber (557", )

(' (S1)Hom(Lpg, . 115, Ry x5,y -5, (P, Q(X1/51)), Eet(Q;’gFI’pT, Fpr))[-dg,|, v} ,;(F(X/S)))

(Hom(ps, . Is((X1,21)/S1).k)[~dg, D)~

(05, Bzar (% 5, 5,0 Fb) ®0y 5, (0% DIYTHY(O0, o F)(dy +dg,)[2dy + dg, ], wi(X/S))

=5 s RETOTLI9(0y 5, F)(dy)2dy], 15 (X/9)). = o REM fiietzd .
Proof. Follows from lemma 16. O

Corollary 5. Let S € Var(C) and S = UL_, S an open cover such that there exist closed embeddings
i; + Si = S; with S; € SmVar(C). For F € C(Var(C)*™/S) such that D(A',et)(F) € DA.(S), ul,(F)

are oo-filtered Zariski local equivalence.

Proof. Follows from the resolution of a constructible motive by Corti-Hanamura motives and proposition
115. By theorem 16, M is isomorphic in DA(S) to a generalized distinguish triangle of Corti-Hanamura
motives, i.e.

M = Cone(M(Xo/S)[do] — -+ — M(X,/S)[dn])

where fo: Xo — S,..., fn : X5, = S are projective morphism with Xy, ..., X, € SmVar(C). By lemma
16(il) and (iii), u?,(F(X,/S)) are oo-filtered Zariski local equivalence since wy;(X,/S) are oo-filtered
Zariski local equivalences. o

Corollary 6. Let S € Var(C) and S = UL_,S; an open cover such that there exist closed embeddings

ii + S; = S; with S; € SmVar(C). Then, for F € C(Var(C)*™/S) such that M = D(A', et)(F) € DA.(9),
H'FGPR(M, W) := ((¢'(S1)«Hom* (Lpg, .pg, R (05, L(ir.ji (F, W),
Ee(Q55 " Fpr))[=dg,), uf ,(F,W)) € ms(MHM(S))

for alli € Z.
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Proof. Follows from the resolution of a constructible motive by Corti-Hanamura motives and proposition
115. By theorem 16, M is isomorphic in DA(S) to a generalized distinguish triangle of Corti-Hanamura
motives, i.e.

M = Cone(M (Xo/S)[do] — -+ — M(X,/S)[dn])
where fo : Xo — S,..., fn : X, — S are projective morphism with Xj,...,X,, € SmVar(C). For

0 <r < n, consider a factorization f, : X, iT—> Y x § 25 S, where [, is a closed embedding, Y € PV and
ps the projection. Then,

FEPRM(X,/S)) = (05, ((% 5,5, T) ®0y 5 TxT ¥ Oy, Fo))(dy)[2dy — dg, ), wrs(X./9))
= wRfIM(Ox, ,Fy) € Dpyio(S)

%
by proposition 115. We conclude by theorem 29 since f, are projective. o

Proposition 116. For S € Var(C) not smooth, the functor (see corollary 6)
15" F& PR DA (S)? — ms(D(MHM(S))

does not depend on the choice of the open cover S = U;S; and the closed embeddings i; : S; — S; with
S; € SmVar(C).

Proof. Let S = UﬁleSi is an other open cover together with closed embeddings i; : S; < S; with
S; € SmVar(C) for [ +1<i<1I’. Then, for J/CcI' C[l4+1,....,l'|=L' and JCcIC L=[1,...,1],

T (5! (el(gl)*Hom(Lpg,*ﬂg,*RCH(P*gIL(iI*ﬁF))a Eet(Q;g;)pru Fpr))[=dg,], urs(F)))
. *mod[—], — & * .k
= ((holim prrur,Ts; 7wy (1000 (5 (¢ (1)« Hom( Lpg, g, R (05, L(irsji F)).

(holimrer us(suyry (F))

Ee(Q07", Fpr))[—dg,], Ta"" (urs (F))r)

/51
3 ,Hdg *mod[— ~ . . .
(ho }lenllzpI/(Iul/)*rgfuf’gpl(h—‘[[,)]pl(lup)*el(s([u]/))*Hom(Lpgqu/*:ugju[/*RCH(pS[L(Z(ILII/)*.](ILII/)F))?
ad(py{ros Prirury) (—)ovg 49 (=)
o.lpr 1(1urt) Praur’) Siirt
Ea(Q5 ™ For))l=ds, ) uaoraur (F)) o1

(ho }1612 pl/([up)*e/(g(mp))*’HOm(LPgM,*MgMI,*RCH(P*SIL(Z’(Jup)*j&up)F)),

Eet(Q;’gFI’f; For))[=dg, ], uaury o (F))

(hOlimIGL uI’(I\_lI’)(F))

(e’(S’p)*Hom(Lpgﬂ*MSI/*RCH(pgl, L(ipsji F)), Eet (Q;gl’fwa Fpr))[=dg,, |, ur s (F))

is an oo-filtered Zariski local equivalence, since all the morphisms are co-filtered Zariski local equivalences
by corollary 5 and proposition 98. O

We have the canonical transformation map between the filtered De Rham realization functor and the
Gauss-Manin realization functor :

Definition 120. Let S € Var(C) and S = U._,S; an open cover such that there eist closed em-
beddings i; : S; — S; with S; € SmVar(C). Let M € DA.(S) and F € C(Var(C)*™/S) such that
M = D(A',et)(F). We have, using definition 114(ii), definition 38, proposition 5 and proposition 112

267



and lemma 2, the canonical map in Dog fir.p.0o(S/(S1))

T(FEM, FEPR)(M) :

FEM(LDsM) = (e(S)«Hom® (L(i1jiDsLF), Ea(Q55, . Fy))[~dg, ], uf ;(F))
—N—>(e(gl)*”ﬂom‘(L]D)%IL(Z'I*j}‘F),E (Q/S,Fb))[ 5] uf; )

Hom(—,Gr(Qg ))71 . T
: Be(Q3 " For))[~dg, ], ufy (F))

(Hom* (TS (L(i1.3; F)),Gr'2 , Ber(5 57" For))[—ds, )

(e(gl)*'Hom'(LD%IL(i[*jI ), Gr

%

(¢/(S1)Hom*(Grg., Lpg, s, R (0, L(i1<ji F)), Grg., Eer(Q55 ™", For))[~dg, ], uf] (F))

I(Grm* Gr12 .)(—,—)oHom(g,—)

(¢/(Sr)-Hom® (Grg)" LGrg, Lpg, ng, R (05, L(i1eji F)), Ber(Q55 ™" Fpr))[~dg, ], uf (F))

Hom(ad(Gr 12* Grlszj*)( Yog,—) !

(e’(S’I)*Hom(Lpgl*ugl*RCH(p*SIL(iI*j}‘F)), E. (Q/’S P Fpr))|—dg,],ul,;(F)) = F§PH (M)

Pr0p051t10n 117. Let S € Var(C) and S = U'_S; an open cover such that there exist closed embeddings
: S; < S; with S; € SmVar(C).

(i) For M € DA(S) the map in Dog p(S/(S1)) = Do p(S)
opaT(FSM, FEPEYM) : 0py FSM (LD M) =5 0y FEPE(M)
given in definition 120 is an isomorphism if we forgot the Hodge filtration F'.
(ii) For M € DA.(S) and all n,p € Z, the map in PShog p(S/(S1))
FPHT(FGM, FEPRY(M) : FPH"F§M (LDs M) — FPH"FEPR(M)

given in definition 120 is a monomorphism. Note that FPH"T(F§M, FEPE)(M) is NOT an iso-
morphism in general : take for example M(S°/S)Y = D(A, et)(j.Eet(Z(5°/S))) for an open
embedding j : S° — S, then

FEM(LDsM(S°/8)") = F§M(Z(S°/S)) = j.E(Ose, Fy) ¢ ms(MHM(S))

and hence NOT isomorphic to F§M(LDsM (S°/S)V) € ms(MHM(S)), see remark 9. It is an iso-
morphism in the very particular cases where M = D(A', et)(Z(X/S)) or M = D(A!, et)(Z(X°/S))
for f + X — S is a smooth proper morphism and n : X° — X is an open subset such that
X\X? = UD; is a normal crossing divisor and such that fip, = foi; : Di — X are SMOOTH
morphism with i; : Dy — X the closed embedding and considering fixo = fon : X° — S (see
proposition 110).

Proof. (i):Follows from the computation for a Borel-Moore motive.
(ii):Follows from (i). O
We now define the functorialities of F&PF

functor.

with respect to S which makes F, a morphism of 2

Definition 121. Let S € Var(C). Let Z C S a closed subset. Let S = Ut_,S; an open cover such that
there exist closed embeddings i; : S; < S; with S; € SmVar(C). Denote Z; := Z N S;. We then have
closed embeddings Z; — S; — Sf.
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(i) For F € C(Var(C)*™/S), we will consider the following canonical map in ws(D(MHM(S))) C
Dop(1,0)£u(S/(S1))

T, QN (R W) ;

790,51 (¢ Hom® (Log, g, RO (g, Lliredi (F W), B (@577, Fom))[—ds, )l (F,W))

Hom* (Lpg, s, RS (V1 (L(ir-37 (FW))) Eet (25577 Fi )

_ . « . - oI pr Z
Ty 19,5 el Hom® (Lpg, .15, RO (05, T, L(ireji (F, W), Eat(Q5 7", For))[—dg, ], udf (F, W)

/81
= 15 (€L Hom® (Lps, s, R (0, T, Llina i (F W), Bt Q57" Fop))[~ds, | uf (F.W).
with

ufy (F)ldg,] : ' (S1)sHom® (Lpg, .13, R (0 T, L(iruji F)), Eet(Q;’gFI’pr, Fpr))

p17=T(prs,Q77")(=)oad(p; ;% ,p1s)(-)

& . * * S ek o' pr
pry«€'(Sy)Hom (LPS-’J*/LS’J*pIJRCH(pS'IF%IL(ZI*.]IF))vEet(Q/S«Jp , Fpr))

Hom(Lpg s, T(prs, RO (Lireji F) ™ Ber(Q55 77" Fpr))

pr+€'(Sy)Hom® (Lpg, . .pug, R (05, P10 2, L(ir i F)), Eet (Q;g;pT, Fpr))

Hom(Lpg, . s, RS™ (T(D10) (7 F)OT (2 Zr xS\ 1.0 N=)oT (01, 7) (=) Eet (24777 F i)

Q ) * - - o' pr
pry«€ (S1)Hom (LPSJ*MSJ*RCH(PgJFE,L(ZJ*jJF)),Eet(Q/ng , FpR)).

(ii) For F' € C(Var(C)*™/S), we have also the following canonical map in ws(D(MHM(S))) C
Dp1,0y7a(S/(S1))

T, Q) (F,W) :

o5t (e Hom® (Lpg, .15, RO (5, LT 2, E(irjiDs (F, W), B (53 ™", For))[=dg, ), uf i (F,W)) =

T7%s" (€ Hom® (Lpg, g, R (05, LT 2, B(ir+jiDs(F, W), Eet(Q55 ™", For))[=dg, |, ufy (F.W)
Hom® (Lps, g, RE! (V1 (=), Ber(Q55 7" Fpr))

T7 %05 (clHom® (Lpg, g, ROY (0, L(irjiDs (B, W), Ee( Q5" Fpr))[=dg, ], uf ; (F, W)
with
ul? (F)ldg,] : €(S1)«Hom®(Lpg, . ug, R (0%, LT 7, B(ir.j;DsLF)), Eet(Q;’gPI P Fpr))

p17+T(prs,Q7"")(=)oad(p}*%,p1s)(-)

Q ) * * s ek o' pr
pris€ (Sa)sHom* (Lpg, . ng,.07, R (05, LU 2, E(ir.57Ds F)), Eet (255 7", Fpr))

Hom(Lpg g, . T(prs, RO (Lireji F) ™ Bt (@557 For))

1€ (S5)Hom* (Lpg, .1z, R (05 Lpi Tz, BlirjiDsLF)), Eet(ﬂ;’;;’”, Fpr))

Hom(Lpg .15, RS (Ds, Sq(DU)(]D)SLF)),Eet(Q;’SFJ’W,FDR))

pIJ*el(gJ)*HOW.(Lng*MgJ*RCH(P*gJFZ.; E(i7«jjDsLF)), Eey (Q;’S-FJ’W, Fpr)).
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This transformation map will, with the projection case, gives the transformation between the pullback
functor :

Definition 122. Let g : T — S a morphism with T, S € SmVar(C). Consider the factorization g : T KN
T x S 25 S where 1 is the graph embedding and pg the projection. Let M € DA(S)™ and (F,W) €
Cru(Var(C)*™/S) such that (M,W) = D(AL, et)(F,W). Then, D(AL et)(g*F) = g*M and there exist
(F',W) € Cpy(Var(C)*™ /T x S) and an equivalence (A',et) local e : TV pi(F,W) — (F',W) such that
D(AL g et)(F',W) = (DVpsM,W). We have then the canonical transformation in wp(D(MHM (T))
using definition 116 and definition 121(i) :

T(g,]:FDR)(M) . ngOd,Hdg‘FgDR(M) =
Dy 9,20 (o) (e(S). Gl Hom® (Lps.puse RO (s L(E, W), Bt (U7, Fpr))[~ds]))

T(ps.Q5P")(-)

D99 (e (T % S) Hom® (Lprwsairx ssps R (05 L(F)), Eet(Q;’TFipsrv Fpr))[~ds]))

Hom (T (ps,REE)(L(F,W))~! Bet(Q)3 TP FpRr))[—ds]

Ly (T % S).Hom® (Lprxseprxse R (0 sps LIE, W), Eet (75, For))[—ds]) =

/TxS?
1—‘;/“7qu 1( (T X S) Hom.(LPTXS*MTXS*RCH(p}xsng(Fv W))? Eet(Q;)jrfgv FDR))[_dS])
(I Hde (ll;q?ls)(F,W)

(6/(T X S)*Hom.(LPTXS*MTXS*RCH(p}xsr’}l/"ng(Fv W))? Ee (Q;gfgv FDR))[_dS])

Hom(RTEs(e),~)
—

(€/(T x S). Hom® (Lprscsetir s RO (07 s LI, W), B (020, Fon) [ ~ds))
=: Frys (lg*™M) = F£. 7% (g" M)
where the last equality follows from proposition 116.

We give now the definition in the non smooth case Let g : T — S a morphism with 7', S € Var(C).

Assume we have a factorization g : T Lyxs 2 SwithY e SmVar(C), I a closed embedding
and ps the projection. Let S = UL_;S; be an open cover such that there exists closed embeddings

: S; < S; with §; € SmVar(C) Then, T = U\_,T; with T; := g~*(S5;) and we have closed embeddings
z; =ig;0l:T; =Y x5;, Moreover gy := pg, 1Y X S; — Sy is a lift of gr = gy, : Tt — S1. We recall
the commutative diagram :

Erjg= (Y x S)\T; Xy xSy, Ery= SA\S;—L =8, Ej;= (Y xS\ Ly xSy
\LPSI lg}; lpu lpu lp’” lp’”
SI\S; ————=5; SI\N(SI\S)) —= 5, (Y x SO\TAT)) 2Ly x §;

For I C J, denote by prj : S'J — 5'1 and p; = Iy X pry 1 Y x S'J — Y x 5’1 the projections, so
that gr o p}; = prs o gs. Consider, for I C J C [1,...,1], resp. for each I C [1,...,1], the following
commutative diagrams in Var(C)

-/

Dy = SIL>§1 , Dy; = TI—“>ngIDgI: SILS’I ,
j”T p”T j}JT pIIJT g’]\ -‘?IT
SJL>S'J TJ—ZJ>YX;§J T[—ZI>-Y><S']
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and jrj : Sy < Sp is the open embedding so that j; o jr; = js. Let I € C(Var(C)*™/S). Recall (see
section 2) that since ]I ZI*]I *g*F = 0, the morphism T(Dgyr)(j; F) : gfir«ji F — i},.J; g" F factors trough

T(Dgr)(G1 F) = grirji ¥ Oy IY,giingi F 2, g
and that the fact that the diagrams (55) commutes says that the maps T97(Dg;)(j7 F') define a morphism
in C(Var(C)*™/(T/(Y x 1))
(T (Dyr)(j; F)) + (U, 7 L{iruji F), T*(Drs)(j; F) o T(T1/T1 % S, 7)) (=) 0 T(077,77)(+))
= (L(i}drg" F), TU(D1,) iy 9" F))
Denote for short dy; := —dy — dg, . We denote by g5ud;(F) the composite

gyug;(F)[=dy,] :

(Y % Sp)Hom(Lpy g, 1ty 5, B (0,91 LT F)) Eet (U375 . FoR))

PIIJ*T(ZD,IJvQF’pT)(*)Oad(P13m0d>PlJ*)(*)

Prsed (Y % S1).Hom(Lpy 5 iy 5,075 B (05 g, Gi (i1 F)). B (05072 Fpp))

/Y xS;’
Hom(LPyxéJ*#;Q;SJ* (7, R0~ 1Ect(9;5;sr Fpr)

& * "% ~% ™ o' pr
D€ (V 5 Sty Hom(Lpy 5, bty 5, RO (03, 5,07507 L(i1ed7 F)), Eat(Q50 7% For))

Hom(Loy 5, by x5, R s (T(Drn) 67 F) Bet( @5 1E For)

Q * ~ % . -k oI pr
e/(Y X SJ)*Hom(LpYXS‘]*MYXSJ*RCH(pYXSJgJL(zJ*jJF))7 Eet(Q/yfglvFDR))'

We denote by g7 u?,(F) the composite

3y uf;(F)[=dy ] :

* ~ .k o' pr
(Y x SI) Hom(LPYXSI*/LyXSI*RCH(/’YXS FZV“IQIL(ZI*]IF))aEet(Q . FpR))
I /Y xSt

Pha TP 20 7") (=)oad(pry™ % p] 1) (=)

Pry€ (Y X Sp)Hom(Lpy 5 bty o 5,.P1 RS (05 5, T8, 67 L(ireji F)), Eet(Q;’,Eng . Fpr))

_ T,
Hom(LprS‘J*”YXS‘J*T(p/IJvRCH)() I)Eet(Q;YngJ 7FDR)

o * * /% ~% . % o' pr
Pry€ (Y x Sp)Hom(Lpy . 5, Grifxg‘] LRCH(pYXSJPUI%IQ[L(U*]]F))v Eet(Q/Yng ,Fpr))

Hom(prXsJ*quisgst(Tq(DzJ)(J'?F)OT(Tz/TIXgJ\Iﬁv)(*)OT(p'”y’yv)(*))E (Q;JXPST FpR))

Y x §r)Hom(Loy g, 1% B (0 5 T 50123 F)). B Q5575 F)).
We then have then the following lemma :
Lemma 17. (i) The morphism in C(Var(C)*™/(T/(Y x S;)))
(T (Dyr) (1 F)) = (Uf, Lg7irejt F, TY(Dr) (57 F) o T(Ty /Ty x Sy p,7¥) (=) 0 T(01,7Y) (=)
= (Lif, iy g"F.T' (D) (i g F))

is an equivalence (A1, et) local.
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(ii) The maps Hom((T%"(Dy)(j;F)), Eet(Q;’;:fgI), FpRr)) induce an oo-filtered quasi-isomorphism in
Cosa(T/(Y x 51))

(Hom(Lpy , 5,1ty x5+ By o g, (T*(Dgr) (GT F)), Eet (Q;;’p; Fpr))[dyr]) :
(6/(_)*Hom(LPYxSI*NYxél*RCH(P;XglF%,glL(ZI*j}kF))a Eet(Q;’;fglvFDR))[le]v 97" ug,(F))

(€ () Hom(Lpy .5,y 5, R (5 g, L0076 F)), Bt Q7% Fo)ldy ), uly (9" F))

(iii) The maps T(jr, 2 P")(=) (see definition 116), induce a morphism in Cpa(T/(Y x Sp))

T(gr, "")(=))ldy 1] -

(g7 (Sr)«Hom® (pg, 13, R (0%, (L(i1.Ji F)), Bt (5 ™" Fpr)ldy 1], 37" uf 5 (F))

= (' (=)Hom(py . 5,1y 5,91 BT (0, L(iri F)), Eer (Q;;f; , Fpr))ldy 1], Gyug,; (F)).

Proof. (i):Follows from theorem 15.

(ii): These morphism induce a morphism in Cp i (T/(Y x Sr)) by construction. The fact that this mor-
phism is an oo-filtered equivalence Zariski local follows from (i) and proposition 113.

(iii): These morphism induce a morphism in Cp sy (T/(Y x S;)) by construction. O

Deﬁnition 123. Let g : T — S a morphism with T, S € Var(C). Assume we have a factorization g : T KN
Y xS 25 S withY e SmVar(C), I a closed embedding and ps the projection. Let S = U._,S; be an open
cover such that there exists closed embeddings i; : S; < S; with S; € SmVar(C) Then, T = Ul_ 1T with
T; := g~ 1(S;) and we have closed embeddings i}, :=i;0l: T; — Y x S’“ Moreover gr :=pg, : Y S; — Sy
is a lift of gr = g, + Tr — Sr. Let M € DA.(S)™ and (F,W) € Cy;(Var(C)*™/S) such that
(M, W) = D(AL,et)(F,W). Then, D(AL et)(¢*F) = g*M and there exist (F',W) € Cg;y(Var(C)*™/S)
and an equivalence (Al et) local e : g*(F,W) — (F', W) such that D(AL., et)(F',W) = (¢* M, W).Denote
for short dyy := —dy —dg,. We have, using definition 116 and definition 121(3), by lemma 17, the
canonical map in wp(D(MHM(T))) C Dp1,0)fit,ee (T/(Y X% S1))

T(g, FFPR)(M) : gifag'vs  FE PR (M) =

Lyt (g7 e Hom® (Lpg, g, RO (0, (Li1ai (F W), Eer(Q5 ™", For))ldy 1], 35" Muf , (F, W)

(T(Gr.2577)(-))

_

D L Hom® (Lpy 5, iy 5,1 RO (0, Do (F, W), Bt QLT Fop))ldy 1), Giut, (F, W)
Hom (T (gr,R°T)(—)"1,-)

,Hdg — . * ~ % s ek o' pr ~ %
T 749,21 (el Hom (prxgl*uYXgl*RCH(pYXSIQIL(zI*]] (F, W)))7Eet(Q/;ngl,FDR))[dYILQJU?J(F, W)

(049,07 (FW)

- L3 * ~% © ek o' pr ~ %
vt (el Hom (LpYXgI*qugj*RCH(PyX511%19113(11*]1(Fv W)))aEet(Q/Yng , Fpr))ldy 1], g7 uf ;(F,W))

(Hom(prg,mm,*Ri’jsl (T (Dgr) (i1 (F,W))), Eet(ﬂ;ifsf Fpr))[dy1])

ipt (€eHom® (Lpy 5wty 53, RE (03 g, L 9" (F, W), Eet(ﬂ;ifgl s For))ldy 1], ug, (9" (F, W)

Hom(RYT 5 (Lif. iy (€)),-)

L;l(e;Hom. (LpYXS'I*MYxSI*RCH(p;XS'IL(iII*j}* (FIJ W)))? E (Q.)RPT FDR))[dYI]= U?J(FI? W))

/Y xS’
=5 FEPR(g )
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Proposition 118. Let g : T — S a morphism with T, S € Var(C). Assume we have a factorization

g:T 4 Yo x S 255 S with Ys € SmVar(C), I a closed embeddmg and ps the projection. Let S = ut_, S;
be an open cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C) Then,
T =U L with T; == g 1(5}-) and we have closed embeddings i, := i; 0l : T; — Y3 x SZ, Moreover
gr:==pg, Y x S; — Spis a lift of g; == 9|T1 Tr — S] Let f: X — S a morphism with X € Var(C)

such that there exists a factorization f: X 4 Vi x S 25 S, with Vi € SmVar(C), I a closed embedding
and ps the projection. We have then the following commutative diagram whose squares are cartesians

Xr — VI XT ——T

\\\

YIXX—=Y  xYsxS——=Yy, xS

///

fiX——=YVix8

Take aismooth compactification Y, € PSmVar(C) of Y1, denote X; Cc Y x g[ the closure of Xy, and
Zr = X[\X;. Consider F(X/S) :=pssT'%Z(Y1 x S/Y1 x S) € C(Var(C)*™/S) and the isomorphism in
C(Var(C)*™/T)

T(f,9.F(X/S)): g"F(X/S) := g"pssTXZ(Y1 x S/Y1 x §) =
pral%, Z(Y1 x T/Yy x T) =: F(X7/T).

which gives in DA(T) the isomorphism T(f,g,F(X/S)) : g*M(X/S) = (Xp/T). Then the following
diagram in Tr(D(MHM(T))) C Dp,o)fil,eo(T/ (Y2 x Sr)), where the horizontal maps are given by
proposition 115, commutes

Gimotis FEOR(M (x/8)) —ELCIE) om0 (I (0L R (dy,)Rdyi ). 210(X/5)
iﬂpg, LS
"T(g, FFPRY(M(X/S)) Rf, Hdgg;glgod(rv 1990y, 5, Fo)(dvy) [2dy, ], 15 (X/S))
[P0 51a100 P 510 )
i FEPR(M (X T)) — S RGOy, v 5,0 Fo) (dvi) Ry, s (X T)).
with dy,, = dy, + dy,.
Proof. Follows immediately from definition. O

Theorem 34. Let g : T — S a morphism, with S, T € Var(C). Assume we have a factorization

g:T Ly xS2L S withy e SmVar(C), I a closed embedding and pg the projection. Let M € DA.(S).
Then map in WT(D(MHM(T)))

T(g, FIPR) (M) = gipag  F§ PR (M) = FLPF(g" M)
gien in definition 123 is an isomorphism.

Proof. Follows from proposition 118 and proposition 115. o
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Definition 124. o Let f X — S a morphism with X, S € Var(C). Assume there exist a factoriza-

tion f: X Ly xS S withy ¢ SmVar(C), [ a closed embedding and ps the projection. We
have, for M € DA.(X), the following transformation map in wg(D(MHM(S)))

ad(fiaot , REF) (—

) ¥mo
REM frig " Fs VM (REM)

FEPE@d(f*,Rf)(M))

T.(f, FrPR)(M ) FEPR(RfM)

T(f,F PP (Rf. M N
b REFSFEPR(f RM) RfH1FEOR(M)

Clearly, for p :' Y x S — S a projection with Y € PSmVar(C), we have, for M € DA.(Y x S),
T*(pv}—FDR)( T!(pv ]:FDR)(M)[dY]

)=
o Let S € Var(C). Let Y € SmVar(C) and p : Y x S — S the projection. We have then, for
M € DA(Y x S) the following transformation map in ws(D(MHM(S)))

FYR & (ad(Lpg,p™) (M)

Ti(p, FFPRY(M) : p" ¥ FERE (M) Rp" " FERE (p* Lp: M)

T(p.F 1) (Lpy (M, W) Rpt149imodl=) FEDR ([, 01 T(p "o p ") (-) ptidspmodl-]

ad(Rp," % p* 7)) (FEPR (Lpy M)

o Let f: X — S a morphism with X,S € Var(C). Assume there exist a factorization f : X KN

Y xS 25 S withY e SmVar(C), I a closed embedding and pg the projection. We have then, using
the second point, for M € DA(X) the following transformation map in ws(D(MHM(S)))

Ty(f, FFPRY(M) : Rp{"™ FEPR(M, W) := Rp{" " FERE (1, M)
FDR
T\(p,F (1 M) ]_-FDR(Lpul*M) = fFDR(ngM)

o Let f : X — S a morphism with X,S € Var(C). Assume there exist a factorization f : X KN

Y xS 25 S withY e SmVar(C), I a closed embedding and pg the projection. We have, using the
third point, for M € DA(S), the following transformation map in in wx(D(MHM(X)))

ad(Rf frne ) (FRPT(F M)

) Mo
Filnod R 149 FEPR(F' M)

FEPE@A(Rf, 1) (M))

T\, FEPR)(M) - FEPR(f M)

Ti(ps, FP ™) (FIPR (£ M)

f}?g;dfFDR(Rf[f!M) f*mod FDR(M)

Pr0p051t10n 119. Let S € Var(C). Let Y € SmVar(C) and p : Y x S — S the projection. Let
S =U'_,S; an open cover such that there exist closed embeddings i¢ : S; < S; with S; € SmVar(C). For
I C[1,---1], we denote by St = MierSi, j¢ : St = S and j; : Y x St — Y x S the open embeddings.
We then have closed embeddings if : Y x S — Y x 5’1. and we denote by Pg, Y x 5’1 — 5’1 the
projections. Let f' : X' =Y xS a morphism, with X' € Var(C) such that there exists a factorization

X LY xY xS 2 Y xS withY' e SmVar(C), I' a closed embedding and p’ the projection.
Denoting X} := =YY x Sp), we have closed embeddings i7: X; =Y’ ' xY x St Consider

F(X')Y x 8) = pyxssT%Z(Y' x Y x §/Y' x Y x §) € C(Var(C)*™ /Y x S)

and F(X'/S) == pyF(X'/Y x S) € C(Var(C)*"™/S), so that LpsyM(X'/Y x S)[—2dy]| =: M(X'/S).
Then, the following diagram in ws(D(MHM(S))) C Dp(1,0)fit,00(S/(Y X S1)), where the vertical maps
are given by proposition 115, commutes

T ,fFDR M(X'/Y xS)
RpHas FERR (M (X /Y 508)) SR

(X'/5)) -

T(Prag’ piag”)(— )ORpHd"!(I(X’/YXs))T TI(X//S)

Hd "Hdg ¢'+«+modryHdg = Hdg rxmodryHdg
Rp7 RS, ng;O Ly s —— Rf fH%)Z
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Proof. Immediate from definition. O

Theorem 35. (i) Let f: X — S a morphism with X, S € Var(C). Assume there exist a factorization

f:X Ly xS2 S withy e SmVar(C), I a closed embedding and ps the projection. Then, for
M € DA (X), the map given in definition 12/

Ti(f, FFPR)(M) - RETOFEPR(M) = FEPRRAM)
is an isomorphism in wg(D(MHDM(S)).

(ii) Let f : X — S a morphism with X,S € Var(C), S quasi-projective. Assume there exist a factor-

ization f: X Ly x8 25 S withY e SmVar(C), I a closed embedding and ps the projection. We
have, for M € DA.(X), the map given in definition 124

T.(f, FFPR) (M) : FEPR(RfM) = REFOFEPR(M)
is an isomorphism in wg(D(MHM(S)).

(iii) Let f: X —> Sa morphism with X, S € Var(C), S quasi-projective. Assume there exist a factoriza-

tion f: X Ly xS SwithY e SmVar(C), I a closed embedding and pg the projection. Then,
for M € DA.(S), the map given in definition 124

T, FIPR) M) s FEPR(FM) S fifiet FEPR(OM)
is an isomorphism in wx (D(MHM (X)).

Proof. (i): By proposition 119 and proposition 115, for S € Var(C), Y € SmVar(C), p: Y x S — S the
projection and M € DA (Y x 5),

Ti(p, FEPRY(M) : Rp{" W FERE(M) — FEPR(Rp M)

is an isomorphism.
(ii): Consider first an open embedding n : S — S with S € Var(C) so that there exist a closed embedding
i:S < S with S € SmVar(C). Then, since
n* : C(Var(C)*™/S) — C(Var(C)*™/S?)

is surjective, n* : DA(S) — DA(S?) is surjective. Denote by i : Z = S\S° < S the complementary
closed embedding. By [1], DAC(S) is generated by motives of the form

DA.(S) =< M(X'/S) = fLE(Zx/), " : X" — S proper with X" € SmVar(C),

st. f 7Y Z)=X"or f"YZ)=UD; =D C X' >

If f~1(Z) = X', n*M(X’'/S) = 0. So let consider the case f ~1(Z) = Ul_,D; = D C X' is a normal
crossing divisor. Denote f7, : f"D :D — Z, Dy = NjerD; and iy : Dy — X', n': X'o = X'\D — X'
the complementary open embedding and f/o : f\lx/o : X'° = S§°. Denote L = [1,...,1]. We have then a
generalized distinguish triangle in DA (X")

a(n',i’) : n;n/*Eet(Zx/) 1> COHG(’}/D(—) : FDEet(ZX’) — Eet(ZX’))

~

— COHG(FDLEet(ZX/) — = @Eet(ZX’)

ad(il, i) (Bet(Zx1))

— COHe(iIL*i/L!Eet(ZX/ - — @7’1* 2, Eet ZX/ Eet(ZX’))
= Cone(i},Zp, [— @ll*ZDZ ] = Zx)
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where the first isomorphism is the image of an homotopy equivalence by definition, the second one is the
image of an homotopy equivalence by definition-proposition 4(ii), the third one follows by the localization
property (see section 3, theorem 15) and the last one follows from purity since the D; and X’ are smooth
(see section 3, theorem 15). Similarly, we have a generalized distinguish triangle in D(M HM (X))

mOd(nl,il) :n;Hdgn/*(OX/,Fb) l> Cone( qu(OX/ Fb) FHdg(OX/ Fb) (OX/ Fb))

a
~ Hdg Hdg ®i7p,° ()
— CODQ(FDL‘ (OX’7Fb) - — @F OX’ Fb) —_— (OX’7Fb))
i=1
l
= Cone(ilL*mod(ODL ) Fb)[_l] — = @ 1*mod(ODz7Fb)[ ]
i=1
il poa O o o

where the first isomorphism is the image of an homotopy equivalence by definition, the second one is
the image of an homotopy equivalence by definition-proposition 19, and the third one follows by the
localization property of mixed Hodge modules (see section 5). Consider n*M(X'/S) = M (X °/S5°). We
have then the factorization

To(n, FFPRY* M (X'/S)) : FEPE(Rnn*M(X'/S)) = FEPE(nun® fLEe(Zx1))

.FFDR(Rn*T(n)f/)(Eet(Z M) o Ty Iy
- Y FE PR f0n B (Zx0)) = F§ PR (finln ™ Bey(Zx1))

T (f FFPRY (0" Bey(Zx 1))

RfH49 FEPR(n!n* Boy(Zx1))
l
RfM4FEP™ (Conelit, Zp, [-] = --- @) it Zp, [-1] = Zx1))

i=1

FEPR(a(n’ )
=X

l
= Cone(Rf,149 FEPR (i) iy Zx (1) — - @ REHWFEPR(il i Zx [-1)) — REH9FEPR(Zx))
=1

it FEPRY(Z)oT (i, , FFPRY (= , .
CLLZZDORALTIO, Cone(rf, M | i FEPR @) 1) -

L

= @ RO modi g XY (Lx) = REMYFEPR(Zx0))

= Cone(RfH97, it 5o (Ox/, Fy)[— %EBRf*Hd i modis B9l (O, Fy)[ 1] / (Ox, 3)))

l
= Rf:stg Cone(ilL*mod(ODL ) Fb)[_l] — @ i/i*mod(ODi ) Fb))

i=1

mod Y
Lo nf4 FEPR (" M (X'/S))

Rf( 0y 450 (O, F) = nfl 9 Rf (504 (Ora, Fy) “2220

Since all the morphism involved are isomorphisms, T (n, FXPR)(n*M(X'/S)) is an isomorphism. Hence,

T.(n, FEPE)(M) is an isomorphism for all M € DA(S°). Consider now the case of a general morphism

f:X =5, X,5 € Var(C), S quasi-projective, which factors trough f : X Ly xS 25 S with some
Y € SmVar(C). By definition, for M € DA.(X)

T*(f7 ]:FDR)(M) : ]:FDR(Rf* ) ]:FDR(RPS*Z*M)

FDR
T.(ps,F )(1 M) quf{fXDg(l*M) _. Rffldg]:)l?DR(M).
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Hence, we have to show that for S € Var(C), Y € SmVar(C), p : Y x S — S the projection, and
M € DALY x S),

T.(p, F'PR) (M) : FEPR(Rp. M) — RpH 9 FyRE (M)

is an isomorphism. Take a smooth compactification Y € PSmVar(C) of Y. Denote by ng : ¥ < Y and
n:=ngXIg:Y x5 —Y xS the open embeddings and by p : Y x S — S the projection. We have
p=pon:Y xS — S, which gives the factorization

— FDR
Tu(p, FFPRY(M) : FEPR(Rp. M) = FEPR(Rp. Rn. M) Z0T DD, potidg pEDR (R A

T (n, FFPRY (M) RpHdopHds pEDR(\ 1y — ppHds FEDE(£f).

By the open embedding case T (n, F¥PR)(M) is an isomorphism. On the other hand, since p is proper,
T.(p, FFPEY(Rn, M) = Ti(p, F¥PR)(Rn, M) is an isomorphism by (i).

(iii): Denote by n: Y x S\X < Y x S the complementary open embedding. We have, for M € DA_(S),
the factorization

Fy s (a(n.D)
T (f, FEPH)(M) : FXPR(FM) = Fy 28 (Ll pg M) == F{ 0§ (Cone(psM — Rnn*psM)[-1])
= Cone(Fy & (s M) — Fy 5 (Rn.n*psM))[~1]

(T(")-FFDR)(Z)SM)OT (p57~7:FDR(M))7T!(pS)]:FDR(M)))

Cone(p" " FEPR (M) — nllon " T FEPR (M) [-1] 5 fiaet FEPR(M).
By (ii),T'(n, FFPE)(p'sM) is an isomorphism. On the other hand, since pg is a smooth morphism,
T'(ps, FFPE(M)) = T(ps, DFFPE(M))[dy] ; hence, T'(ps, FFPE(M)) is an isomorphism by theorem
34. (]

Lemma 18. Let g : T — S a morphism with T,S € Var(C). Assume we have a factorization g : T 4
Y xS 25 S withY € SmVar(C), I a closed embedding and ps the projection. Let S = Ut_,S; be an open
cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C) Then, T = UL_ 1T with
T; := g~ 1(S;) and we have closed embeddings i}, :=i;0l:T; < Y X S;, Moreover § gr:==pg, Y xSr— Sy
is a lift of gr == gy, : Tt — Sr. Let M € DA.(S)™ and (F,W) € Cyy(Var(C)*™/S) such that
(M,W) = D(AL,et)(F,W). Then, ¢ M = LDgg*LDsM, D(AL et)(¢*DsLF) = g*LDsM and there
exist (F',W) € Cyy(Var(C)*™/S) and an equivalence (A',et) local e : (F',\W) — (¢*DsL(F,W)) such
that D(AL, et)(F',W) = g*LDs(M, W) and, using definition 116 and definition 121(ii) and lemma 17,
the map in 7p(D(MHM(T))) C Dp1,0)fit,00(T/(Y % S1))

T (g, FFPR)(M) : FEPR(g'M) = gifse  FEPR(M)
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given in definition 124 is the inverse of the following map

T g, FEPR)M)  gifigts FEPR (M) S
(nggL%l(g}‘mOd(Q;HOm' (LPSI*ILLSI*RCH(pSIL(ZI*jIDSL(F, W)))v

o.T,pr ~ smo (T(Gr,95:77)(-))
Eet(055,"" Fpr)))[=dy1], 35" "uf ;(DsL(F, W))) —
D70t (€ Hom® (Lpy 3, ubty 5,91 ROP (05, L(ireji Ds L(F, W),

Hom(T(31,R°*) (=)', )

E(Q) 7 For)). gyuf,(DsL(F,W)))

d * ~x% .k
1—‘7}“1 gLT (e*Hom (LpYXS'I*MYxSI*RCH(pyXSVIgIL(ZI*]I]D)SL(Fv W),

T(ri.Q) rry(FEw) !

Eet(Q053 7% For)ldy 1], gyuf Ds L(F.W))

LEI(e:kIHom.(LpYXS'I*MYXS'I*RCH(pyXS LFTIE( L(ZI*]IDSL(F W)))

Eet (5305 For)ldy 1), 35 uf ,(F,W)

T97(Dg1)(j;Ds L(F,W))), ‘”(Q;pré For)[dyi]) "

CH
(Hom(LPYXSI*”YXSI*RYXsI (DYXSI

i (€ HOM (Lpy o 3, by 5, RO (05 g LDy 5, L(i7.51 9 Ds L(F, W))),

. -
Hom(RSH o (Dy 5, Lt iy (€)),-)

Eet(ﬂ;ifg,FDR))[dw] uls (9" Ds L(F, W)

it (elHom(Lpy , 5, tty 5, RE (0} 5, LDy 5, L(i7.31 g D L(F, W),

Eet(ﬁ;ifg,FDR))[dw] ul (L(F',W))) = FrPR(g' M)

We have the following proposition :

Proposition 120 Let g : T — S a morphism with T, S € Var(C). Assume we have a factorization
g:T Ly xS S withy e SmVar(C), I a closed embedding and ps the projection. Let S = U!_|S; be
an open cover such that there exists closed embeddings i; = S; < S; with S; € SmVar(C) Then, T = Ul Ty
with T; = 971(51_) and we have closed embeddings i, := i; 0l : T; — Y x SZ, Moreover g; = Pg, :
Y x S; — Sy is a lift of g1 := g1, : Tr — Sr. Let M € DA.(S) and F € C(Var(C)*"/S) such that M =
D(AL, et)(F). Then, D(Ak,et)(g*F) = g*M. Then the following diagram in Dofip.oo(T/(Y x Sr))
commutes

Rg*™odl ]FT(]_-GM FFDRy(pf *mod Rq*mod[ F)(]:FDR
Rg*mod[—],ngM(LD%M) s S }é )mod ]F]:frfgz ) 3 g?{mﬁg FDR( )

lT@fGM)(LDsM) \ lT“”F”)(M)l
T ]_—G'M7]_~FDR I *M
FGM (g* LDgM = LDyg' M) SE O FEDR(g'M)
Proof. Follows from lemma 18. O

Definition 125. Let S € SmVar(C). We have, for M, N € DA(S) and (F, W), (G,W) € Cy;(Var(C)*™/5))
projective such that (M, W) = D(A' et)(F,W) and (N,W) = D(A',et)(G, W), the following transfor-
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mation map in Ts(D(MHM(S)))

TSP, @)ON) : FEPON) 06, FEPIN)

(¢'(S).Ho (LPS*MS*RCH(Ps(F W), Eet (477", Fpr))[—ds]) @0
(¢/(S)Hom(Lps.ps. R (p5(G, W), E. < S, Fpr))[~ds))

= (¢(S) Hom(Lps.ps RO (0 (F, W), E < a7, Fpr)) ®o,
¢'(8) Hom(Lps.pus- R (p5(G, W), Eet (557", Fpr))[~ds))

T(®, QF’")(—7 )

(¢ (S)«Hom(Lpsps< R (05 (F, W) ® Lps.ps R (05(G, W), Eet (5", Fpr))|—ds))

Hom(T(®7RgH)(_)_))_)7l

¢'(S)«Hom(Lps.ps: R (p5(F, W) @ (G, W), Bt (5 ™", Fpr))[~ds] = FEPH(M @ N)

We now give the definition in the non smooth case :

Definition 126. Let S € Var(C) and S = U'_|S; an open affine covering and denote, for I C
[1,---1], St = NierSi and j;r : Sy — S the open embedding. Let i; : S; — S; closed embeddings,
with S; € SmVar(C). We have, for M, N € DA(S) and (F,W),(G,W) € Cty(Var(C)*™/S)) such
that (M, W) = D(A',et)(F,W) and (N,W) = D(A',et)(G, W), the following transformation map in
ms(D(MHM(S))) € Dp1,0)7a(S/(51))

T(FEPR, )(M,N):ngR(M) Ll ]]:FDR(N) =

(ciHom® (Lp, .z, 7" (0, L(irji (F. W>>>,Eetm;gw,FDR»[—dg,],uu(F, W) @5,
(exHom* (Lpg, g, . R (0, L(irji (G, W), Eer(Q55 ™", Fpr))[~dg, ], urs(G, W)

= (eiHom® (Lpg, jug, RM (0, L(iri (F, W), Eet (557" For)) oy,

eLHom* (Lpg, g, R (0, Liri (F, W), Eet(Q55 ™", Fog))[=dg, ] urs (F) @ ur(G))

(T(@,2)27)(=,-)

(el Hom® (Lpg, 15, R (0%, L(ir.ji(F,W))) @ RH (p5 L(ir.ji(F, W),
Eet(Q55"" Fpr))[~dg,),vrs (F @ G))
Hom(T(®, RCH)(— -)»=)!

(eiHom® (Lpg, ,ug, R (g, (L(ireji (F,W))) ® Lirj; (F, W), Eet (Q5

/81 P Fpr))|—dg, ], urs(F @ G))

Hom (R, —y/—(T(®,L)(—,—)),—)
(GLHOm.(LpSfI*/LS'I*RCH(ng(L(ZI*];((F’ W) (G W))))) et(Q/S FDR))[ de]a’UJ}(F@G))
= FEPR(M ® N)

Proposition 121. Let f1 : X1 = S, fa: Xa — S two morphism with X1, X5, S € Var(C). Assume that

there exist factorizations f1 : X1 LN Yy x S 25 5, fo: Xy LN Yo x S 25 S with Y1,Ys € SmVar(C),
l1,1l> closed embeddings and ps the projections. We have then the factorization

™
froi=fix fa: Xig:= X1 xg Xo 2BV, x Yo x § 25 8
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Let S = UézlSi an open affine covering and denote, for I C [1,---1], St = MierS; and jr : St — S the
open embedding. Let i; : S; < S; closed embeddings, with S; € SmVar(C). We have then the following
commutative diagram in ng(DMHM(S)) C DD(LO)I'H(S/(S’I)) where the vertical maps are given by
proposition 115

REFCEH9 (0, 5, Fy)(d2)2d1], 215 (X1/5))®0s

I(X1/8)®I(X2/S
QSSIRIE |, RpHdsr 90, o Fy)(di)[2da], w1s(X2/S))

FEPR(M(X,/8)) @ FEPR(M(X2/S))
J{T(]:gDRv(g)(M(Xl/S)fM(XZ/S)) J/(Ew(yl ><5.'11Y2><5~'1)/5'1)

FEPR(M(X1/S) @ M(X2/S) = M(Xy x5 X5/8)) — 28 pyltdopyids (0 o F)(dio)[2dro), 215 (X1/5S)

with dy = dyl, do = dy2 and dio = dyl + dyz.

O

Proof. Immediate from definition.

Theorem 36. Let S € Var(C) and S = UL_, S; an open affine_covering and denote, for I C [1,---1], S; =
Nic1S; and j; : S — S the open embedding. Let i; : S; — S; closed embeddings, with S; € SmVar((C)
Then, for M, N € DA.(S), the map in 7g(D(MHM(S)))

(]_—FDR7 )( ) FFDR( ) ®és ]_-FDR( ) __) ]_—FDR(M ® N)
given in definition 126 is an isomorphism.
Proof. Follows from proposition 121. o

We have the following easy proposition

Proposition 122. Let S € Var(C) and S = U._, S; an open ajﬁne covering and denote, for I C [1,---1],
Sr = NierS; and jr : Sy — S the open embedding. Let i; : S; — SZ- closed embeddings, with S S
SmVar(C). We have, for M, N € DA(S) and F,G € C(Var(C)*™/S) such that M = D(A',et)(F) and
N = D(AY, et)(@), the following commutative diagram in Dog ti1 p.0o(S/(S1))

G5 TR MNOT SN PR (N
S

T
F§M(LDsM) @, F§M(LDs i ) ®5, FEPR(N)

\LT(]-‘?M,®)(LD5M,LD5N) \LT(]’gDR@)(M,N)
T ]:GZ\/I7]_~FDR MQN
FGM(LDs(M ® N)) St e LLLL FEPR(M & N)
Proof. Immediate from definition. O

6.2 The analytic filtered De Rahm realization functor

On AnSp(C) the usual topology is equivalent to the etale topology since a morphism r : U’ — U is
etale (which means non ramified and flat, see section 2) if and only if for all # € U’ there exist an open
neighborhood U, C U of & such that r induces an isomorphism rjy, : U, = r(U}). We note 7 = et the
etale topology.

6.2.1 The analytic Gauss-Manin filtered De Rham realization functor and its transforma-
tion map with pullbacks

Consider, for S € AnSp(C), the following composition of morphism in RCat (see section 2)

_ sm e(S)
&(S) : (AnSp(C)/S, Onnsp(c)/s) 22 (AnSp(C)*™ /S, Oansp(cyem /s) — (S, Os)
with, for X/S = (X, h) € AnSp(C)/S,
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L4 OAnSp((C)/S(X/S) = OX(X>5

o (é(S)*Os(X/S) — OAnSp((C)/S(X/S)) = (h*OS — Ox).
and Opngp(c)sm /s = ps«Oansp(c)/s, that is, for U/S = (U, h) € AnSp(C)*™ /S, Opngp(cysm/s(U/S) =
Oansp(c)/s(U/S) == Oy (U)

Definition 127. (i) For S € Var(C), we consider the complezes of presheaves
Q;S = COker(QoAnSp(C)/S/é(S)*OS : Q:E(S)*Os - QbAnSp(\C)/S) € Cos (AnSp((C)/S)
which is by definition given by

— for X/S a morphism Q94(X/S) = Q% 5(X)
— forg: X'/S — X/S a morphism,

Q5(9) = Qxr/x)/(s78)(X) : Q% /s(X) = 9" Qxys(X') = Q% /5(X)
w = Qxryx)s79)(X )W) = g (W) : (@ € AT (X') = w(dg()))

(i) For S € AnSp(C), we consider the complezes of presheaves
Q;S = 05*075 = COker(QOAnsp(c)SM/s/e(s)*os : Q:z(S)*Os - Q.OAnSp(C)S"n/S) € OOS (AnSp((C)Sm/S)
which is by definition given by

— for U/S a smooth morphism Q54(U/S) = Q7;,5(U)
— forg:U'/]S —U/S a morphism,

Q75(9) = Qvryvy 575 (U') : Qs (U) = g"Qys(U') = Qg 5 (U)
w Q(U//U)/(S/S)(U’)(w) =g"(w): (x e /\kTU/(U’) — w(dg(a)))

Remark 12. For S € AnSp(C), Q75 € C(AnSp(C)/S) is by definition a natural extension of Q4 €
C(AnSp(C)*™/S). However Q5 € C(AnSp(C)/S) does NOT satisfy cdh descent.

For a smooth morphism & : U — S with S, U € AnSm(C), the cohomology presheaves H"Q'U/S of the
relative De Rham complex

DR(U/S) := Q5 := coker(h*Qs — Qu) € Ch-05(U)

for all n € Z, have a canonical structure of a complex of h*DZ modules given by the Gauss Manin
connexion : for $° C S an open subset, U° = h=1(S°), v € I'(8°,Ts) a vector field and & € QPU/S(U")C
a closed form, the action is given by

—

7 [w] = [(7)0w],
w € QF,(U°) being a representative of @ and 5 € I'(U°, Tyy) a relevement of vy (h is a smooth morphism),
so that
DR(U/S) = Q.U/S = coker(h*Qs — QU) S Ch*Os,h*Dm (U)
with this 2*DF structure. Hence we get h.Q7; o € Cos p~ (S) considering this structure. Since h is a
smooth morphism, Q’[} /5 are locally free Oy modules.

The point (ii) of the definition 136 above gives the object in DA(S) which will, for S smooth, represent
the analytic Gauss-Manin De Rham realisation. It is the class of an explicit complex of presheaves on

AnSp(C)*™/S.
Proposition 123. Let S € Var(C).
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(i) For U/S = (U, h) € AnSp(C)*™/S, we have e(U)h*Q5 g = Qo

(ii) The complex of presheaves (Q7S’ Fy) € Cog ru(AnSp(C)*™/S) is 2-filtered DY invariant. Note that

however, for p > 0, the complexes of presheaves Q°*ZP are NOT ]D)l local. On the other hand,
(295, Fy) admits transferts (recall that means Tr(S). Tr(S)* Q) g = st)

(iti) If S is smooth, we get (Q9g, Fy) € Cog i, Dy (Var((C)Sm/S’) with the structure given by the Gauss
Manin connexion. Note that however the DZ structure on the cohomology groups given by Gauss
Main connexion does NOT comes from a structure of D module structure on the filtered complex of
Ogs module. The Dg structure on the cohomology groups satisfy a non trivial Griffitz transversality
(in the mon projection cases), whereas the filtration on the complex is the trivial one.

Proof. Similar to the proof of proposition 104. O

We have the following canonical transformation map given by the pullback of (relative) differential
forms:

Let g : T — S a morphism with 7,5 € AnSp(C). Counsider the following commutative diagram in
RCat :

P(g)
D(ga e) : (AnSp(C)Sm/T, OAnSp((C)Sm/T) —‘7> (AnSp( )sm/s OAnSp Sm/S)

le(T) le(S)

P
(T,0r) © (S,05)

It gives (see section 2) the canonical morphism in Cy-og ru(Var(C)*™ /T
Q/(T/S) = Q(OAnSp(a:)sm/T/Q*OAnSP(c)Sm/s)/(OT/g*Os) :
g9 (975’ Fb) = Q;*OAnSp(c)sm/s/g*e(S)*Os - (Q7T’ Fb) = Q.OAns;)(a:)sm/T/e(T)*OT
which is by definition given by the pullback on differential forms : for (V/T) = (V, h) € Var(C)*™ /T,

. (O — . o Qv ys)(VIT) o e
Qyry5)(V/T) : g*( /s)(V/T) = (h':U%SSI%,I;l/:VﬂU.,h,g)QU/S(U) V/T(V) =: Q/T(V/T)

© = Qv s (V/T) (W) = g™w.
If S and T' are smooth, /7/s) : g*(Q;S,Fb) — (Q;T,Fb) is a map in Cg-0g fit,g~ p (AnSp(C)*™ /T) Tt
induces the canonical morphism in Cy« 0, fi1,g« pg (AnSp(C)*™ /T):

T(!])Eusu)(Q;Sva) Eusu(ﬂ/(T/S))
_—

EQ/(T/S) : g*Eusu(Q757 Fb) Eusu(g*(ﬂ757 Fb)) Eusu(Q7T7 Fb)

Definition 128. (i) Letg: T — S a morphism withT,S € AnSp(C). We have, for F € C(AnSp(C)*™/S),
the canonical transformation in Coyra(T) :

T9(g,Q,)(F) : g*"* Loe(S).Hom* (F, Eysu(Q)5, F))
— (g*LOe(S)*Hom.(Fv Eet( /S» Fb))) ®g*0s Or

T(e,g)(—)oT(g,L — % ° °
(e,9)(=)oT(g:Lo)(-) Lo(e(T).g"Hom (F,Eusu(Q/S,F)) ®g 05 O1)

T(g,hom)(F,Eet(Q;s))(X)I

Lo(e(T)«Hom®(g"F, Q*Eusu(Q;Sv Fy)) ®g-05 Or)
ev(hom,®)(—,—,—)

Loe(T).Hom* (g F, g Busu (s, Fy) @g-e(s)-0s €(T)*Or)
Hom® (g" F,EQ ) (1)5)®1I)

Loe(T)*HOm' (g*F‘7 Eusu(Q;T, Fb) ®g*e(S)*Os B(T)*OT)
= Loe(T)Hom® (¢ F, Eysu(Qr, Fy)

where m(a ® h) := h.« is the multiplication map.
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(i) Let g : T — S a morphism with T, S € AnSp(C), S smooth. Assume there is a factorization

g:T LY xS 25 S with 1 a closed embedding, Y € AnSm(C) and ps the projection. We have,
for F' € C(AnSp(C)*™/S), the canonical transformation in Coy riap=(Y x S) :

T(g,92,.)(F) : g™ e(S) Hom® (F, Eusu(29g, Fb))
5 Tp By (P %(S) Hom® (F, Eusu(Q5, F3)))

T (ps,Q,.)(F) o x R
e Ty Busu(e(T % 8). Hom® (05 F, Eusu (W55 )

S e(T % 8).Tr(Hom® (95 F, Eusu( Qo5 1))
LORmCT), (T x S)Hom® (DY5F. Busu (s F)).
For @Q € ProjPSh(AnSp(C)*™/S),
T(9,Q/)(Q) : g e(S). Hom®(Q, Eusu(Q)g, b)) = e(T x 8).Hom* (T1p§Q, Busu(Qy .55 1))
is a map in Coyripee(Y x 5).
The following easy lemma describe these transformation map on representable presheaves :

Lemma 19. Let g : T — S a morphism with T, S € AnSp(C) and h : U — S is a smooth morphism with
U € AnSp(C). Consider a commutative diagram whose square are cartesian :

g:T—L=8Sxy 2 55
h’T h”:_thT hT
g Ur—Uxy 2 oy
with 1, I’ the graph embeddings and ps, pu the projections. Then g*Z(U/S) = Z(Ur/T) and
(i) we have the following commutative diagram in Co,ra(T) (see definition 1 and definition 128(i)) :

*mod ° ° T(9,92,.)(2(U/S)) N .
) Loe(S)«Hom (Z(U/S)aEusu(Q/stb)) e(T)Hom (Z(UT/T)vEusu(Q/Tva))

_l l_

g*mOdLOh*Eusu(Q.U/57Fb) h:kE'U«SU(Q.UT/T’Fb)

T4 (g,h)

(11) if Y, S € AnSm(C), we have the following commutative diagram in Cor i (T) (see definition 1
and definition 128(ii)) :

smod,I’ . ° T(g,Q/.)(Z(U/S)) o .
g e(8) Hom* (Z(U/S), Eusu(Q275, Fp)) e(T)sHom*(Z(Ur /T), Eusu(Q7, Fb))

_l l_

g*mod,Fh*Eusu (QEJ/S’ Fb) h;Eusu (QZ]T/T’ Fb)

T (7,®)(=)oTS (ps,h)(—)

where j: T\T x S — T x S is the open complementary embedding,
Proof. Obvious. O

Proposition 124. Let p : S12 — S1 is a smooth morphism with Si,S12 € AnSp(C). Then if Q €
C(AnSp(C)*™/Sy) is projective,

T(p7 Q/)(Q) : p*mOde(Sl)*Hom.(Qu Eusu(Q751 ) Fb)) — 6(512)*H0m.(p*Q7 EUSU(Q7SI27FZ)))

s an isomorphism.
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Proof. Similar to the proof of proposition 105. o

Let S € AnSp(C) and h : U — S a morphism with U € AnSp(C). We then have the canonical map
given by the wedge product

wyys Qs ®os Qs = Qysia®@ Brrahp.

Let S € Var(C) and hy : Uy — S, he : Uy — S two morphisms with Uy,Us € AnSp(C). Denote
hig : Ug = Uy xg Uy — S and P112 - Ui xg U — Ul, p212 U, xg Uy — Us the pl“OjeCtiOIlS. We then
have the canonical map given by the wedge product

W(u,,Us)/S - PT12QZJ1/S ®os p§129&2/s - Q.U12/5§ a® B pr1a A P33
which gives the map

Ew(Ul,Uz)/S : hl*Eusu(QU /S) ®Os h2* usu( Us/S

ad(PTuy:Dnz*)(*)®ad(P§12710212*)(*)

(h1p112:P112 Busu (277, /) ®0s (h2xp212:0312 Busu (27, /5)

— P12« (PT12Eusu (0, /5) ®h,05 Pa12Eusu (2, /5
(® E)( )( (P1127E)( )®T(P2127E)( )) h E
12x%

)
)
)
)

ZaT(p112QU1/S ®0s P31252 Uz/S
Let S € AnSp(C). We have the canonical map in Cog fi(AnSp(C)*™/S)

s+ (s, F) @os (s, ) = (2] g, Fb)
given by for h: U — S € AnSp(C)*™ /S

L[] L[] w (U) L[]
ws(U/S) : (5, F) @ne0s (55 Fo)(U) === (2, F)(U)
It gives the map

Ews : Busu(Qs, ) @05 Busa( @5, ) = Eusul (5, Fy) @04 (s, F) 2 By (5, Fy)
If § € AnSm(C),

s+ (g, Fy) ®os (g, Fy) = (25, Fy)
is a map in Cog fit, Dy (Var(C)s™/9).

Definition 129. Let S € AnSp(C). We have, for F,G € C(AnSp(C)*™/S), the canonical transformation
m COSfil(S) N

T(®,Q)(F,G) : e(S)sHom(F, Eysu( /S,Fb)) ®og e(S) s Hom(G, Eysy( ;S,

= e(S)*(Hom(F, Eusu( /S5 Fb)) ®og HOm(G Eusu(Q/Sv Fb)
e(S)«T(Hom,®)(—)

b))
)
e(S)*%Om(F®G7Eusu(Q;SuFb) ®OS Eusu( ;5‘7 b))
Hom(FRG,Ews) ))

_—

e(S) Hom(F @ G, Eusu(Q/S,Fb
IfS € AHSID((C), T(®a Q)(Fa G) isa map n OOsfil,D“’ (S)

Lemma 20. Let S € AnSp(C) and hy : Uy — S, ha : Us — S two smooth morphisms with Uy,Us €
AnSp((C) Denote h12 : U12 = U1 Xs U2 — S and P112 - U1 X5 U2 — U1, p212 - U1 X5 UQ — UQ the
projections. We then have the following commutative diagram

(F,G)

e(S)sHom(F, Eusu(27g, Fb)) @05 e(S)«Hom(G, Eusu(Q7S, 3 e(S)sHom(F ® G, Eysu(Qg, 1))

l- l-

. . Bww, )/ .
hl*Eusu (QU1/57 Fb) ®OS h2*Eusu (QU2/57 Fb) R hl?*Ezar (QU12/57 Fb)
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Proof. Follows from Yoneda lemma. O

We now define the analytic Gauss Manin De Rahm realization functor.

Let S € AnSp(C) and S = UL_, S; an open cover such that there exist closed embeddings i; : S; — S;
with S; € AnSm(C) an affine space. For I C [1,---1], denote by St := N;ecsS; and j; : St — S the open
embedding. We then have closed embeddings iy : S; — Spi= Hie[gi. Consider, for I C J, the following
commutative diagram

Dry= 51 L>5'1

juT PIJT

Sy =8,

and jry : Sy < Sy is the open embedding so that j; o j;; = js. Considering the factorization of the
diagram Dj; by the fiber product :

prJ s

St

Drj= Sy =5;x gJ\I

k

S]XS]\] i

/\

the square of this factorization being cartesian, we have for F' € C'(AnSp(C)*™/S) the canonical map in

C(AnSp(C)*™/87)

(i1 x 1)« ad(pF 4,075) (=)

S(D1j)(F): LijujiF L g i3 F = (ip x I) % 15.j5F

T(prsyir)(—=)""

(ir x I)*p?f}p?(]ﬂl,]*jf}F p?]il*p(IJJﬁlJ*j;F =prsingi F

which factors through
S(D1)(F) : LigjiF 20 b Li i F % pi yirgi F
Definition 130. (i) Let S € AnSm(C). We have the functor
Hom® (-, Eusu (295, Fp)) : C(AnSp(C)*™ /S) — Cog ri,ng (5), F = e(S)sHom® (LEF, Eusu (295, Fp)).
(ii) Let S € Var(C) and S = U_,S; an open cover such that there exist closed embeddings i; = S; < S

with S; € SmVar(C). For I C [1,---1], denote by St := NierSi and jr : Sp — S the open embedding.
We then have closed embeddings iy : Sp — SI = HzeIS We have the functor

C(Var(C)*™ /)" — Cogip=(8/(51)), F v+ (e(S1)sHom® (Ang L(irji F), Busu(Qg , Fy))[~dg,], uf, (F))

/S0
where
uf ;(F)ldg,]  e(Sr)Hom® (Ang L(irji F), Busu(2g,, Fy))

ad(p7 7 pry)(—) smod,,

Pry«P1Jj (SI)*HOW'(AHEI L(il*j;F)aEusu(Q;gIva))
T (prs Q) (L(irj; F ; O Ak ok e aw .
p1+T(prs,Q)(L(ire 7 F)) pry«e(Sy)sHom®(Ang p7,L(injiF), usu(Q/S JFy))

pIJ*e(gJ)*Hom(Anz—,] Sq(DIJ)(F),Eusu(Q/SF b))

p[J*E(gJ)*HOWL. (An

gJ L(’L]*jj;F), Eusu(Q;gJ;Fb))-

For I C J C K, we have obviously prjujx (F)oury(F) = urk(F).
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We will prove in corollary 7 below that uy;(F) are oo-filtered usu local equivalence.

Proposition 125. Let S € AnSp(C). Letm : Q1 — Q2 be an equivalence (D!, et) local in C(AnSp(C)*™/S)
with Q1, Q2 complexes of projective presheaves. Then,

e(S)«Hom(m, Eusu(2g, Fy)) : €(S) Hom® (Q2, Eusu(2) 5, Fo)) — (S)x Hom®* (Q1, Eusu (g, Fy))
is a quasi-isomorphism. It is thus an isomorphism in Dog i, Do 00 (S) if S is smooth.
Proof. Similar to the proof of proposition 106. O

Definition 131. (i) We define, according to proposition 125, the filtered analytic Gauss-Manin real-
ization functor defined as

FSM :DAL(S) — Dog fit,p=,0(S), M —

F§at (M) = e(S). Hom® (Ang L(F), Eysu( 75 Fb))[—ds]
= e(S)«Hom® (L(F), Ans. Eusu (g, Fp))[—ds]

where F € C(Var(C)®*™/S) is such that M = D(A!, et)(F),

(ii) Let S € Var(C) and S = U._,S; an open cover such that there exist closed embeddings i; = Si < S
with S; € SmVar(C). For I C [1,---1], denote by S = NierSi and jr : Sp < S the open embedding.
We then have closed embeddings iy : S; — S’I = Hz‘elgi- We define the filtered analytic Gauss-
Manin realization functor defined as

fg% : DAC(S)Op — Dofilypooyoo(S/( ~[)), M —
FSan(M) = ((e(S1)sHom* (A, L(irji F), Busu(Q)5, ), Fo))[=dg,], uf; (F))
= ((e(S1)«Hom® (L(ir.j F), Ang,, Busu(Qg)), Fb))[dg, ], uf, (F))

where F € C(Var(C)*™/S) is such that M = D(Al,et)(F), see definition 130 and corollary 7.
Proposition 126. For S € Var(C), the functor F§M is well defined.
Proof. Similar to the proof of proposition 107. O

Proposition 127. Let f : X — S a morphism with S, X € Var(C). Let S = Ut_,Si an open cover
such that there exist closed embeddings i; : S; — S; with S; € SmVar(C). Then X = Ulilei with
X; = f7YS;). Denote, for I C [1,---1], S; = MicsS; and X; = Nicr X;. Assume there exist a
factorization

FfixLyxsrss

of f with Y € SmVar(C), I a closed embedding and pgs the projection. We then have, for I C [1,---1], the
following commutative diagrams which are cartesian

~ Ps ~

f]=f|XIZX]lI%YXS]pLS] s YXSJLSJ
\ lil] lil p/”l/ lp”

~ Ps; ~ ~ P3; ~

Y x S ——= 57 Y xS —— 51
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Let F(X/S) := pssT%Z(Y xS/ Y xS). The transformations maps (Nr(X/S) : Q(X1/Sr) — i J7 F(X/5))
and (k o I(y,hom)(—,—)), for I C [1,---,1], induce an isomorphism in Do fi Do 00 (S/(ST))
I°M(x/89) -
FSan(M(X/8)) := (e(S1)Hom(Ang, L(irjiF(X/S)), Busu(Qg . Fy))[~dg, ], uf ,(F(X/S)))

(e(S’I)*’Hom(Angl Ni(X/S) Busu(Q) 5, Fb)))

(e(S)-Hom(Ang Q(X1/51), Busu(Q5,. Fo))[—dg, ], v}, (F(X/5)))

(6(51)*H0m(T(An17v)(7)717Eusu(Q;§I b))

(e(gl)*Hom( (Xan/sr ) usu(Q;gluFb))[_dS'I]?’U?J(F(X/S)))

(I(y;hom)(—,—)) ™"

(]95 *FXI usu(Q;/XS /517 Fb)[_dgl]a wIJ(X/S))
Proof. Similar to the proof of proposition 108. o

Corollary 7. Let S € Var(C) and S = UL_, S an open cover such that there exist closed embeddings
i; : S; = S; with S; € SmVar(C). For F € C(Var(C)*™/S) such that D(A',et)(F) € DA(S), u,(F)
are oco-filtered usu local equivalence.

Proof. Similar to corollary 4. O
We now define the functorialities of }'EM with respect to S which makes F,, a morphism of 2-functor.

Definition 132. Let g : T — S a morphism with T, S € SmVar(C). Consider the factorization g :

T L T xS 25 S where l is the graph embedding and ps the projection. Let M € DA.(S) and F €
C(Var(C)*™/S) such that M = D(AY, et)(F). Then, D(AL, et)(g*F) = g*M.

(i) We have then the canonical transformation in Dpes pit oo (T % S) (see definition 128) :

T(g, FM)(M) : Rg™ M IEFGI (M) = g e(S). Hom® (Ang L(F), Eusu (s, 1)) [~dr]
T(9,82,.)(Ang L(F))

e(T x ) Hom® (Lypls Ang L(F), Eysu (2 RELE Fy))[—dr]

Hom(T(An,y)(p5LF)™",—) FGM (log™M)
TxS,an\b* ’

where the last isomorphism in the derived category comes from proposition 126.

(i1) We have then the canonical transformation in Doyfireo(T) (see definition 128) :

T(g, FM)(M) : Lg"* I FGI (M) == g""* Loe(S) Hom® (Ang L(F), Eusu(Q)5, Fy)))[—dr]
T(g,2,.)(Ang L(F))

e(T x 8)Hom* (g* Ang L(F), Eusu(Q)y 5, Fy))[=dr] =t Fila, (9" M).

We give now the definition in the non smooth case Let g : T — S a morphism with 7, S € Var(C).

Assume we have a factorization g : T Ly xS SwithY e SmVar(C), I a closed embedding
and ps the projection. Let S = Ul 1S; be an open cover such that there exists closed embeddings

: S; < S; with S; € SmVar(C) Then, T = U\_,T; with T} := g~*(S;) and we have closed embeddings
z; =i4;0l:T; - Y x5;, Moreover gy := Pg, Y x SI — SI is a lift of gy := gr; - Tr — Sr. We recall
the commutative diagram :

Ergg= (Y x SO\T1 =Y xSy, Ery = S;\S;—2—>35; Ej;= (Y xS)\Ty —2—Y x 8,
lpﬁl lg}; lpu lpu lp}‘, l/p'”
SI\S; ————= 5, SI\(S1\S7) == 5, (Y x SONTN\TY) =Y % §
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For I C J, denote by pry : gJ — g[ and p; = Iy X pry 1 Y x gJ — Y X 5’1 the projections, so
that gr o p}; = pryjo gs. Consider, for I C J C [1,...,1], resp. for each I C [1,...,1], the following
commutative diagrams in Var(C)

Drj;= SIL>§I , Dy; = TJ—”>Y><5'1D91= SIL>§I ,
jI.IT PIJT j}JT p'”T !HT §IT
Sjiég‘] TJ$YX§J T[—ZI>Y><S’]

and jr; : Sy < 57 is the open embedding so that jyoj;; = j;. Let F' € C'(Var(C)*™/S). The fact that the
diagrams (55) commutes says that the maps T%7(Dy;)(j7F) define a morphism in C(Var(C)*™ /(T/(Y x

S1)))
(T (Dgr)(§7 F)) : (U, §7 L(ireji ), 335(Drs)(F)) = (L(i7.37 9" F), SUDj,)(g" F))
We then have then the following lemma :

Lemma 21. (i) The morphism in C(Var(C)*"/(T/(Y x S;)))

(T (Dyr)(j; F)) : (T, Liireji F.§5S(D1s) (F)) — (i7.47"g" F, S*(D})(9" F))
is an equivalence (A, et) local.
(ii) Denote for short dy | := —dy —dg,. The maps Hom(An;‘/X§I (~Tq*'V(Dg1)(j}‘F)), EUSU(Q;YXSI,FI,))
induce an oo-filtered quasi-isomorphism in Co i pe(T/(Y x S1))
(HOTI’L( Y><S Tq’v(Dg])(j}kF)aEusu( /Y x8p° , Fy
(e(Y x Tr)-Hom(Any, 5 L7 9" F), Busu(@y 5, Fo))ldy 1], uf s (7 F)
(e(Y X TI) Hom(AnyXS FTIL(QIU*]IF) uSU(Q;yXS 7Fb))[dY1]7gJuIJ(F)2)

) :

)
%

)
)

(iii) The maps T(gr, ) (L(ir.jiF)) (see definition 128) induce a morphism in Co iy p-~(T/(Y x Sr))

(T(gr, ) (L7 F))) -

(FTIEzar(g;mOd (SI) Hom?* (An L(”*]IF) uSU(Q75 s F)))ldy 1], ~§m0du1J(F)) -

(Tz, (e(Y x Sp)Hom(Any, g G7L(i1ji F), Busu(Q5y, 5,0 Fo))ldy1], giuf ; (F)).

Proof. (i):Follows from theorem 15
(ii): Similar to lemma 14(ii).
(iii):Similar to lemma 14(iii).
O

Definition 133. Let g : T — S a morphism with T,S € Var(C). Assume we have a factorization
g:T Ly xS S withY e SmVar(C), I a closed embedding and ps the projection. Let S = Ul_,S;
be an open cover such that there exists closed embeddings i; : S; — 5‘1 with S‘l € SmVar(C) Then,
T = U_,T; with T = gil(Sl-) and we have closed embeddings i; = i; 0l : T; — Y X S;, Moreover
gr :==pg, Y X S; — Srisa lift of gr == g7, : Tr — Si. Denote for short dy := —dy — dg,. Let
M € DA.(S) and F € C(Var(C)*™/S) such that M = D(A},et)(F). Then, D(AL et)(g*F) = g*M. We
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have, by lemma 14, the canonical transformation in Do i poe oo (T/(Y X S1))

T(g, FEM) (M) : Rg*™ VT FGRL (M) =
&, L1 F), Bus (g, Fy))ldy 1], 577", (F))

(L B(T(31,8.)(Ang | L(ir 7 F))))

(FTI Ezar (g?mOd (g[)* Hom' (An

(Crye(Y x Sp)Hom*(Any, 5 §7L(ir.ji F), Eusu(Qy, 5,0 Fo))ldy 1], Gyu; (F)1)

(I(v,hom(=,-)))

(e(Y x Sp)xHom* (T, Any, g §7 L(irji F), Busu(Qy g, Fo)ldy 1], giuf;(F)2)

(e(Y x81) Hom® (T(An,yV) (G L(ir«ji F))~ L Busu(Q)y 5,0 Fb))

(e(Y x Sp)xHom* (Anj, 5 T, i L(irji F), Busu(Qy, g, Fo)ldy 1], giuf; (F)2)

(e(YXSI) Hom(AnY 5 T (Dgr)(5;1 F), usu(Q/yXSI F)))71

(e(Y x Sp).Hom®(Anj, 5 L(it.jr"g"F), Eusu(Q)y 5,0 Fo)ldy1], uf (9" F)) =t Flan(g"M).

Proposition 128. (z) Let g: T — S a morphism with T, S € Var(C). Assume we have a factorization

g T4 Yo x S 255 S with Vs € SmVar(C), I a closed embedding and ps the projection. Let S =

Ut_,Si be an open cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C)
Then, T = UL_,T; with T; := =g ~1(S;) and we have closed embeddings i :=i; 01 : T; — Yo x S;,
Moreover g1 :=pg, : ¥ X S; — Sy is a lift of g1 == g1y - TI — Sr. Let f: X — S a morphism with

X € Var(C). Assume that there is a factorization f : X Ly, x s 2 S, with Y1 € SmVar(C), [
a closed embedding and pg the projection. We have then the following commutative diagram whose
squares are cartesians

floXp— sV xT———T

| ]

flr=fxI:YaxX —Y  xYyxS—=Y, xS

| L

X Vi x S S

Consider F(X/S) = psT%XZ(Y1 x S/Y1 x S)[dy,] and the isomorphism in C(Var(C)*™/S)

T(f,9.F(X/S)): g"F(X/S) := g"pssTXZ(Y1 x S/Y1 x §) =
pral%, Z(Y1 x T/Yy x T) =: F(X7/T).

which gives in DA(S) the isomorphism T(f,g,F(X/S)) : g*M(X/S) = M(Xp/T). Then, the
following diagram in Do i poe 00 (T/(Y2 X S1)) commutes

T (g, FM)(M(X/S))

Rg*mOd’ngi\/f{L(M(X/S)) fT an( (XT/T))
J{IGJW(X/S) J/IGM(XT/T)

smod[—]," (., . ~ L _ _
g (g, D, Busu(, 5 /s - Fb)[—dg, ], ol e e ))(pYZxSI*FxTIEusu(QYQXylxgl any o=y,
wry(X/9)) : wry (X7 /T))
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(ii) Let g : T — S a morphism with T, S € SmVar((C). Let f X — S a morphism with X € Var(C).
Assume that there is a factorization f : X Lyxs s S, with Y € SmVar(C), I a closed
embedding and pg the projection. Consider F(X/S) := psyﬁfv Z(Y x S/Y x S) and the isomorphism
in C'(Var(C)*™/8S)

T(f,9,F(X/S)): g"F(X/S) == g"psLX LY x S/Y x §) =
prsl%, Z(Y x T)Y x T)[dy] =: F(X1p/T).

which gives in DA(S) the isomorphism T(f,g, F(X/S)) : g*M(X/S) = M(X7/T). Then, the
following diagram in Do yir,eo(T) commutes

emo T (g, FM) (M(X/$))
Lg=met=IFGRL(M(X/8)) :

Fion(M(X7/T))
J{IGM(X/S) lIGM(XT/T)

*mo (T(gxI7)(=)oTS (9,p5))

g dLO(pS*FXEusu(nys/Sy )[ dT} ek 2Ps

lT'xi)(@v"Y)(OYXS) J/Tu)(®77)(OY><T)

pYXT*FXT EUS“(Q;/XT/T’ Fb)[_dT]

mo T’Dmod (=
Lo [P (D x By (Oy s, Fy)[—dy — dr] 0N [PPR(T g Busa Oy, Fy))[~dy — dr].
Proof. Follows immediately from definition. O

We have the following theorem:

Theorem 37. (i) Let g: T — S is a morphism with T, S € Var(C). Assume there exist a factorization

g:T Ly xS 25 withy € SmVar(C), I a closed embedding and ps the projection. Let S = ut_, S

be an open cover such that there exists closed embeddings i; : S; < S; with S; € SmVar(C). Then,
for M € DA.(S)

T(g, el ) (M) : Ry IV FGI (M) — FE o (9" M)
is an isomorphism in Doy i1 pe oo (T/(Y X St)).
(i) Let g : T — S is a morphism with T, S € SmVar(C). Then, for M € DA.(S)
T(g, Fo ) (M) : Lg™IFGI (M) — FFi (9" M)
is an isomorphism in Do, (T).

Proof. (i):Follows from proposition 124.
(ii): : First proof : Follows from proposition 128, proposition 134 and proposition 93.
: Second proof : In the analytic case only, we can give a direct proof of this proposition : Indeed, let
g:T — S is a morphism with T, S € AnSp(C) and let h : U — S a smooth morphism with U € AnSp(C,
then,

T2(g,h) : g™ Lpes b B( vys: F) — hE( Ur 7 F)

is an equivalence usu local : consider the following commutative diagram

T(g,h)(E(Z
g*modLO(h*E(ZU)(X)OS) (9,R)(E(Zv))

h,E(Zy,) ® Ot )

g*modLOT(h,@)(,)l lT(h/ ®)(—,—)
g Loh, B(h*Og) — 00 p('+0r)

g*m"dLoh*E(LU/s)l lh;E(’/UT/T)
gL oh, E(QU/S) 73 (9:0) (QZ] /T)

then,
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e the maps T'(h/,®)(—,—) and T'(h,®)(—, —) are usu local equivalence by proposition 10,
e since h: U — S is a smooth morphism, the inclusion (/5 : h*Os — Q'U/S is a quasi-isomorphism,

e since b’ : Ur — T is a smooth morphism, the inclusion vy, 7 : h*O7 — Q'UT/T is a quasi-
isomorphism,

e since U, Ur, S, T are paracompact topological spaces (in particular Hausdorf), T'(g,h)(E(Zy) :
g hE(Zy) — hl.E(Zy, ) is a quasi-isomorphism.

This fact, together with lemma 19, proves the proposition. O

We finish this subsection by some remarks on the absolute case and on a particular case of the relative
case:

Proposition 129. (i) Let X € PSmVar(C) and D = UD; C X a normal crossing divisor. Consider
the open embedding j : U := X\D < X. Then,

— The map in Dy (C)

Hom(Hom(ad(5*, . )(Z(X /X)), Eusu(Q°, Fp)) :
Fon (D(Z(D))) = Hom(LD(Z(V)), Busu (D°, Fy))
= Hom(Cone(Z(D) — Z(X)), E.ar(Q%, F})) = T(X, Eysu (Q% (nul D), F)).

is an isomorphism, where we recall D(Z(U) := ax+jx Eet(Z(U/U)) = ay+ Eet(Z(U/U)),

- FGM(Z(U)) =T(U, Busu2fy, Fy) € Dyil,00(C) is NOT isomorphic to T'(X, Eyeu(Q% (log D), Fp)
in Dyi1,00(C) in general. For exemple U is affine, then U™ is Stein so that H™(U, Q%) =0 for
allp € N, p # 0, so that the ERY(T(U, Eysu (), Fy))) are NOT isomorphic to ER(T'(X, EysuQ% (log D), Fy))
in this case. In particular, the map,

7%= ad(j*, ju) (=) s H'T(X, Eusu(Q% (log D)) = H"T(U, E-ar (7))
which is an isomorphism in D(C) (i.e. if we forgot filtrations), gives embeddings
j i=ad(j", j«) (=) : FPH"(U,C) := FPH"T'(X, Eysu (2% (log D), Fy,)) < FPH"T(U, Ey5u, (2, Fb))

which are NOT an isomorphism in general for n,p € Z. Note that, since ay : U — {pt} is
not proper,
[Au]: Z(U) = ap«Eet(Z(U/U))[2dy]

is NOT an equivalence (A, et) local.

— Let Z C X a smooth subvariety and denote U := X\Z the open complementary. Denote
Mz(X) := Cone(M(U) - M(X)) € DA(C). The map in D ,00(C)

Hom(G(X, Z), Eysu (Q°, Fy)) '« FEM(M (X)) := Hom(ax3T5Z(X/ X)), Busu(Q°, Fy)) =

D(X, Tz Busu(Q%, F)) = T2(X, Busu (%, Fy)) = FoM (M(Z)(€)[2¢]) = T(Z, Busu(Q, F))(—c)[~2c]
is an isomorphism, where ¢ = codim(Z, X) and G(X,Z) : axyT'yZ(X/X) — Z(Z)(c)[2¢] is
the Gynsin morphism.

— Let D C X a smooth divisor and denote U := X\Z the open complementary Note that the

canonical distinguish triangle in DA(C)

M(U) 220D EXTO0) ypoxey 22EXTO) oy S MU
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give a distinguish triangle in D s o (C)

) FOM (4 ¥(Z(X/X))) ]__GM( ) FOM (ad (4,5 ) (Z(X/ X)) ]_—GM(

FEM(Mp(X M(X))

so that FEM(M (U)) 7(D(MHM(C))), however the F-filtration on FEM(M(U)) and the
morphzsm FEM(yY(Z(X/X))) is NOT the right ones (see the second point). Note that if
= S\D is aﬁine then by the exact sequence in C(Z)

0= I'z(X, Eusu (%)) = T(X, Eusu(Q%)) = T(U, Eusu () — 0
we have HIT z(X,wk ) = HI(T'(X, Eysu(Q%))).

(ii) More generally, let f : X — S a smooth projective morphism with S, X € SmVar(C). Let D =
UD; C X a normal crossing divisor such that fip, := foir: D — S are SMOOTH morphisms
(note that it is a very special case), with iy : D — X the closed embeddings. Consider the open
embedding j: U= X\D— X and h:= foj:U—S.

— The map in Dpyit00(S)

Hom(Hom(ad (5", ji)(Z(X/ X)), Eer ()5, F)) :
F§an(D(Z(U/S))) := Hom(LD(Z(U/S)), Busu (25, 1))
= Hom(Cone(Z(D) = Z(X)), Ezar (205, F)) = fuBusu(Q%s(mul D), F).

is an isomorphism, where we recall D(Z(U) := fijx Eet(Z(U/U)) = hu By (Z(U/U)),

- F§M(2(U/S)) = h. EusuS2y /g, Fb) € Dpfit,e0(S) is NOT isomorphic to fiEusu (2%, (log D), Fy)
in Dptir.oo(S) in general. In particular, the map,

J* = ad(i", j) (=) : an*Eusu(QS{/S(IOgD)) = H"hy Bysu( .U/S)
which is an isomorphism in Dp(S) (i.e. if we forgot filtrations), gives embeddings
5= ad(§*, ) (=) : FPH " h,.Cy = FPH" [, By (% (l0g D), Fy) < FPH o, By (O, Fy)

which are NOT an isomorphism in general for n,p € Z. Note that, since ay : U — {pt} is
not proper,
[Ay] : Z(U/S) = hoEyeu (Z(U/U))[2dy]

is NOT an equivalence (A',

— Let Z C X a subvariety and denote U := X\Z the open complementary. Denote Mz(X/S) :=
Cone(M(U/S) — M(X/S)) € DA(S). If fiz == foiz:Z — S is a SMOOTH morphism, the
map in Dptil0o(S)

et) local.

Hom(G(X, Z), Eusu(Q°, Fy)) :
]:S an(MZ(X/S)) = Hom(fnl—‘}Z(X/X)), Eusu(Q°, Fy)) = [+ T z2Eusu (%, Fy))

= F§M(M(Z/S)(0)[2€]) = fz4Busu(QY, Fy)(—c)[~2c]
is an isomorphism, where ¢ = codim(Z, X) and G(X,Z) : il JZ(X/X) — Z(Z/S)(c)[2¢] is

the Gynsin morphism.

— Let D C X a smooth divisor and denote U := X\Z the open complementary Note that the
canonical distinguish triangle in DA(S)

M(Uys) AT EXO x5y ZEXD, wrx/8) 5 MU/S)]]
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give a distinguish triangle in Dpyi o0 (S)

FOM(vg(2(X/X))) FOM (ad(jy ") (Z(X/ X))

]:San( (U/S))
= FSan(Mp(X/S))[1]

FSan(Mp(X/S)) FSan(M(X/S))

so that ]:S M(M(U/S)) € n(D(MHDM(S))), however the F-filtration on ]:S M(M(U/S) and
the morphism ]:S M (y¥(Z(X/X))) is NOT the right ones (see the second point).

Proof. Similar to the proof of theorem 110. O

Definition 134. Let S € Var(C) and S = U'_,S; an open ajﬁne covering and denote, for I C [1,---1],
S; = NierS; and jr : S — S the open embedding. Let i; : S; — S; closed embeddings, with S; €
SmVar(C). We have, for M, N € DA(S) and F,G € C(Var((C)Sm/S’) such that M = D(A' et)(F) and
N = D(AY, et)(@), the following transformation map in Dot pe(S/(Sr))

T(FSan @) (M, N) :
«Hom(Ang L(ir i F), Busu(25,, 1)), urs (F)) ®os
S)wHom(Ang, L(ir.ji G); Eusu(Q), b)), urs (G))
(6(5’1)ﬂ-[om(Altfi L(ir g7 F), usu(Q;Sa ))®O
e(St)sHom(Ang, L(irej;G), Busu(Q)5,, o ))),uu(F)®uu(G)>

(T(®,9) 5, )(L(ir«j; F),L(i1+57 G)))

]:S an( )®(I§s ‘FS an( ) = (e(gl

(e(Sr)«Hom(An} L(ir.ji F) ® Anf L(ir.j; ), Bet(Q)g,, 1)), v1s(F @ G))
= (e(Sp)Hom(Ang L(irji(F @ G), Busu(Qg,, Fy))), urs(F @ G)) =: F§ (M @ N)
We have in the analytical case the following :
Proposition 130. Let S € Var(C). Then, for M, N € DA.(S)
T(® ]:San)( N): ]:San(M®N)HJ:San(M)@(L)S]'—San( )

s an isomorphism.

Proof. Asumme first that S is smooth. Let hy : Uy — S and hs : Uy — S smooth morphisms with
Ui,Us € Var(C) and consider his : Uy x5 Us — S. We then have by lemma 20 the following commutative
diagram

e(S). Hom(Z(UL /) & Z(U/S), B, o) L oS Hom(A{DL)9). B, B) o, o(S). Hom(Z(Us/). (5. Fy)

Bww,,uy)/s
hi2+ E(Qu, x sv. /5, F) 2 hi+E(wy, /s, Fy) ®0s ho« E(Quy 5, Fy)
LR L
Ew
hi2« E(h7,05) Gt I E(hiOs) @0y haw E(h305)
T(h12,®)(0s,Zu,,) T(h1,8)(0s,Zu, )T (h2,®)(0s,Zu, )
Eww,,uy)y/
h12+E(Zy,,) ® Og TLRe (h1+E(Zy,) ®0g how E(Zy,))

Since Uy, Us € AnSp(C) are locally contractible topological spaces, the lower row is an equivalence usu
local by Kunneth formula for topological spaces (see section 2). This proves the proposition in the case
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S is smooth. Let S € Var(C) and S = Ul_,S; an open cover such that there exist closed embeddings
i;: S; = S; with S; € SmVar(C). By definition, for F,G € C(Var(C)*™/S) such that M = D(A!, et)(F)

and N = D(A! et)(G),

( ]:S an(M N))
e(gl)*Hom(An*gl L(ir.j;(F®Q), Eusu(Q;S ) urg(F @ Q)

(T(®,92/5,)(Ang | L(irji F),Ang  L(ir.j; G)))

(e(Sr)xHom(Ang L(iruji F), Busu(Qg , Fy)), urs(F)) ®og
(e(gl)*Hom(AngIL(iz*j}‘G) usu(Q;Sﬂ b)), urs(G))

Since L(i.j; F), L(i.jiG) € DA.(S;), by the smooth case applied to S; for each I, T(®, FEDR(M
is an equivalence usu local.

6.2.2 The analytic filtered De Rham realization functor

Recall from section 2 that, for S € Var(C) we have the following commutative diagrams of sites

AnSp(C AnSp(C)?rr/S
Ang AnSp(C)%sm /S ‘j\ AnSp(C)%smrr/S
Var(C J‘: Var(C)2smrr /S Ang
Var(C)?/S Var(C)25m#7 /S
and
AnSp(C)>" /S = AnSp(C)/S ,
Ang AnSp(C)2smrr /g Gr[ A AnSp(C)*™/S
Var(C)%rr /S J Var(C)/S Ans
l Ps
Grré2
Var C)2sm /S Var(C)*™/S
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and that for f: T — S a morphism with T, S € Var(C) we have the following commutative diagrams of
site,
Anp

AnSp(C)?/T" Var(C)2/T
P(f) AnSp(C)>*™ /" An[P(f) Var(C)?s™ /T
AHL
AnSp(C)?/5" = Var(C)2/S P
\ L X\
AnSp(C)*m /§en ans Var(C)?sm /S

Definition 135. (i) For S € AnSp(C), we consider the filtered complexes of presheaves
(%5, Fy) € Cogspu(AnSp(C)*/S)
given by
— for (X,2),h) = (X,Z)/S € AnSp(C)?/S,

(5 ((X,2)/9),F): = T3 "Ln-0(Qx,s: Fo)(X)
i = DposLn-ol'zEusu(Dr-0sLn-o(y /g, F6))(X)

— forg:(X1,21)/S = ((X1,Z1),h1) = (X,2)/S = ((X, Z),h) a morphism in AnSp(C)?/S,

055 (9) : Dhe0s L+ 0T 2 Eusu(Dp-05 L0 (%5, Fy) ) (X)
DryosLn:ol' z, Busu(Dnsos Layo (2%, /50 F))(X1)

is given as in definition 112(i). For S € AnSm(C), we consider the complezxes of presheaves
(%55 Fb) = ps«(Q5 , Fy) € Cog i, pz (AnSp(C)>*™/S)
(ii) For S € AnSm(C), we have the canonical map Cog fii, pg (AnSp(C)*™/S)
GrO(Qys) : Gril ps. (5, F) — (25, Fy)

given as in definition 112(ii).

Definition 136. (i) For S € SmVar(C), we consider, using definition 114(i), the filtered complezes of
presheaves

(Q;’Sra’fr, Fpr) € Cpg i (Var(C)2m#" /5)
given by,
— for (Y x S,2)/S = (Y x S,Z),p) € Var(C)%smPr /S,

(Q;:s{ja)fr((y x S,Z)/S),Fpr) = ((QEYXS)G"/SW?Fb) @O0y y syan (F\Z/)Hdg(OYX& Fp))*)((Y x 5)*")

with the structure of p*Ds module given by proposition 61.
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— forg: (Y1 xS5,21)/S = (Y1 x S5,Z1),p1) = (Y x5,2)/S = (Y x S,Z),p) a morphism in
Var(C)2smrr /S,

QL (9) = (257 (9))™ : ((y ssyan sans F) B0y o (T34 (Oy s, )™ ) (Y x §)™) —
(2, xg)em /s> Fb) @0y, x syon (L (Oyyess F)™™) (Y1 x §)*™).

For S € SmVar(C), we get the filtered complezes of presheaves

(552", Fpr) i= Ang" Q34" Fpr) i= An§(Q75.2", Fpr) ®0s Osan € Cpg ra(AnSp(C)>*™" /).
(ii) For S € SmVar(C), we have the canonical map Cog yii,pz (Var(C)*™/S)

Gr(Qsen) : Gril (950", Fy) — Ang. (2, Fy)

given by
Gr(Q/g5an )(U/S) := (Gr(Q,5)(U/S))"" @ m :
Ts(Qurxsyon jsans Fo) @00 syon (L0190, o)™ (U % 8)™) = (Qan jgan, Fb),

where Gr(Q/gan ) (U/S)(w@m® P) := P(Gr(Q,5)(U/S)(w®@m)) with P € I'(S, DY), see definition
114(ii), which gives by adjonction

Gr(Q/gan) := I(AnF"?, Ang)(Gr(Qgen)) : Js(Crgl (5", Fy)) = (s, Fy)
mn OOsfil,Dgf’ (AnSp((C)Sm/S)
Definition 137. For S € SmVar(C), we have the canonical map in Cos fil, D (Var(C)2smrr /S)
T(Q)gan) : Ang. Ms*(Q;’SPamFb) - (Q;’Srgfr, Fpr)
given by, for (Y x S, X)/S = ((Y x S,Z),p) € Var(C)>*mr" /S
T(Qy5un)(Y % 8,2)/S) == (T(Qs)((Y x 8, 2)/8))*" :

(Q;’;,Fb)(((Y x 8)*,Z%)/S) := Dp0s Lp-0T 2 Eusu(Dp- 05 Lp-0(Qy x gyan ygans Fo)) (Y x §)*") —

(Uy xg)yan jgans Fb) @0y syan (T3 (Oy x5, Fy)™)((Y x §)™™) = (Q;gJST,FDR)((Y x 8,7)/S),
see definition 115. By definition we have GrO(Q/San) = Gr(/gan) 0 T(Q?San).

Proposition 131. (i) Let S € AnSp(C).The complex of presheaves (Q;SF, Fy) € Cog ril(AnSp(C)%*m/S)
is oo-filtered Dy, invariant (see definition 16) and admits transferts (i.e. Tr(S). Tr(S)*Q?’; = Q;SF)

(i1) Let S € SmVar(C). The complex of presheaves (Q;g;fT’a",FDR) € Cpg rit(AnSp(C)>*P"/S) is
oo-filtered DY local for the usual or etale topology (see definition 16) and admits transferts.
Proof. Similar to proposition 112. O

We have the following canonical transformation map given by the pullback of (relative) differential
forms:
Let g : T — S a morphism with 7, S € AnSm(C).
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e We have the canonical morphism in Cy-og fir,g« pee (AnSp(C)**™ /T)

Ql/ﬂ(T/S (Q/S , Fy) — (Q/T , Fy)
induced by the pullback of differential forms : for ((V, Z1)/T) = ((V, Z1),h) € AnSp(C)?*™ /T,

Qs ((V, 20)/T) :

/S (( 1)/ ) ( :(UvZ)Hssmygl5(1{/I}Z1)*>(UT,ZT),h,g) /S (( )/ )
Q;’Sr(g/om) F}*l”'q(y1 xT)

Q5 (V. 21)/9) Q% ((V, 20)/T),

where ¢’ : Up := U xg T — U is the base change map and g : Q;,le/S — Q;,le/T is the quotient
map. It induces the canonical morphisms in Cy-og fit,g- Dz (AnSp(C)»*™ /T) :

T(g,Eet) (57, Fy)

* y . Bet(Q)(7/5)) .
EQr/s): 9" Eet( s, Fy) ————— Bulg"(Q)s . 1)) —— BV, )
e We have the canonical morphism in Cg« pee fir (Var(C)%smr /T
Q?(:;T/S) : 9*(97’;{?, Fpr) — (Q;g;ffr, Fpr)

induced by the pullback of differential forms : for (Y1 xT, Z1)/T) = (Y1 xT, Z1),p) € Var(C)?*m»" /T
Q) gyen (V1 X T, 20)/T) :

* o' pr Y; T.Z T) = i Q.F,pr Y T .2)/85
9 Qs (Y x T, 1) [T) (h(Y %8,2)= 8, gui (Vs X T\ 21 ) (Y X T\ Zr ) hog) /5" (¥ xT,2)/5)

T,
Q9 gan (g'0g1)

o.I',pr Y1 xT) o.',pr
QT (vi % T, 20)/5) LD, g (v, < 7, 20))T),

where ¢’ = (Iy x ¢g): Y x T — Y x S is the base change map and
q(M) : Q(Yl XT)U‘"/SG‘" ®O(y1><T)an (M) F) — Q(Yl XT)G‘"/TU‘" ®O(y1><T)an (M5 F)

is the quotient map. It induces the canonical morphisms in Cy- pg i1(Var(C)%*™" /T)

r T(9,5)(-) «Tpr Bet(2) ) 5)an) pr
EQ;&gﬂ/s) g Eet(Q/:S’an ;FDR) —> Eet( (Q/)SI::;}Z 7FDR)) - E (Q/Tazn) 7FDR)
and
QF pr ' E Qo,l",pr r T(g,E)(—) E QQ,F,pr r EZ‘IT(QI;EPTT/S)“") E Qo,l",pr F
/(T/S)en g zar( /San > R) — zar( ( /San s DR)) _— zar( /Tan > DR)-

Definition 138. Letg : T — S a morphism with T, S € SmVar(C). We have, for F € C(Var(C)%m?" /S),

the canonical transformation in Cpes (1) :

T(9,2, 7" )(F) : "' Lpe(S) . Grgl Hom® (Ang F, Ee, (52", Fpr))
= (9" Lpe(S)Hom® (F, Et(Q75.2""", Fpr))) ©g+05 Or

T(g,Gr'*)(=)oT (e,9)(~)oq

e(T). Gry, g"Hom® (Ang F, Bt (552", Fpr)) ®g0s Or
(T'(g;hom)(—,—)®I)

e(T). Gry?, Hom* (Anj. g F, Q*Eet(Q?g,FJfr’a", FpRr)) ®g-05 Or
ev(hom,®)(—,—,—)

e(T). Gri Hom® (Al g* F, g* Eey (Q;g(;fr’a", FpR)) ®gre(s)-0s €(T)*Op

Hom® (An}. g* F,(EQI;E?T/S) ®m))

e(T). Griys Hom® (Anl. g* F, Eet(Q;’;;gT’an, Fpr))
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e Let S € AnSm(C). We have the map in Cog fi1,ps (Var(C)%*™?" /S):

ws : (275, F) ®os (5, Fy) = (5, Fb) :

given by for h: (U, Z) — S € Var(C)%*™/S,

ws((U,2)/8) : (TF" Li=0s ()5, Fy) ®pr0s Ty Lin-0s (A5, 1)) (U)

(DR(=) (73" (—))owys)? (U) R
= e Ty Ly 05 (25, F)(U)

which induces the map in Cog fi1,ps (Var(C)%*™/S)

(ws)

° L[] = L[] [ ] Eet o
Buws : Be(Q05, 1) @05 Eet(05, Fy) = B3, Fy) Q0 (75, F)) =2 (25, F).

e Let S € SmVar(C). We have the map in Cpg fir(Var(C)**"#" /S):

ws : (Q;’SFJST,FDR) ®0s (Q;’;’fr,FDR) - (Q;’;’fr,FDR)

given by for p: (Y x S,Z) — S € Var(C)>s™mr /S,
ws((Y x S,2)/8) :
(%« 5/5 ®Oyxs 1579 (Oy x5, Fy)) @p0s (w575 @Oy s U790y s, )Y x S)

(DR(=) (7% (=))owy x5/5)" (Y x5)

(D575 @0x s L7 (Oy x5, ) (Y % 5)
which induces the map in Cpzx fir (Var(C)%smrr/S)

Buws : Et(Q5.2 Fpr) ®0s Eat(Q5.2", Fpr) —

/San I /San )
T Eet(w ° Id
E ((Q/Zs'an 7FDR) ®OS (Q/)Safz 7FDR)) M Eet(Q/ZS];—‘a)fl) 7FDR)

by the functoriality of the Godement resolution (see section 2).

Definition 139. Let S € SmVar(C). We have, for F,G € C(Var(C)%*™P"/S), the canonical transfor-
mation in Cpee p;1(S*™) :

T(®,9Q)(F,G) :
e(8)+ Grg Hom(AnsF Ee (557", FpRr)) @05 e(S). Gril Hom(Ang G, Eet (55 """, Fpr

)
= €(9). Grgl,(Hom(Ang F, Et (255", Fpr)) @05 Hom(Ang G, E.t(Q557""", Fpr)))
)
)

% (8). Gr Hom(An§ F © An G, Ea(Q5™", For) ®0s Ea(24 ™", For)

=5 e(8). Gri2 Hom(AnS(F @ GQ), B (Q52 ", Fpr) ®0s Bt (2P Fpp

/5 /S

Hom(FRG,Any™°? Ewg)

e(S). Grg Hom(F ® G, Et(Q)5 """, Fpr)).
We now define the filtered analytic De Rahm realization functor.
Definition 140. (i) Let S € SmVar(C). We have, using definition 136 and definition 36, the functor
C(Var(C)*™/S) = Cpeoru(S*"™), F
¢'(8)«Hom® (An§ Lps.ps R (05 L(F)), Bt (Q55 ™", Fpr))[~ds]
= ¢'(S). Hom® (Lps.pus« R (p5 L(F)), Ans. Eet(Q)5 """, Fpr))|—ds]

denoting for short €'(S) = e(S) o Grg?
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(ii) Let S € Var(C) and S = U._,S; an open cover such that there exist closed embeddings i; : S; < S;
with S; € SmVar(C). For I C [1,---1], denote by S; := Nic1S; and j; : S; < S the open
embedding. We then have closed embeddings iy : S; — Sp = HieIS'i. Consider, for I C J, the
following commutative diagram

Dij= Si—=5
juT puT
Sy —1= 35,
and jry : Sy < Sy is the open embedding so that j;o jry = j;. We have, using definition 136 and
definition 36, the functor
C(Var(C)*™/8) = Cpe=ya(S™"/(Si")), F
(¢/(Sr)-Hom® (Anf, Lpg, .z, R (0§, Lli1eji ), Eer(Q55 ™", Fpr))[=dg, ], uf ; (F))
= (¢'(S)xHom* (Lpg, .15, RO (05, Llinji F)). Ang,, Ber(Q55 7" Fpr))[—dg ], uf ;(F))

where we have denoted for short ¢'(S;) = e(Sy) o Grlgi, and
ul (F)ldg, )+ € (81) Hom® (An, Lpg, s, RO (5, L(iredi F)), Eur( Q57 o)
1J Sy * Sy SrxSy* St *J T y et /S yU'DR
ad(p7 5% pra)(-)
T
pr<p7y e (Sr) Hom® (Ang, Lps, g, RO (0, L(iraii F)), Bet (5 """ For))

pra«T(pr5,Q7P") (=)

& . * * * .k o.I'pr.an
pro«€' (Sg)sHom* (Ang Lpg,,ng,.07 R (05 Lirji F)), Ee (Q/S‘,p , FpR))

Hom(Grg® T(pry, RO (Lir.j; F)*l,Eet(ﬂ;gf““",FDR))

pr<€'(Sy)Hom® (Anf Lpg, pg, R (05 pisL(inji F)), Eet (Q;’S-F;pTa Fpr))

12x pCH -k e.I'pr,an
’Hom(GrsJ RS‘J (TY(Drg)(J7 F)),Eet(Q/SJ ,FpR))

prxe (Sy)«Hom® (Ang, Lpg,.ng, R (05 L(isej3F)), Eet (257" Fpr))-

For I C J C K, we have obviously pryuji(F)our;(F) = urx (F). We will prove in corollary 8
below that uyj(F) are co-filtered Zariski local equivalence.

We have the following key proposition :
Proposition 132. Let S € SmVar(C).

(i) Let m : Q1 — Q2 be an etale local equivalence local with Q1,Q2 € C(Var(C)*™/S) complexes of
projective presheaves. Then,

¢'(8)xHom® (An§ Lps.ps RS ™ (p5(m)), Ber (557", Fpr))[—ds] -
¢/(S)Hom® (Ang Lps.us R (05Q1), Bet (Q75 7", Fpr))[~ds]
— €/(8)Hom® (An§ Lpg.ps« R (p5Q2), Eer (2 ;S,F PR Fpr))[—ds]

is an oo-filtered quasi-isomorphism. It is thus an isomorphism in Dpfilyoo(S).
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(ii) Let m : Q1 — Q2 be an equivalence (Al,et) local with Q1,Q2 € C(ProjPSh(Var(C)*™/S)) com-
plezxes of representable presheaves. Then,
¢/(S)Hom* (Ang Lps.us« RS (p5(m)), Eet ()5 7", Fpr))[—ds] :
€' (S) Hom® (Ank Lps.ps« REH (p5Q1), Eer (R ;SF PR Fpr))[—ds]
= ¢'(S)Hom® (Anf Lps.ps R (5Q2), Eet ()5 ™", Fpr))[~ds]
is an oco-filtered quasi-isomorphism. It is thus an isomorphism in Dp i1 o0 (S).

Proof. Similar to the proof of proposition 113. O

Definition 141. (i) Let S € SmVar(C). We define using definition 140(i) and proposition 132(ii) the
filtered algebraic De Rahm realization functor defined as

FEPE . DA(S) = Dpfir.00(S™), M — FEPE(M) :=

S,an

¢'(8)Hom® (Ang Lps.ps R (05 L(F)), Bet (Q)5 """, Fpr))[—ds]

where F € C(Var(C)*™/S) is such that M = D(Al,et)(F).

(i)’ For the Corti-Hanamura weight structure W on DA.(S)~, we define using definition 140(i) and
proposition 132(ii)

Féan' i DAZ(S) = Dy ) fitoo (8U)s M > FEPR(M, W) :=

¢'(S)sHom® (Ang Lps.us R (05 L(F,W)), Eet (5™, Fpr))[~ds]

where (F,W) € Cpy(Var(C)*™/S) is such that M = D(A',et)((F,W)) using corollary 1. Note
that the filtration induced by W is a filtration by sub Ds module, which is a stronger property then
Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.

(ii) Let S € Var(C) and S = U_,S; an open cover such that there exist closed embeddings i; : S; < S;
with S; € SmVar(C). For I C [1,---1], denote by Sy = N;erSi and jr : Sp — S the open embedding.
We then have closed embeddings iy : S; — Sy = Hielgi. We define, using definition 140(ii),
proposition 132(ii) and corollary 8, the filtered algebraic De Rahm realization functor defined as

FEPR DAL(S) = Dpe pit00(S™/(S§™)), M = FEPR(M) =

(¢'(Sr)«Hom® (Ang, Lpg, 115, R (pg L(irji F)), Eet(Q;’gFI’pT’anv Fpr))[—dg, ], u,(F))

where F € C(Var(C)*™/S) is such that M = D(A',et)(F), see definition 118 .

(i)’ For the Corti-Hanamura weight structure W on DA_ (S), using definition 118(ii), proposition
113(ii) and corollary 5,

FEPI DAL (S) = D 1.0y putoe (S /(547)), M 5 FEPR((M, W) :=

(¢'(S1)«Hom® (Ang, Lpg, pg, R (05, L(ir.j (F,W)), Eey (Q;’gp;p"“"a Fpr))[=dg, |, ui, (F, W)

where (F,W) € Cyy(Var(C)*™/S) is such that (M, W) = D(A!, et)(F,W) using corollary 1. Note
that the filtration induced by W s a filtration by sub Dg -modules, which is a stronger property then
Griffitz transversality. Of course, the filtration induced by F satisfy only Griffitz transversality in
general.

Proposition 133. For S € Var(C) and S = UL_,S; an open cover such that there exist closed embeddings
i;: S; < S; with S; € SmVar(C), the functor FEPR s well defined.

S,an
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Proof. Similar to the proof of proposition 114. O

Proposition 134. Let f: X — S a morphism with S, X € Var(C). Assume there exist a factorization
FfixLyxsrss

of f with Y € SmVar(C), | a closed embedding and ps the projection. Let Y € PSmVar(C) a compact-
ification of Y with Y\Y = D a normal crossing divisor, denote k : D — Y the closed embedding and
n:Y < Y the open embedding. Denote X C Y x S the closure of X C Y x S. We have then the
following commutative diagram in Var(C)

Let S = UL 1S an open cover such that there exist closed embeddings i; 2 S — S; with S; € SmVar(C).

Then X = UL_, X; with X; := f~(S;). Denote, for I C[1,---1], St = NierSi and X1 = Nier X;. Denote
X —Xﬁ(YxSI)CYXS’I the closure of X; CY x S, cdeI =7Zn(Y x8r) = XI\XICYXSI
We have then for I C [1,---1], the following commutative diagram in Var(C)

X] Y x S’]

l l(N
_ Ir Ps;

X] YXS]—>S]

%

Z]:X]\X]%DXS’]

Let F(X/S) := pssT'%Z(X x S/X x S). We have then the following isomorphism in Dp i1, (S/(S1))

I(X/8) : F§an (M(X/S)) —

S,an
(eHom(Ang, Lpg,,ng, RO (05 L(irjiF(X/S))), Eet(Q;’;I’pT’a", Fpr))[—dg,],u];(F(X/9)))
(Hom(Ang, Lpg, s, RS (N1(X/8))Bet (@5 577" Fp )

(L HOm(ANS, Lps,.is,. Ry sy 505, (0%, QUX1/S0), Eu Q557" Fo))[=ds, ] vt (F(X/S)

(Hom(Ang I5((X1.21)/81)k)[~dg, )"

(D3, Busu (R 5, 5,0 F) @0, o, (0% DT (0 3y 3,0, F))(dy +dg,)[2dy +dg, ], wrs(X/9))
= 1R Oy e, yon F)(dy )2y ), 215 (X/8)) =5 es R [0 g0
Proof. Similar to the proof of proposition 115. O

Corollary 8. Let S € Var(C) and S = UL_, S an open cover such that there exist closed embeddings
i; : S; = S; with S; € SmVar(C). For F € C(Var(C)*™/S) such that D(A',et)(F) € DA.(S), ui,(F)

are oco-filtered usu local equivalence.
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Proof. Similar to the proof of corollary 5. o

Corollary 9. Let S € Var(C) and S = UL_,S; an open cover such that there exist closed embeddings
: S; < S; with S; € SmVar(C). Then, for F € C(Var(C)*™/S) such that M = D(A', et)(F) € DA.(S),

H'F§ 0y (M, W) = ((¢/(S1) Hom® (Ang Lpg, ng, R (g Llir.ji (F, W),

S,an
Ee(Q5 " Fpr))[=dg,),uf ,(F,W)) € ms(MHM(5""))

for alli € Z.
Proof. Similar to the proof of corollary 6. o

Proposition 135. For S € Var(C) not smooth, the functor (see corollary 6)
vg ' FEDE DA (S)P — mg(D(MHM(S™))

does not depend on the choice of the open cover S = U;S; and the closed embeddings i; : S; — S; with
S; € SmVar(C).
Proof. Similar to the proof of proposition 116. o

We have the canonical transformation map between the filtered analytic De Rham realization functor
and the analytic Gauss-Manin realization functor :

Definition 142. Let S € Var(C) and S = UL_,S; an open cover such that there exzist closed em-
beddings i; : S; — S; with S; € SmVar(C). Let M € DA.(S) and F' € C(Var(C)*™/S) such that
M = D(Al,et)(F). We have, using definition 156(ii), the canonical map in Dog fir, Do 00 (S /(S¢™))
T(FSans T, i:;’nRxM) :
F§an(LDsM) := (e(S1) Hom® (Ang L(ir.jiDsLF), Ber(Q55 , b)), uf;(F))
= (e(S1)Hom® (Ang LDY (L(irjiF)), Bet (R, Fy)), ufy (F))

Js(e(Sr)Hom* (An, LDY (L(irjiF)),Grg, Eet(Q;gIvm,an, For)), ub4(F))

(Hom® (Ang TE ™ (L(irej7 F),Ber (255 """ FpR)))

Js(€'(Sr)«Hom(Ang, Grgl, Lpg, g, R (0§, L(i1nji ), Grgl, Eer(Q55 ™", Fpr))[=dg, ], uf,(F))

Hom(ad(Gr*,Gr*)(f)oq,f)oI(Gr?I* ,Gr?[*)(7,7)0H0m(T(An,Gr)(7),7)71

Js(€'(Sr)«Hom(Ang, Lpg,*ug,*RCH(P*gIL(il*j?F)),Eet(Q;gI’pr’an,FDR))[—dg J,uf; (F))
=: Js(Fean (M))
We now define the functorialities of F£PF with respect to S which makes F rpp & morphism of 2

functor.

Definition 143. Let S € Var(C). Let Z C S a closed subset. Let S = Ul_,S; an open cover such that
there exist closed embeddings i; : S; < S; with S; € SmVar(C). Denote Z; := Z N S;. We then have
closed embeddings Z; — S; — Sj.
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(i) For F € C(Var(C)*™/S), we will consider the following canonical map in wg(D(MHM(S"))) C
D10y (S /(S¢™))
Ty, QL) (FW) :
Lyt (€' (S Hom® (An, Lpg, s, R (o5, L(ir<ji (F, W),
Eet(Q055"""", Fpr))[~dg, ], uf ;(F,W))
Hom® (An’é] Lpg[*#SI*RgIH ('yv‘ZI (L(U*j;(F,W)))),Ect(ﬂ;gl’pr’a",FDR))

Ty 051 (e (1) Hom® (An, Lps,*ug,*RCH(p*g,FZL(U*h(F W))),

)
Eet(ﬂ;g;”““", Fpr))[—dg,],udy (F,W))

=5 15N (31) Hom® (An, Lpg, g, RO (p %, Llir-ji (F. W),

Eet(Q;g;’pTa FDR))[_dSVI]a U]I] (Fv W))a

with u?f(F) given as in definition 121(1).

(ii) For F € C(Var(C)*™/S), we have also the following canonical map in ws(D(MHM(S"))) C
Dp1,0)7a(S"/(ST™))

TGS, QL) (F W)

Lgl(e’(g’f)*Hom°(AngI LpSI*MSI*RCH(PEILPZIE(ZI*]IDS( W),

Eet(Q55"" For))[=ds, ], ufy (F,W))

)
W)
= T7%us (¢ (Sr) Hom® (Ang Lpg, s, R (0, LTz, E(ir.jiDs(F,W)))
w))

Eet(055"" . Fpr))[~dg, ], uf i (F,

Hom*(Ang Lpg . ng, RS (V71(2)),Ber(Q) 5 7" FoR))

ngg 5 (€' (Sr)«Hom® (Ang LpS’[*:u‘SI*RCH(p*SIL(iI*j;DS(F7 W),

Eet(Q55"" Fpr))[~dg,], uf ; (F, W)

with u?f(F) given as in definition 121(ii).

Definition 144. Let g : T — S a morphism with T,S € Var(C). Assume we have a factoriza-

tion g : T LYxs 2 SwithY € SmVar(C), | a closed embedding and ps the projection. Let
S =U_S; be an open cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C)
Then, T = Ul 1T with T 1(Si) and we have closed embeddings i, = i; 0l : T; < Y x S,
Moreover gr = pg, @ Y X S’I —> St is a lift of gr == g, + T1 — S’I Let M € DA.(S) and
(F,W) € Cgy(Var(C)*™/S) such that (M, W) = D(AL,et)(F,W). Then, D(AL, et)(g*F) = g*M and
there exist (F',W) € Cyy(Var(C)*™/S) and an equivalence (Al et) local e : g*(F,W) — (F',W) such
that D(AL., et)(F',W) = (¢*M,W). We have, using definition 138 and deﬁnition 143(i), the canonical
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map in wp(D(MHM(T"))) C Dp,0)fit,e0 T/ (Y*" x SF))
T(g, Fan ) (M) : gipag'vs' Foan (M) :=

(F¥,Hdgb%1 (g}kmOd(e’(S’I)*Hom'(L AD*SI pS'I*MS'I*RCH(pS'I (L('LI*]I (F, W)))7

(T (G, Q077 ") ()

E. (Q;SF’W ", Fpr)))ldy 1], g5 g, (F, W)

JHdg — ~% * . -k
F\T/’H qLTl( ( )« Hom(An y><5'1 LprS“I*N’YXS'I*QIRCH(ngL(ZI*][ (Fu W)))7

’Hom(T(gI)RCH)(_)ilx_)

Eet( Q53 75" For))ldy 1), guf , (F.W))

JHdg — * ~% . -k
FT\I/’ gLT (e*Hom(AnYXS’I LpYXS’I*/LYXS’I*RCH(pyXS'IgIL(ZI*.]I (Fa W)))v

oI pran . T(ry 40,.Q0 ety (P W)
EEt(Q/ngJI aFDR))[dYI]ag]u?](F W)) o

it (€cHom(ANY, o Loy, 5, 1y 5,. B (03 5, T, 91 L(ir 57 (F W),

Eet(Q;i’pg ", Fpr))ldy1l, g5 ui,; (F,W))

(Hom(Any, 5 Loy s, i35 5, RY S 5 (T (Do) (57 (W), Ber (5 72" For))[dy 1))

L%l (e;Hom(AnY LPYXS,*/‘Yst*RCH(P;XgIL(iII*jI*g* (F,W))),

. -
HOW(R;C/I:SvI(Ll/I*JI (e)),)

E. (Q;Ef;a" Fpr))ldy 1], u7;(g"(F,W)))

Ly (e*’Hom(An;Xg LpYXSrI*,UYXS'I*RCH(p;XS«IL(i/l*jl*(F/vW)))a

B Q5075 Fpp)ldy 1), uf, (F', W) = FEER(g"M)

Proposition 136. Let g : T — S a morphism with T,S € Var(C). Assume we have a factorization

g:T 4 Yo x S 255 S with Ys € SmVar(C), I a closed embeddmg and ps the projection. Let S = ut_, S;
be an open cover such that there exists closed embeddings i; : S; — S; with S; € SmVar(C) Then,
T = Uélei with T; := 971(51_) and we have closed embeddings i := i; 0l : T; — Y3 x SZ, Moreover
gr :=pg, 1Y x Sy — St is a lift of g1 :== gy : Tr — Sr. Let f - X — S a morphism with X € Var(C)
such that there exists a factorization f: X 4 Y x S 25 S, with Vi € SmVar(C), I a closed embedding
and ps the projection. We have then the following commutative diagram whose squares are cartesians

Xr —— VI XT ——T

I

YIxX—Y i xYsx S——=Yox S

-

fiX—VixS— =8

Take a smooth compactification Y € PSmVar(C) of Y1, denote X; C Yi x Sy the closure of X1, and
Zp:= X1\X1. Consider F(X/S) :=pgT%XZ(Y1 x S/Y1 x S) € C(Var(C)*™/S) and the isomorphism in
C(Var(C)*™/T)
T(f g, F(X/S)): g"F(X/S) := g"ps T X Z(Y1 x S/Y1 x §) =
pTyﬁI‘}/(TZ(Yl xT/Y1 xT)=: F(Xr/T).

which gives in DA(T) the isomorphism T(f,g,F(X/S)): g*M(X/S) = M(Xr/T). Then the following
diagram in Tr(D(MHM(T))) C Dpq,o)fil,co(T/(Y2 x Sr)), where the horizontal maps are given by
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proposition 134, commutes

X100 g;‘,”;}dl(X/S) *1M0
giedig FEDR(M(X/S)) ————= giie RETTR YOy, 5,y0ms Fo)(dy,)[2dy, ], w15 (X/S))

S,an
lﬂpw““g)(—)

T, FFPRY(M(X/S) RS, qugﬁg;od(rv qu(O(Y1 «Gpyans ) (dy, )[2dy; ], 211 (X/ S))

&mod wmod
lT(pyl xYy xSy, qu’pyl XYy xSy, rag)(7)

_ I(Xr/T) ’ ,
v FEER(M(Xp/T)) ——————— Rf, Hdg(F}fodg(O(yzxylxgl)amFb)(de)[?dYH],IIJ(XT/T))-

with dyl2 = dyl + dy2 .
Proof. Follows immediately from definition. O

Theorem 38. Let g : T — S a morphism, with S, T € Var(C). Assume we have a factorization

g:T Ly xS2L S withy e SmVar(C), I a closed embedding and pg the projection. Let M € DA.(S).
Then map in WT(D(MHM(T“")))

T(g, Fa ) (M) : gifag  F&.an (M) = Ff.o (9" M)

S,an
given in definition 144 is an isomorphism.
Proof. Follows from proposition 136 and proposition 134. o

Definition 145. o Let f X — S a morphism with X, S € Var(C). Assume there exist a factoriza-

tion f: X Ly xS Swithy ¢ SmVar(C), [ a closed embedding and ps the projection. We
have, for M € DA (X), the following transformation map in wg(D(MHM(S*™)))

ad(figet RIF) (=)
T.(f, FLPE) (M ) FEPR(Rf M) —

T(f Fan ") (REM

R frmed FEDR(RfLM)

FEPE@d(f*,Rf)(M))

REIFR o (f REM) R FR (M)

Clearly, for p :' Y x S — S a projection with Y € PSmVar(C), we have, for M € DA.(Y x S),
T.(p, FFPR)(M) = Ti(p, FPH)(M)[2dy ]

o Let S € Var(C). Let Y € SmVar(C) and p : Y x S — S the projection. We have then, for
M € DA(Y x S) the following transformation map in wg(D(MHM (S™)))

FEDR  (ad(Lpy,p*)(M
Ti(p, FEPRY(M) : pl99 FEDR  (0g) DrxsenCUEPet O, Hdg pEDR - ()° [p,(M))

Y xS,an
T(p, FFPRY(Lp, (M,W)) 4o T(p*mod pFmedy(_ ermod—
P Py Rpqup d ]}'gfnR(Lng) (» p )(—) p!Hdgp d[—]
ad(Rpy"? prm et (FE R (Lpg M)
FE ol (LpsM) & FEDR(Lp,M)

o Let f : X — S a morphism with X,S € Var(C). Assume there exist a factorization f : X KN

Y xS 25 S withy e SmVar(C), I a closed embedding and ps the projection. We have then, using
the second point, for M € DA(X) the following transformation map in wg(D(MHM(5°™)))

T(f, FEPRY(M) : Rp"“ FEPR(M) = Rp," " FERE , (1.M)

FDR
HeTon S, FEDR(Lpgl M) = FEDR(RAM)

S,an
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o Let f: X — S a morphism with X,S € Var(C). Assume there exist a factorization f : X 4

Y xS 25 S withY e SmVar(C), I a closed embedding and ps the projection. We have, using the
third point, for M € DA(S), the following transformation map in in wx(D(MHM (X))

ad(RF . frmed)(FERE(f M
T (f FEPR)Y (M)« FERA(f () S T )

T!( )anDR)(Ff;LDR(f!M)) *1MO
& Fined FEDR(Rf fH(M, W)

S,an

Fifned R 149 FEDR(F ML)

FERT(@d(RALFY (M)
> FHig F& o (M)

S,an

Proposition 137. Let S € Var(C). Let Y € SmVar(C) and p : Y x S — S the projection. Let
S = Uﬁzlsi an open cover such that there exist closed embeddings if : S; — S; with S; € SmVar(C). For
I C[1,---1], we denote by St = MierSi, ¢ : St = S and j; : Y x S — Y x S the open embeddings.
We then have closed embeddings i : ¥ x S — Y X gl. and we denote by Pg, - Y x S’I — S’I the
projections. Let f' : X' =Y xS a morphism, with X' € Var(C) such that there exists a factorization
X LY xY xS Y xS withY' e SmVar(C), I' a closed embedding and p’ the projection.
Denoting X} := =YY x Sp), we have closed embeddings it X} Y' x Y x St Consider

F(X')Y % 8) = pyxssT%Z(Y' x Y x /Y x Y x §) € C(Var(C)*™ /Y x S)

and F(X'/8) := pyF(X'/Y xS) € C(Var(C)*™/S), so that LpsM(X'/Y xS)[—2dy]| =: M(X'/S). Then,
the following diagram in ms(D(MHM(S™"))) C Dp(1,0)fit,00 (S /(Y™ x S9mY), where the vertical maps
are given by proposition 134, commutes

) , FDR ’ S
RpHiFEDE, (M(x') Y L)) LS Do (v (x7/5))

S,an
T(pm;’dﬁpysgdx>oRpHd9!<1<X’/Yxs>>T TI(X’/S)
RpHdg! R f!'Hdg f;g;odzgdgs)m = R f!Hdg fﬁ’ggdzgadf
Proof. Immediate from definition. O

Theorem 39. (i) Let f: X — S a morphism with X, S € Var(C). Assume there exist a factorization

f:X Ly xS2 S withy e SmVar(C), I a closed embedding and ps the projection. Then, for
M € DA.(X),
Ti(f, Fa ) (M) = RATFLHM) = FEOH(RAM)

S,an
is an isomorphism in wg(D(MHM(S*™))

(ii) Let f : X — S a morphism with X,S € Var(C), S quasi-projective. Assume there exist a factor-

ization f: X Ly xS S withy € SmVar(C), I a closed embedding and ps the projection. We
have, for M € DA.(X),

To(f, Far (M) : FEQH(REM) = REFCFLEE(M)

S,an
is an isomorphism in wg(D(MHM(S™)).

(iii) Let f : X — S a morphism with X,S € Var(C), S quasi-projective. Assume there exist a factoriza-

tion f: X Ly <SPS withy e SmVar(C), I a closed embedding and pg the projection. Then,
for M € DA.(S)
T(f, Fa (M) : FRET( M) = i Fé ot (M)

S,an
is an isomorphism in wx (D(MHM (X™)).

Proof. Similar to the proof of theorem 35. O
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Proposition 138. Let g : T — S a morphism with T, S € Var(C). Assume we have a factorization
g:T Ly xS 2 S withy e SmVar(C), [ a closed embedding and ps the projection. Let S =
UL_,S; be an open cover such that there exists closed embeddings i; = S; — S; with S; € SmVar(C)
Then, T = Ui I with T; == g 1(Si) and we have closed embeddings i}, == i;0l : T; — Y x SZ,
Moreover gr := pg, : Y X Sl — Sris a lift of gr == g, + Tr — Sr. Let M € DA.(S) and F €
C(Var(C)*™/S) such that M = D(A§,et)(F). Then, D(Af,et)(g*F) = g*M. Then the following
diagram in Do fi pee oo (T /(Y™ x S¢™)) commutes

Rg*medl- ]I‘T ]_-GM ]_-glgf (M xmod poxmod(-] I‘)(}-gff
Rg*mod[ 1, FFGM (LD5M) < }2 '2nod -1, F‘/—_';CH ? ) Hdgg g’aDnR(M)
lT(g’FaGnM)(LDSM) \ lT!(g7}—f"DR)(M)1
T(F5 o Fran) (9" M)
FEM (9" LDsM = LDrg'M) S — FERR (g M)
Proof. Similar to the proof of proposition 120. o

Definition 146. Let S € Var(C) and S = U._,S; an open affine covering and denote, for I C
[1,---1], Sr = NierSi and jr : St < S the open embedding. Let i; : S; — S; closed embeddings,
with S; € SmVar(C). We have, for M, N € DA(S) and (F,W),(G,W) € Cy(Var(C)*™/S)) such
that (M, W) = D(A',et)(F,W) and (N,W) = D(A',et)(G, W), the following transformation map in
Ts(D(MHM(5"))) C Dp1,0)7a(S*"/(S7™))

(]_—FDR ®)(M,N) : ]_—FDR( )® []]_—FDR( N)

S,an » S,an S,an

= (el Hom* (Ang, Lpg, .ug, RO (05, L(ireji (F.W)), Ber(Q05 7" FDR))[—dg,L urs(F,W)) @)

(exHom® (Ang, Lpg, ug, R (0, L(irsji (G, W), Ea(Q55 ™", Fpr))[~dg, ], urs (G, W)

= (eiHom® (Ang, Lpg, . ns, R (0, Lir.ji (F,W))), Ber (557", Fpr)) @0y,
cHom® (Ang, Lpg, pg, RO (0, L(ir.j7 (F, W), B (55 7" Fpr))[~dg, ], urs(F) @ urs(G))

(T(@.Q 27" (=,-))

(e, Hom(Ang, Lpg, ig,, (RO (p5, L(ir.gi(F.W))) @ REM (p% L(irj; (F,W)))),
E. (Q;SF Pt Fpr))[—dg, ], v (F ® G))
Hom(T(®,R§f)(—,—)*l,—)

(eiHom(Ang, Lpg, ng, R (0 (L(irji (F,W))) @ L(ir.j; (F,W))), Ee (Q;SF’W ", Fpr))[—dg,], urs(F ® G))

’HOm(R(,’f)/— (T(®7L)(_7_))7_)

(el Hom(Ang, Lpg, pg, R (05 (L(irji ((F, W) ® (G, W)))));

Eet(Q;SF’pT ", Fpr))[—dg,],urs(F © G)) = F& (M ®@ N)

Proposition 139. Let f1: X1 — S, fa: Xo — S two morphism with X1, X5, S € Var(C). Assume that

there exist factorizations f1 @ X1 LN Y, xS 208, fa: Xy N Yo x S 255 S with Y1,Ys € SmVar(C),
l1,1la closed embeddings and ps the projections. We have then the factorization

f12 Z:fl Xf22X12 ZZXl X5X2M>Y1 XYVQXSP—S>S
Let S = Ul 19 an open affine covering and denote, for I C [1,---1], St = MierS; and jr : S — S the
open embedding. Let i; : S; < S; closed embeddings, with S; € SmVar(C). We have then the following
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commutatie diagram in mg(DMHM(S)) C DD(LO)fZ-l(Sa"/(S}m)) where the vertical maps are given
by proposition 134
RfHdg(F}fjdg(O(Yl x§p)an> Fb)(dl)[le], 217(X1/9))®¢

I(X1/8)®I(X2/S) RfHdg(F}szIdg(O(nXél)m Fy)(d2)[2da], 215(X2/9))

FEDR(M(X,1/S)) @5 FERR(M(X2/S))

J{T(}'g,ff@)(M(Xl/S)’M(Xz/s)) J(Ew(‘/l xS1YaxS1)/51)

I(X12/S)
FEDR(M(X1/S) ® M(X2/S) = M(X1 x5 X2/5)) - R (T s (O sy gpyom s Fb) (dr2) [2daa), (X3,
Proof. Immediate from definition. O
Theorem 40. Let S € Var(C) and S = U._,S; an open affine covering and denote, for I C [1,---1], St

Nic1S; and j; : S — S the open embedding. Let i; : S; — S; closed embeddings, with S; € SmVar( ).
Then, for M, N € DA.(S), the map in m7g(D(MHM(S™)))

T(Fsan'»@)(M,N) = Fg o (M) @55 Fgan (N) = Fsan' (M & N)
given in definition 146 is an isomorphzsm.

Proof. Follows from proposition 139. O

We have the following easy proposition

Proposition 140. Let S € Var(C) and S = U._, S; an open affine covering and denote, for I C [1,---1],
Sr = NierS; and jr : Sy — S the open embedding. Let i; : S; — S’Z closed embeddings, with S’Z S
SmVar(C). We have, for M, N € DA(S) and F,G € C(Var(C)*™/S) such that M = D(A', et)(F) and
N = D(AY, et)(@), the following commutative diagram in Dog pil pe (S /(SE™))

FEM(LDsM) @b, FGM (LBgRy 2 e O T eon g) g, FEDR(Y)
lT(fgﬁQ@)(LDsM,LDSN) lT(fgf,{i@)(M,N)
FEM (DS L(M © N)) T FERRQOM & N)
Proof. Immediate from definition. O

6.3 The transformation map between the analytic De Rahm functor and the
analytification of the algebraic De Rahm functor

6.3.1 The transformation map between the analytic Gauss Manin realization functor and
the analytification of the algebraic Gauss Manin realization functor

Recall from section 2 that, for f : T — S a morphism with 7,5 € Var(C), we have the following
commutative diagram of sites (38)

AnSp(C)/Te" Var(C)/T
\Ansp (C)sm jTon A“L<,f>\v§r(<C)sm T
|
AnSp(C)/S°" L R Var(C)/S P(f)
L 9
AnSp (C)sm /gon Ans \Var(C)sm/S

308



We have the following canonical transformation map given by the pullback of (relative) differential
forms: Let S € Var(C). Consider the following commutative diagram in RCat :

An
D(an,e): (AnSp(C)™™ /S*", Oansp(c)sm/T) . (Var(C)*™ /S, Ovar(cysm /s)

le(T) le(S)

(San7 OSan) ans

It gives (see section 2) the canonical morphism in Cany 04 (AnSp(C)*™ /S")
Q/(5“"/57) = Q(OAnSp(C)Sm/San/ Ang Ovarcysm/s)/(Osan [ an Os) :
Ang(Qg, Fy) = (Qns Ovareyem s/ Ang e(5) 050 F6) = (gans Fo) = (b, o m gan je(Sem)> Ogan» FD)

which is by definition given by the analytification on differential forms : for (V/S*") = (V,h) €
AnSp(C)™™/5",

Q an an . ~, A * T an = 1' QT
(5o 5 (V/S™) - & € Ang(Qg)(V/5™) := g YsU)S)

— Q(V/U)/(San/s)(V/San)(w) = ang(w) S ann (V/San);

with w € (U, Q) is such that ¢(w) = @. If S € SmVar(C), the map Q(7/s) : AngQyg = Qfg.. is a
map in Cog i, p(AnSp(C)*™/S™). Tt induces the canonical morphism in Coyg rit,p(AnSp(C)*™/S™):

T(Ans,B)(Q.Fp)

E(Q,(san /s))
T

EQ/(San/S) : Ang Eet(Q75;Fb) Eet(AIlZv(Q7S,Fb)) Eet(Q7SaTL7Fb)

We have the following canonical transformation map given by the analytical functor:
Definition 147. Let S € SmVar(C).
(i) For F € C(Var(C)*™/S), we have the canonical transformation map in Co ri.p(S™)
T'(an,$,.)(F) :
((e(S)sHom® (F, Eet ()5, F)))"") := Ogen @any 05 ang(e(S)Hom®(F, Eet(27g, 1))

T(an,e)(— an * ° o
T, Ogan Dans 05 (€(S°™). A Hom® (F, B (R0, b))

T(An,hom)(F,Eet(Q/s,Fp))

Osan @anz 05 (e(S") Hom® (Ang F, Ang Eet (g, F1)))
Hom(Ang F,EQ/(san /5)@m)

e(san)*HOm°(Ang F, Eet(Q75a” 5 Fb))

(i1) We get from (i), for F € C(Var(C)*™/S), the canonical transformation map in PShpee (5™)

T"(an, . )(F) : JsH" ((e(S) Hom® (F, Eet(27g, Fy)))*")
Js(H"T(an,Q,.)(F))

TsH"(e(S™). Hom® (An F, Eey (g0, 1))

L, Hre(S°m). Hom® (An F, Eet(Q gun, Fy))

Lemma 22. Let S € SmVar(C).
(i) For h:U — S a smooth morphism with U € SmVar(C), the following diagram commutes

. . an T(§2/.,an)(Z(U/S)) an . an / Qan .
e(S). Hom* (Z(U/S), Eer(25, Fy)) e(S™). Hom® (Z(U" /%), Eot(Wgon, Fy)) -

| |
T2 (an,h)
(h*EzaT (QU/Su Fb))an han*Eusu (QU‘”L/S“" 3 Fb)
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(i) For h:U — S a smooth morphism with U € SmVar(C), the following diagram commutes

n . . an " (&.,an)(Z(U/8)) n an . an / Qan )
JsH"((e(S)Hom*(Z(U/S), Eet(Q5, F)))™") H"e(S*) Hom® (Z(U*" /S™), Eet(Q) gan, Fb)) -

| a
Ts(=)oJsT2 (an,h)(Oy,F)
JsH™((hi Ear(Quys, F))™) SR 2 H" R Busu (Quan jgan , Fy)

Proof. Follows from Yoneda lemma. O

By definition of the algebraic an analytic De Rahm realization functor, we have a natural transfor-
mation between them :

Definition 148. Let S € SmVar(C). Let M € DA (S) and Q € C(Var(C)*™/S) projectively cofibrant
such that M = D(AL, et)(Q). We have the canonical transformation in Do i p(S*™)
T(An, FGM)(M) = (Fo (M)™ = (e(S). Hom® (Q, Bet(Q) 5, F)))*" [~ ds]

T(an,Q,.)(Q) . % N
—— e(8)wHom® (Ang Q, Eer(Qgun, Fi))[—ds]

—:_> e(S)*Hom.(Ang Qa EUS’LL(Q7SG.TL B Fb))[—ds] = FGM (M)

S,an

We give now the definition in the non smooth case : Let S € Var(C). Let S = Ul_;S; be an open
cover such that there exist closed embeddings i; : S; — S; with S; € SmVar(C). For I C J, denote by
pry: Sy — Sy the projection. Consider, for I C J C [1,...,1], resp. for each I C [1,...,!], the following
commutative diagrams in Var(C)

D= S —=5.
juT puT
S, —2= 5,
We then have the following lemma

Lemma 23. The maps T(an, Q.)(L(i1.j; F)) induce a morphism in Coti.p(S/(Sr))

(T(an, ).)(L(i1:j7 F))) = (e(S1)xHom® (L(irji F), Eer(Q55,, F1))) " [=dg, ], (uf ; (F)™")

= (e(S1)sHom(An(S1) " L(i1ji F), Bet(255, . Fo))[=dg, ], uf ; (F))

Proof. Obvious. O

Definition 149. Let S € Var(C). Let S = UL_,S; be an open cover such that there exist closed embeddings
ii 1 S; < S; with S; € SmVar(C). ForI C [1,...,l1], denote S; = N;c1S;. We have then closed embeddings
ir : Sp < S; = e Si. Let M € DA.(S) and F € C(Var(C)*™/S) such that M = D(AL, et)(F). We
have, by lemma 23, the canonical transformation in Do i, p,co(S™)

T(An, FE)(M) = (F§M (M) = (e(S1)s Hom® (L(i1ji F), Eet (g, F1)))*" [=dg, ], (uf; (F))*")

T(an,,.)(L(ir-j; F)))

(e(Sr)«Hom(An(S1)" L(i1<ji F), Bet (g, F))[~dg, ], uf; (F))

= (e(S1)s Hom(An(S1)* L(i1j1 F), Busu(Q)5,, F))[=dg, ], uf;(F)) = F§a (M)

The following proposition says this transformation map between F%" and (F, g DRyan js functorial in
S € Var(C), hence define a commutative diagram of morphism of 2-functor :
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Proposition 141. (i) Let g : T — S a morphism with T,S € Var(C). Assume there exist a factor-

ization g : T Lyxs g with, Y € SmVar(C), | a closed embedding and ps the projection.
Let S = UL_,S; be an open cover such that there evist closed embeddings i; : S; — S; with S; €
SmVar(C). We then have closed embedding i;0l : T; — Y xS; and §; = =pg, : Y xS; — S; is a lift of
g1 = g1, : Tr — S1. Then, for M € DA.(S), the following diagram in Dofilypyoo(T‘m/(Y‘mxS'}m))
commutes

*mod[— An,FEPRY (M
Rg*mod[ (]:GM(M))a% T Ezg

wmod|= (‘7:5 an( ))

lT(g,fanxM)
. an (T(An,FZM)(g" M)
(FEM(g* M) E (FEM (9™ M)

(T(g,FGM)(M))“"l

(ii) Let S € Var(C). Let S =UL_,S; be an open cover such that there exist closed embeddings i; : S; —
S; with S; € SmVar(C). Then, for M, N € DA(S), the following diagram in Do fit.p 0 (S%"/(S$™))
commutes

G M
(FEM (M) @0, FGM ()b

]

(F§M (M) @ Ogen FGM(N)2" T(An, F§M)(M®N)

(F§M(M @ N))™

T(An,FGM)(M)®0gan T(A"J"?M)(M)l

T(®,FSMY(M,N))
FEM(M) @00 FEU (N FEM (M @ N)

Proof. Immediate from definition. O
Proposition 142. Let f: X — S a morphism with S, X € Var(C). Assume there exist a factorization
fiXLyxshs

with Y € SmVar(C), [ a closed embedding and p the projection. Let S = U;S; an open cover such that
there exists closed embeddings i; : S; < S; with S; € SmVar(C).

(i) We have then the following commutative diagram in Dot p.oo(S*™/(S™)),

T(An,F P (M(X/S))

(F§M(M(X/S)))" = F§an(M(X/S))
eM X/S)“"l lIGM(X/S)
(T (an,ps,)7)
((pgl*FXIEzaT(QYXSI/SI dSI] w[J(x/s)an) 5 : (pgf*FXEusu(Q(YXgl)an/g?n)[_dS,]aU’J
((P-TS (@) (=)*™) l(P*TwO(&’Y)(*
FDR ST (an,y)(=))oTP ™ (an, f)(=} FDR
(TP, Baar (Oy 3, Fy)[—dy — d, ], 215(X/S))) ™ , JE PRy Busa (O e o) —dy — ¢
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(ii) We have then the following commutative diagram in PShpe pi1(S*™ /(S¢™)),

Js(=)oH™T(An,FEPRY(M(X/S))

JsH(F§M (MPM(X/S)))™" HMF§ (M2
H"(IGM(X/S)“")l lH"I

n . an an A" (Two (an,pg[)”)) n .
TSH™ (0, Ty Bear (5, 5))%" (=, wrs (X/5)) , H" (05, Dx Bus (5
H”((:D*Tu?(&’Y)(*))an)l lH”(:

”(gg(an-ﬁ)(*))OH"TDm"d(an-,f}@DR
| R

JsH([I PR (T x, Bear(Oy 5, F)[-dy — dg,),21(X/S)))

FX[EUSU(O(YXS’I)(ML ) Fb)[_(

Proof. (i):Immediate from definition.
(ii):Follows from (i). O

We deduce from proposition 142 and theorem 22 (GAGA for D-modules) the following :
Theorem 41. (i) Let S € Var(C). Then, for M € DA.(S)
Js(=) o H"T(An, FGM) (M)  Js(H™ (F§M (M))*") = H"F§ g7, (M)

is an isomorphism in PShp (S /(5¢™)).

(i1) A relative version of Grothendieck GAGA theorem for De Rham cohomology Let h : U — S a
smooth morphism with S,U € SmVar(C). Then,

jS(_) (e] JSTMO(G/]’L, h) . JS((Rnh*Q.U/S)an) l> Rnh*Q.Uan/San

is an isomorphism in PShp(S™).
Proof. (i):Follows from proposition 142(ii) and theorem 22 using a resolution by Corti-Hanamura motives.
(ii):Follows from (i) and lemma 22(ii). O
6.3.2 The transformation map between the analytic filtered De Rham realization functor
and the analytification of the filtered algebraic De Rham realization functor

Recall from section 2 that, for S € Var(C) we have the following commutative diagrams of sites

AnSp((C)2/S Hs AnSp(C)2’pT/S
X\ J K\
Ang AnSp((C)Q,Sm/S ls/\w ADSP(C)Q"SmpT/S
Var(C)?/S A J‘S Var(C)**m#" /S Ans
K L K
Var((C)Q/S s Var((C)Q,Smpr/S
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and
Glr}g2

AnSp(C)?*r/S AnSp(C)/S , (59)

Q
P
=

/
19}

Ang AnSp(C)%smrr/§

AnSp(C)*™/S

Var(C)%rr /S le Var(C)/S Ans

\
12
Gryg

Var )2sm /S Var(C)*™ /S

and that for f: T — S a morphism with T, S € Var(C) we have the following commutative diagrams of
site,
Anp

AnSp(C)?/T" Var(C)2/T
P(f) AnSp(C)>*™ /" AHJ['P(” Var(C)?s™ /T
AnSp(C)?/Sen %D £ Var(C)?/S P(f)

Ang

AnSp(C)%sm /gan Var(C)?sm /S

Let S € SmVar(C). We have the canonical map in C(Var(C)?*™?"/S)
QF(sZn/S) (Q;g‘,pr, FDR) - (Q/:ga)fru FDR)
given by for p: (Y x S, Z) — S the projection with Y € SmVar(C),

Q) 5y (Y X S,2)/8) : Q575 @0y s Ty (Oy x5, )

Qv xs)an /vy xs)y/(san/s)(—)

® Hd an
Q(Y><S)“"/»‘9“" @Oy x syan (Fé g(OYxSan))

We have the following canonical transformation map given by the analytical functor:

Definition 150. Let S € SmVar(C). For F € C(Var(C)?*™" /S), we have the canonical transformation
map in Cpee 71 (S™)
T(an, Q) &")(F) :

(e(S)«Hom?® (F, Eet(Q/}; P Fpr)))*" i= Osan @anz 05 ang(e(S)«Hom® (F, Eet(Q/ig T Fpr)))

T(an,e)(— an * ° L] T
), Ogon @ansy 05 (e(S™™)s Ang Hom® (F, Eet(QE", Fpr)))

T(An,hom)(—,— an ° * * /s
( "C7, Ogun @ang 05 (e(S™) Hom® (Any F, Any Eer(Q5", Fpr)))

Hom(Ang F,Ang Ee(Q) 50, ))@m)

e(S*")  Hom® (Ang F, Eet(Q;’;;fT’a", FpRr))

By definition of the algebraic an analytic De Rahm realization functor, we have a natural transfor-
mation between them :

313



Definition 151. Let S € SmVar(C). Let M € DA.(S) and (F,W) € Csy(Var(C)*™/S) such that
(M, W) = D(Ag, et)(F,W). We have the canonical transformation map ws(D(MHM (S))) C Dp1,0)fit,00(S*™)

T(An, Fo,PP) (M) : (Fpr(M)*" := (e(S)«Hom® (Lps.pus- R (p5 L(F,W)), E (Q/S P Fpr)))™
T(an, QF 2(=) . r,an
— s e(8)«Hom® (An Lps.ps« RET (p5L(F,W)), Eet(Q/’SF(;f " FpRr))

i> 6(5)*H0m' (Ang LpS*MS*RCH (pj%’L(Fu W))7 Eusu (Q;g‘a,fr,an7 FDR)) ]:FDR( )

S,an

We give now the definition in the non smooth case : Let S € Var(C). Let S = U'_,S; be an open
cover such that there exist closed embeddings 7; : S; < S; with S; € SmVar(C). For I C .J, denote by
pry: Sy — S; the projection. Consider, for I € J C [1,...,1], resp. for each I C [1,...,1], the following
commutative diagrams in Var(C)

Dy = S[L>g[.

juT PIJT

S;—1= 8,
We then have the following lemma

Lemma 24. The maps T(an,Q.)(—) induce a morphism in C’Doo(fil)(s/(g]))

(T'(an, Q/Sp W Lpg,nz, R (05, Liirgi F))) -

((¢'(S1)«Hom* (Lpg, . ng, R (p5, L(irji F)), Eet(Q;gI’pT, Fpr))™, (uf,;(F))™)

— (¢/(Sr)«Hom* (An(S1)* Lpg, . ng, R (0§, L(ir.ji F)), Eet(Q;’gFI’pr’“n, Fpr)),ui,(F))

Proof. Obvious. O

Definition 152. Let S € Var(C). Let S = UL_,S; be an open cover such that there exist closed embeddings
i1 Sy = S; with S; € Sn}Var((C). ForI C[1,...,1], denote S; = M;ecrS;. We have then closed embeddings
1St = St = IierS;. Let M € DA(S) and (F,W) € Cry(Var(C)*™/S) such that (M, W) =
D(AL, et)(F,W). We have, by lemma 24, the canonical transformation map in 7s(D(MHM(S))) C
Dp (1,0 fit,00 (S™)
T(An, FgPH)(M) : (F PR (M)™" =
((¢'(Sn)xHom® (Lpg, g, R (g, L(irsji (F, W), Ber (55 ™" Fpr))) ™, (ug ; (F,W))™)
(T(an, @ 2" (Lpg, s, RO (05 Ll i (F;W))))

(¢'(S1)«Hom* (An(S1)* Lpg, .13, R (pg, L(ir7 (F, W))),Eet(ﬂ;gi’”’“" Fpr)),ui,;(F,W))
= (¢(S1)-Hom* (An(S1)"Lpg, g, RO (05, L(irji (F,W))), usu(ﬂ;’;’pr’an Fpr)), u, (F,W))
= Fgan (M)

The following proposition says this transformation map between F9" and (F, g DRjan jg functorial in
S € Var(C), hence define a commutative diagram of morphism of 2-functor :

Proposition 143. (z) Let g : T — S a morphism with T,S € Var(C). Assume there exist a fac-

torization g : T Lyxs® g with, Y € SmVar(C), | a closed embedding and ps the projec-
tion. Let S = UL_,S; be an open cover such that there exist closed embeddings i; : S; — S; with
S; € SmVar(C). We then have closed embedding i; 0l : T; — Y X S; and § gr:==pg, 1 Y x S; — Sy
is a lift of gr == g7, : Tr — SI.
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(i0) Then, for M € DA (S), the following diagram in wr(D(MHM (T")) C Dp(1,0)fit,00 (T /(Y™ x
Sam), see definition 123 and definition 144 commutes

Mo an *mo g;m;d(T(An FsPh o
it (FEPRDM)) ™) = (gigae(FEPR(M))H———=— I%ng(‘FgaDnR< M))

'(T(gyfFDR)(M))“"J( J{T(gfanR)(M)

. an T(An, FEPRY(g* M) N
(]:FDR( M)) T I_-FDR( M)

T,an

(i1) Then, for M € DA.(S), the following diagram in mr(D(MHM (T)) C Dp(1,0)fit,00 (T /(Y 4" x

S9m)) commutes

*Mmo an *Mo 9, MOd(T(A" ]'_FDR)(A/[ ‘mo
i (FEPROD)™) = (g37igt (FEPR ) R gl ea e DR a1

(T(ngDR)(M))“"T T’T‘(gfanR)(M)

N an T(An, FEPRY(g* M) N
(FrPE(g*M)) = Frof(g M)

T,an

(i2) Then, for M € DA (T), the following diagram in wg(D(MHM(S*™)) C DD(lyo)filyoo(S“"/(S'}m))
commutes

Hdg n, FDR
Ryl (FFPRQ)™) = (Rg'"ts » (FEPR(ar) i TRl (FEDR (ar))

S,an
(Tx (gyfFDR)(M))“"T T'T*(gffn’,m)(M)
an T(An, FEPEY(Rg. M)
(FEPR(Rg.M)) —— FEDR(Rg. M)

(i3) Then, for M € DA (T), the following diagram in wg(D(MHM(S*™)) C DD(lyo)filyoo(S“"/(S'}m))
commutes

an Hdg(T(An,]'—FDR)( )
R/ ((FEPR(M))en) = (RgHds)(FEPR (M) fie ZIANTs YO0 ds( pEDR ()

S,an
/(T!(QvaDR)(M))a"l J/T!(gi]:f'nPR)(M)
n. FEDR '
(.FgDR(Rg[M))‘m T(An,Fg =) (Rg M) -FSanR(Rg!M)

(i) Let S € Var(C). Let S = UL_,S; be an open cover such that there exist closed embeddings i; : S; —
S; with S; € SmVar(C). Then, for M,N € DA.(S), the following diagram in ms(D(MHDM(S))) C
Dp1,0)fil,00 (S an /(S9™)) commutes

(FEPR(M) @0, FEPR(N) LD

]

(FEPR(M))*™) @ Ogan (FEPE(N))™™) T(An,FEPR)(M®N)

(FEPR(M ® N))™

T(An,FEPH)(M)®0gan T(AnngR)(M)l

FEDR(\) @0... FEPR(N 3T(®fanR)(M,N))
san

S,an S,an

FEDR(M © N)

S,an

Proof. Immediate from definition. O

315



Proposition 144. Let f: X — S a morphism with S, X € Var(C). Assume there exist a factorization
fxbyxshs

with Y € S}nV&r((C), l a closed embedding and p the projection. Let S = U;S; an open affine cover and
i; 2 S; = S; closed embeddings with S; € SmVar(C). We have then the following commutative diagram
in Dpes fil,00(S™™),

(FEPR(M(X/S)))en fen 7 OIS FEDR(M(X/S))

S,an

lI(X/S) lI(X/S)

TP (anpg )(~)

(RFTOET(0y 5, Fo)(dy)[2dy ], 210(X/8)) " —————= RFT(TYY (O 3, y0ns Fo)(dy) [2dy ], 215 (X/S)))

Proof. Immediate from definition. O
We deduce from proposition 144 and theorem 22 (GAGA for D-modules) the following :
Theorem 42. Let S € Var(C). For M € DA.(S), the map in mg(D(MHM(S"))) C Dp(1,0)fi1,00(S*")

T(An, FFPR)(M) : (FgPR(M))*" = Féo (M)
given in definition 152 is an isomorphism.
Proof. Follows from proposition 144 and theorem 22. O
We finish this subsection by the following easy proposition :

Proposition 145. Let S € Var(C). Let S = UL_,S; be an open cover such that there erists closed
embeddings i; : S; — S; with S; € SmVar(C) Let M € DA.(S) and F € C(Var(C)*™/S) such that
M = D(A%, et)(F). Then the following diagram in Do i, p,0(S/Sr) commutes

To(T(FGM FEPR) (M)

(F§M(LDsM))™" Js((F§PR(M))™™)

T(An.,]—'gM)(DsM)l le(T(An,J:gDR)(M))

T(F§ o F& an ) (M)

F§an(LDsM) Ts(Fs,an (M)
Proof. Immediate from definition. O

7 The Hodge realization functor for relative motives

7.1 The Betti realization functor

We have two definition of the Betti realization functor which coincide at least for constructible motives,
one given by [1] using the analytical functor and one given in [7] by composing the analytical functor
with the forgetfull functor to the topological space of a complex analytic space wich is a CW complex
(see also [20] for the absolute case) .

Definition 153. Let S € Var(C).

(i) The Ayoub’s Betti realization functor is
Btig : DA(S) — D(S*") , M € DA(S) — Btig M = Re(5"")« Ang M = e(S*"),sing . Ang F’

where F € C(Var(C)*™/S) is such that M = D(Al,et)(F).
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(ii) In [7], we define the Betti realization functor as
Btig : DA(S) — D(S*") = D(5°”) , M  Btighl = Re(S°"),CwgM = ¢(5°”).sing,. CwgF
where F € C(Var(C)*™/S) is such that M = D(A!, et)(F).
(iii) For the Corti-Hanamura weight structure on DA™ (S), we have by functoriality of (i) the functor
Btig : DA™ (S) = Dy (S") , M 5 Btig M = ("), sing, . An§(F, W)
where (F,W) € Cyy(Var(C)*™/S) is such that (M, W) = D(A',et)(F,W).
Note that by [7], Ang and 6‘&2 derive trivially.

Note that, by considering the explicit D} local model for presheaves on AnSp(C)*™ /S, Btig(DA™(S)) C

D~(S%") ; by considering the explicit I} local model for presheaves on CW*™ /S é?i*s(DA_ (9)) C
D—(5%™).
Definition 154. Let f : T — S a morphism, with T,S € Var(C). We have, for M € DA(S),
(F,W) € Cpy(Var(C)*™/S) such that (M,W) = D(A',et)(F,W), and an equivalence (A',et) local
e: fHE,W) — (F',W) with (F',W) € C¢y(Var(C)*™/S) such that (f*M,W) = D(A', et)(F',W) the
following canonical transformation map in Dy (T):

T(f,Bti)(M) : f*Btig M = [*e(S™).sing, . Ang(F,W) LI,

e(T")T(f,0)(F, W)

e(T")« f"sing Ang(F, W)  (60)

e(T*")sing,, f* Anp(F, W) = e(T*").sing An} f*(F,W) (61)

e(Ta")*sing]D* Ant e

e(T™)sing Anjyp(F', W) =: Btiy f*M  (62)
Theorem 43. Let f : X — S a morphism, with X, S € Var(C). For M € DA.(S),
T(f,Bti)(M) : f* Btii(M) = Bti f*(M)
is an isomorphism in Dy(X).
Proof. See [1]. O

Definition 155. o Let f: X — S a morphism, with X,S € Var(C). We have, for M € DA.(X),
the following transformation map

ad(f*,Rf.)(Btig (f. M

Yy R, Btis(Rf.M)
Btix (ad(f*,Rf«)(M)) R, Bt (M)
* X

T.(f,Bti)(M) : Bti5(Rf., M)

T(f,Bti)(f+ M) Rf* Btlj;( (f*Rf*M)

Clearly, if 1 : Z — S is a closed embedding, then Ty (I, Bti)(M) is an isomorphism by theorem 43.

o Let f: X — S a morphism with X,S € Var(C). Assume there ezist a factorization f : X 4

Y x 825 S withY e SmVar(C), [ a closed embedding and ps the projection. We have then, for
M € DA.(X), using theorem 43 for closed embeddings, the following transformation map

. —1
T(f, FEPRY(M) : Rfy Bti% (M) = Rpsil,, Btix (M) L2000,

Bti(Y x S)* ad(Lpsgs,pl) (1« M)

Rps Bti(y X S)*(Z*M)

Rpsi BUi(Y x S)* (s Lpsyly M) L 2P0 wsst-2)

ad(Rps1,ps)(—)
— s s

Rpsipls Bti(Y x 8)*(Lpsgl. M) = Rpgips Bti(Y x S)*(fiM) Bti(Y x §)*(fiM)

Clearly, for f : X — S a proper morphism, with X, S € Var(C) we have, for M € DA.(Y x S),
Ti(/, Bti) (M) = T, (f, Bti)(M).
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o Let f: X — S a morphism with X, S € Var(C). We have, using the second point, for M € DA(S),
the following transformation map

T'(f,Bti) (M) : Bti (f'ar) 22 LEDEEU D)

Ti(f,Bti)((f' M) FBUL(ASM)
” Ss\J!

Definition 156. Let S € Var(C). We have, for M,N € DA(S) and F,G € C(Var(C)*™/S)) such that
M = D(A',et)(F) and N = D(A', et)(G), the following transformation map in Dpsi(S)

' Rf Bty (f' M)
Btig (ad(fi,f')(M)) £ Btis (M)

Btig M @ Btig N := (e(5).sing . Ang F) @ (e(S).sing , Ang G)
T (sing p+,®)(Ang F,Ang G)

e(S).sing, . Ang(F @ G) =: Btig(M ® N)
Theorem 44. (i) Let f : X — S a morphism, with X, S € Var(C). For M € DA (X),
Ti(f, BE) (M, W) 5 fi Bt (M) = Bei fi
is an isomorphism.
(ii) Let f: X — S a morphism, with X,S € Var(C). For M € DA.(X),
T.(f,Bti)(M, W) : f. Btix M = Bti§ Rf. M
is an isomorphism.
(i1i) Let f: X — S a morphism, with X, S € Var(C). For M € DA.(S),
T'(f,Bti)(M) : f'Btig M = Bti% f'M
is an isomorphism.
(iv) Let S € Var(C). For M,N € DA.(S),
T(®,Bti)(M) : Btif M @ Btig N = Bti% (M @ N)
is an isomorphism.
Proof. See [1]. O
The main result on the Betti realization functor is the following
Theorem 45. (i) We have Btig = 1%?1; on DA™ (S)

(i) The canonical transformations T'(f,Bti), for f : T — S a morphism in Var(C), define a morphism
of 2 functor
Bti : DA(-) — D(-*"), S € Var(C) — Btig : DA(S) — D(S")

which is a morphism of homotopic 2 functor.

Proof. (i): See [7]
(ii):Follows from theorem 43 and theorem 44. O

Remark 13. For X € Var(C), the quasi-isomorphisms

ZHom(D?,, X) A% ZHom(D" (0, 1), xan) 2omX),

et

Z Hom([0, 1]", X*),

where,

D, == (e: U — A", D™(0,1) C e(U)) € Fun(Vg, (D™(0, 1)), Var(C))
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is the system of etale neighborhood of the closed ball D™(0,1) C A™, and i : [0,1]" < D"(0,1) is the
closed embedding, shows that a closed singular chain o € ZHom" ([0, 1]™, X %), is homologue to a closed

singular chain B
B =a+0y=Po» € ZHom" (A", X)

which is the restriction by the closed embedding [0, 1]™ — U* 5 A", where e : U — A" an etale morphism

with U € Var(C), of a complex algebraic morphism :U — X. Hence $([0,1]") = ([0,1]") C X is the
restriction of a real algebraic subset of dimension n in Resg(X) (after restriction a scalar that is under
the identification C ~ R?).

Definition 157. Let S € Var(C) The cohomological Betti realization functor is

BtiY : DA(S) — D(5),
M — Bti§(M) := RHom(Bti§ M, Zsew) = RHom (M, Btig. Zgew )

where for Btig, : K € D(SY) — R Ang. e(S“)*K € DA(S) is the right ajoint to Btig.
7.2 The Hodge realization functor for relative motives
Recall (see section 2) that for S € Var(C), we consider the dual functor
Dgs : C(Var(C)*™/S) — C(Var(C)*™/S), F — DgF := Hom(F, Eet(Zs)).
Similarly, for S € AnSp(C), we consider the dual functor
Ds : C(AnSp(C)*™/S) — C(AnSp(C)*™/S), F — DgF := Hom(F, Eysu(Zs))

The filtered De Rham algebraic realization functor constructed in section 6 and on the other hand
the Betti realization functor (see section 7.1) give the Hodge realization functor :

Definition 158. Let S € SmVar(C). We define the Hodge realization functor as

‘/—_-gldg = (‘/—"gDR,BtIZv) : DAC(S) — D'D(l,O)fil,oo(S) Xr Dfil(San),
M — FH9(M) = (FEPR(M), Btiy M, (M),
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where a(M) is the map in Dy (S*™)

a(M) : (Btig M) ® Cg = (e(S5).sing. Ang L(F,W)) ® Cg
s(e(S).sing_, An L(F,W))

DR(S)!" (Hom(LDs L(e(S).sing, . Ang L(F, W), Eusu(Os)))
= DR(S)!" (Hom(LDsL(e(S).sing ), Ang L(F, W), e(S)« Busu()s)))

DR(S)Z1(Hom (T (e,hom)(—,E(Z))og,—))

DR(S)!"!(Hom(Le(S).LDsLsing , Ang L(F, W), €(S)« Eusu(275)))

DR(S)T (Hom(Le(S)uDsc(Ank L(F,W)),e(S)x Busu(295)))

DR(S)!"l(Hom(Le(S).LDs Ans L(F, W), e(S)« Eusu(2)s)))

DR(8) (goHom(Hom(T(An,hom) (=, Eer(Z)),e(S) s Busu (295))))

DR(S)1 (Hom(Le(S). Anf LDSL(F, W), e(S). Eusu (255)))

DR(S) (Hom (—,e(S)x Busu (Gr(Q/sam))) ")

DR(S)! (Hom(Le(S). Anf LDsL(F, W), e(S). G Busu(Q75.27™")))

DR(S)}((Hom(g,—)oT (e;hom) (=,=)) 1)

DR(S)(e(S)Hom(Ang LD L(F, W), Grgl Eusu(255.57")))
= DR(S))(e(S) Hom(Ang LDY(L(F, W), Grg, Busu(Q55:27")))

DR(S)"N(Hom(Ang LTS (L(F,W)), Eusu(Q55457°™)))

DR(S)! (¢ (S). Hom(Ang L Grgl Lps. s« RO (p5 L(F, W), Grgl Eusu(Q55.527")))

DR(S)I(1(Grg?" ,Grid) (=, —)oI (Ang,Ans.) (= -))

DR(S) (¢ (8)Hom(Grg™ LGrgl Lps. s« R (p5 L(F, W), Ans., Eueu(Q5557")))

DR($)7 (Hom(ad(Gr§*,Gri) (—)og,—) 7"

DR(S)!7(¢/(S). Hom(Lps. pus« R (5 L(F, W), Ans Eusu(5:27"))) = DR(S)THF (M, W)

-1 n.FEDR -1
S A s DR(S)I(FE R W)

where (F,W) € Cyy(Var(C)*™/S) is such that (M, W) = D(A',et)(F,W)
e 5(K): K — DR(S)I"/(Hom(DsLK, E(Og)) is the isomorphism of theorem 25,
e the map
Hom(q, —) o T(e, hom)(—, =) : e(S). Hom(L Ang DsL(F, W), Grg’, Busu(Q75:27")))
— Hom(Le(S). Ang D L(F, W), e(S). G’ Busu(Q75.27")))
is a filtered equivalence usu local by proposition 40 and proposition 131,
o TSH(L(F,W)) : Grg’ Lpssjts« REF (p5L(F,W)) — DY(L(F,W)) is given in definition 38,
e ad(Grg™, Gri2 ) (Lps.ps« RET (p L(F,W))) o q is an equivalence (A, et) local by lemma 5,
o FER(M) = 0;uF§PR(M) € Dpoga(S), FE5,(M) = opaF§ 0 (M) € Dpopa(S™™),

o T(An, FEPEY(M) : (FRE(M))em = FBRE (M) is an isomorphism by theorem 42.

S,an

We now give the definition in the non smooth case :
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Definition 159. Let S € Var(C). Let S = U;S; an open cover such that there exists closed embedding
i; 0 S <= S; with S; € SmVar(C). We define the Hodge realization functor as

FHI9 .= (FEPE Bti%) : DA(S) = Dp(1.0)it.00(S/(S1)) X1 Dyar(S™),
M s FI9(M) = (FEPR(M), Btig M, a(M)),

where a(M) is the map in Deyy(S™ /(S¢™))

a(M) : T(S/(Sn)((Btig(M, W)) @ Cs) := (ir.j; ((e(S).sing . Ang L(F,W)) ® Cs),, T%(D1)(-))
s(e(S).sing , An% L(F,W))

DR(S)" (Hom(LDg, L(ir.j;e(S).sing, Ang L(F,W)), Eusu(Og,)), urs(~))
= DR(S)1) (Hom(LDg, L(i1sj7 (e(S)ssing . Ang L(F, W), e(S1)«Eusu(5)))), urs(~))

DR(S) "l (Hom (T (e,hom)(—,E(Z))oq,—))

DR(S)!"N(Hom(Le(S1)« LDg, L(ir.jising,, Ang L(F, W), e(S‘I)*Eusu(Q; s)

DR(S)!"1(LHom(e(S1). LDg, Lir.j} c(Anj L(F,W)),B(SI)*Eusu(Q;SI)))

DR(S)7) (Hom(Le(S’I)*LID)glL(il*j}‘ Ang L(F,W)), e(gj)*Eusu(Q;SI)), urg(—))

DR(S)l-] (Hom(Hom(T(An,hom)(7,Eet(Z))o]D)SIT(An,iI)(f),e(SI)*Eusu(Q;SI))))

DR(S)") (Mom(Le(S1), Any, LDg, L(ir. i (F, W), e(S1). Buea 255, ur(-))

DR(S)") (Hom(Le(Sr). Ang, LD (L(irji (F.W))), e(S1) Busu(275))) urs (=)

DR(S)[i] ((’HOW(-,@(SI)*Eusu(Gr(Q/Sa"))))71)

DR(S)"(Hom(Le(Sy). AngI LD%IL(iI*j}k(F, W), e(S1)« Grg* Eusu(Q;ggfr’an)), urg(=))

DR(S)!")(Hom(g,—)oT (e;hom) (=, =) 1)

DR(S)) (e(S1). Hom(An's, LD, Lliraji (F, W), Grl2, Fusu(5507™)), urs(-))

DR(S)" (Hom(Ang LTS H (L(irj7 (F.W)))oq,Grg | Eusu(ﬂ;g}ﬁm“)))

DR(S)! (' (Sp)«Hom(Ang,, Grg_ Lpg, s, RO (05, L(iredi (B, W), Grg Eusu(255.77")), urs(=)

DR(S)!7 ((GriE* Gri2 )(=,=))ol(An2" Anl2 )(~,-))

DR(S) e (S1). Hom(Gr* LGrl2 _pg, s, RO (95 Llirfi (W), A2, Busu@552)), urs (=)

Hom(Hom(ad(Gr?I* ,Gr?[ J(=)og,—)

DR(S)7 (€ (1) Hom(Lpg, g, R (05, Llirj] (B, W), Ang,, B (Q)5.27)) urs (F))
= DR(S)CNFRE (v, W)

S,an

DR(S) (1 (An, FEPR) (M W) ™)

DR(S)FW(FF™ (M, W)™
where (F,W) € C¢y(Var(C)*™/S) is such that (M, W) = D(Al, et)(F,W)
e 5(K): K — DR(S)I"/(Hom(DsLK, E(Og)) is the isomorphism of theorem 25,
o the map Hom(q,—)oT (e, hom)(—, —) is a filtered equivalence usu local by proposition 40 and propo-
sition 131,
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o TSH(L(EW)) : Grgl, Lpg, ug, RO (p5, Lirji(F,W)) — Dg(Lirji(E,W)) is given in defini-
twn 38,

D ad(GrlQ* Grlgi*)(Lng*MSI*RCH(pEILiz*j}‘(F, W)))oq is an equivalence (Al, et) local by lemma 5,
o FOR(M) := 0puFEPR(M) € Dpogu(S), F&&,(M) := opaFELF(M) € Dpogu(S*),

o T(An, FEPRY(M) : (FER(M)) = FEER (M) is an isomorphism by theorem 42.

We now give the functoriality with respect to the five operation using the De Rahm realization case
and the Betti realization case :
Proposition 146. (i) Let g : T — S a morphism with T, S € Var(C). Assume there exists a fac-

torization g : T Lyxst S, with Y € SmVar(C), | a closed embedding and p the projection.
Let S = UzeIS an open cover and i : S; <> S‘l closed embeddings with S‘l € SmVar(C). Then,

Y x S; — St is a lift of g1 = gir; 2 Tt — Sr. Then, for M € DA.(S), the following diagram
commutes :

g*(a(M)) : g" Btig M —= DR(T) g0 (FE L, (M) — DR(T) T (9750 F§T (M) ")

T(g,bti) (M) lDR(T)”(T(gfanR)(M)) lDR(T)[]((T(g-,}'FDR)(M))“")

a(g*M) : Btip g*M DR(T)T (FR (97 M) DR(T)I(FRF(g*M)™)

see definition 102, definition 123, definition 144 and definition 154

(i) Let f: T — S a morphism with T, S € QPVar(C). Then, for M € DA.(T),the following diagram
commutes :

fola(M)) : RfBtiy M —— DR(S) N REIUFRE, (M) —— DR(S)FW (R FRR(M))m)

T (f,bti) (M) T ]DR(S)[]((T*(ffFDR)(M))"")

a(Rf.M) : Big Rf.M ——= DR(S)ZN(FLR (R, M)) ——= DR(S)(FPR(Rf.M))™)

see definition 102, definition 124, definition 145 and definition 155
(iii) Let f:T — S a morphism with T,S € QPVar(C). Then, for M € DA.(T),the following diagram

commutes :

Aa(M)) : Rfi Btij, M — DR(S)TV(RATYFLE" (M) — DR(S)!T(RATY FE p(M))em)

T;(.ﬂbti)(M)l l J{DR(Sﬂ]<<T!<f,fDR><M>>“">

o(RfiM) : Btis M ——= DR(S) N (FEE(RAM))) —— DR(S)V(FS(RAM))™)
see definition 102, definition 124, definition 145 and definition 155

(iv) Let f : T — S a morphism with T, S € QPVar(C). Then, for M € DA.(S),the following diagram
commutes :

fH(a(M)) = f*Btiy M —= DR(T) W R 17304 (FEE, (M) —— DR(T) (750 FER (M) ")

T’(f,bti)(M)T T’(f}fanR)(M))T TDR[](T)((T’(gyfFDR)(M))“")

a(f'M) : Btip f'M DR(T)NFRE, (M) DR(D)EN(FRE(F M) )

see definition 102, definition 124,definition 145 and definition 155
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(v) Let S € Var(C). Then, for M, N € DA.(S),the following diagram commutes :

Bti, M © Btil N AODEAN) b R(S)(FPR(M) ©0. FPR(N))™)
T(&bti)(M,N)l lDR(S)((T(®,]-'DR)(M,N))‘“‘)
% a(MQN
Bti% (M ® N) COION) . DR(S)(FS (M ® N))™™)

see definition 126 and definition 156.

Proof. (i): The commutativity of the right square is given by applying the functor DR(T)!~! to the
commutative diagram

2mo un o g?xm,;d(T(An,}-FDR)(M ,
G (FEPR(M))™) = (gimed(FEPR (M) ft_ LTS Ao FEDR (1))

’(T(Q»J’FDR)(M))“”\L lT(g,anDR)(M)

. an T(An, FEPEY(g* M) N
(FEPR(g*M)) L FHDR(g* M)

T,an

given in proposition 143(i0). On the other hand, the commutativity of the left square follows from the
following commutative diagram :

DR(T)N(ry; ¥ gimede! (Sy) Hom(Ang, Lpg,.ps,, R (0} LirjiF),

(gFirjie(S)« Ang LE, gyurs (=) —— Busa(Q55,0"), 57 (w15 (F)))
T(e.9)(F) JDR<T>H (T(9,F ) (M)
DR(T)[*](@/(Y X S’])*'Hom(An;Xgl LpSz*/‘&*RCH(P;XSI@LZ'[*]'}“F),
(i), 57 e(T), An g* Fug s (=) ——— Busu( @3y, ), G5uf 5 (F)

(ii): Follows from (i) by adjonction.

(iii): The closed embedding case is given by (ii) and the smooth projection case follows from (i) by
adjonction.

(iv): Follows from (iii) by adjonction.

(v):Obvious

We can now state the following key proposition and the main theorem:

Proposition 147. Let f : X — S a morphism with X,S € Var(C), X quasi-projective. Consider a

factorization f: X Ly xS 2% S withY =PNe c PN an open subset, | a closed embedding and ps the

projection. Let S = U;S; an open cover such that there exist closed_embeddings i; : S; — S; with S; €
SmVar(C). Recall that St := NierSi, X1 = f~1(S1), and Sy := ;e S;. Then, using proposition 146(iii),
the maps of definition 124 and definition 155 gives an isomorphism in Dp(1 0)fa(S/(S1)) x1 D(S™)

(T(f, FFPR)Z(X/ X)), Ti(f, B)(Z(X/ X)) :

F§ M (MPM(X/S)) = (F§PRRAZ(X/ X)), Btis RAZ(X/X), ao(RAZ(X/X)))

= (RfHag: (F}’IHdg(Ong,aFb)aﬂﬁzJ(X/S))aRf!ZXana A X/(Y % S1)))) =t RfinagZy™
Proof. Follows from proposition 146(iii),theorem 35(i) and theorem 44(i). O

The main theorem of this article is the following :

323



Theorem 46. (i) For S € Var(C), we have F{*(DA.(S)) C D(MHM(S)).

(i) The Hodge realization functor Fraq(—) define a morphism of 2-functor on Var(C)
FH9 . Var(C) — (DAL(—) — D(MHM(-)))

whose restriction to QPVar(C) is an homotopic 2-functor in sense of Ayoub. More precisely,
(10) for g : T — S a morphism, with T,S € QPVar(C), and M € DA.(S), the the maps of
definition 123 and of definition 154 induce an isomorphism in D(MHM (T))
T(g, FH149) (M) := (T(g, FFPT)(M), T (g, bti)(M)) :
g I FGY (M) = (g3 FSPR (M), g" Beis (M), 9" (a(M)))
= (FF (g™ M), Btig (9" M), og™ M) =2 F“(g" M),
(ii1) for f: T — S a morphism, with T, S € QPVar(C), and M € DA.(T), the maps of definition
124 and of definition 155 induce an isomorphism in D(MHM (S))
T (f, FH) (M) o= (T(f, FFPR) (M), To(f, bti) (M) +
RfnagnFp ™ (M) := (RIS F{PR(M), Rf. Btis (M), f.(a(M))
= (FEPR(REM), BUig(REM), a(RfM)) =t Fg™(Rf.M),
(i2) for f: T — S a morphism, with T, S € QPVar(C), and M € DA (T), the maps of definition
124 and of definition 155 induce an isomorphism in D(MHM/(S))
Ti(f, FH9) (M) := (T(f, FFPH)(M), Ti(f, bti) (M) :
RfinagFr ¥ (M) = (RAFLPR(M), Ry Btig(M), fi(a(M)))
= (FEPR(RAM), BUis(RAM), a( M) =: Fy (M),
(i43) for f: T — S a morphism, with T, S € QPVar(C), and M € DA.(S), the maps of definition
124 and of definition 155 induce an isomorphism in D(MHM(T))
TH(f, FH9) (M) o= (T'(f, FFPR)(M), T'(f,bti) (M) -
fHRUFSY (M) = (Fiigg FSPR(M), £ Btis(M), f'(a(M)))
= (Fr PR (M), B (M), o f1M) = F£(f'M),
(ii4) for S € Var(C), and M, N € DA.(S), the maps of definition 126 and of definition 156 induce
an isomorphism in D(M HM (S))
T(@, F19)(M, N) := (T(2, F§ ") (M, N), T(®, bti)(M, N)) :
(FEPR(M) @b, FEPR(N),Btis(M) ® Btis(N), (M) @ a(N))
= FEY(M @ N) = (FEPR(M @ N),Btis(M ® N),a(M ® N)).

(iii) For S € Var(C), the following diagram commutes :

Var(C)/S MHUS) D(MHM(S))
M(/S)l lbs
DA(S) T Dosiee(8/(31) %1 Dyu(5°)
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Proof. (i): Let M € DA.(S). There exist a generalized distinguish triangle in DA(S)
M — M(Xo/S)[do] = -+ = M (X /S)[dm],

with f,, : X,, — S morphisms and X,, € QPVar(C). This gives the following generalized distinguish
triangle in DDfil(S) X1 D(san)

F§ (M) = F§"(M(Xo/S))ldo] = -+ = F§ “(M(Xn/S5))ldm],
On the other hand, by proposition 147, we have
FHU(M(X,/S)) =5 RferagZ%™ € D(MHM(S))

ii0): Follows from theorem 34, proposition 146(i) and theorem 43.

iil): Follows from theorem 35(11) proposition 146(ii), and theorem 44(ii).

ii2):Follows from theorem 35(i), proposition 146(iii), and theorem 44(i).

ii3): Follows from theorem 35(iii), proposition 146(iv), and theorem 44(iii).

ii4):Follows from theorem 36, proposition 146(v) and theorem 44(iv).

iii): By (ii), for g : X’'/S — X/S a morphism, with X', X,S € Var(C) and X/S = f : X — S,
X'/S = f’ : X’ — S, we have by adjonction the following commutative diagram

(
(
(
(
(
(

FE9(M(/S)(9)=F1 ad(g1,9') (f'Zs))
FHO(M(X'/S) = £ "Zs = figig™f Ls) T FHA V(X S) = fif'Zs) -

Nl ) lw

a 1y Hdg
H(X'[S) = {111 = figg prze 2t 2D H(X/S) = fif'Z1%

This proves (iii). O
The theorem 46 gives immediately the following :

Corollary 10. Let f : X — S, f': X' — S morphisms, with X, X', S € Var(C). Let S € PVar(C)
a compactification of S. Let X, X' € PVar(C) compactifiaction of X and X' respectively, such that f
(resp. f’) extend to a morphism f: X — S, resp. f': X' = 8. Denote D = X\X and D' = X'\ X' and
E=(Dxg5X')U(X xgD'). We have the following commutative digram

FDR
RHom*(M((X,D)/8), M((X',D')/5)"(d)) = RHom® (FZ4, f/7}1%)
lm =
FR
RHom®*(M (pt), M(X E)(d)) FDR RHom.(thdguaXxsX’!ZgliqSX/)

] . |

24X x5 X', E, o) Xxs* CD sure(X x5 X', E, Z(d))

Proof. The upper square of this diagram follows from theorem 46(ii) and the following isomorphism :

ad (i ,ix
)(Zx)

o ad(ji,j*)(Zx) : M(X/S) = Cone(M(X/S) M(D/8))[-1] =: M((X, D)/8S)

e ad(j,j*)(Zx) : M(X'/S) = Cone(M(X'/S) M M(D'/8))[-1] =: M((X',D")/S)

where i : D < X, i’ : D — X denote the closed embeddings and j : X — X, j' : X’ < X’ the open
embeddings. On the other side, the lower square follows from the absolute case.
O
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