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Artificial spin ice systems, two-dimensional arrays of interacting nanomagnets, provide a playground to
directly observe competing interactions. Due to the anisotropic nature of the dipolar interactions, rotation of
nanomagnets is a powerful way of tuning the interactions. In this paper, we experimentally examine the ground
state transition from antiferromagnetic to ferromagnetic order triggered by this transformation. The as-grown
magnetic configurations well agree with Monte Carlo simulations and ascribe a unique effective temperature
independent of the rotation angle. Deviations from the theoretical ground state and behavior at transition are
therefore well explained.
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Artificial spin systems, generally referred to as artificial
spin ice, are interesting realizations of nanomagnets interact-
ing via dipolar magnetic coupling [1–3]. Offering the flexi-
bility of top-down fabrication techniques and the precise de-
termination of magnetic configurations by magnetic imaging
[4–8], artificial spin systems constitute a wide playground for
statistical physics and might offer application opportunities
[9]. The properties of an artificial spin system depend ob-
viously on both the geometry of the lattice [10,11] and the
nature of the spin which is mainly an in-plane Ising-like spin
(out-of-plane Ising spin systems [12] and Potts spin system
[13] have also been demonstrated). Both aspects directly
impact the interactions between spins but these interactions
can be further tuned by modulation of elements heights [14]
or rotation of the spins [15,16]. Such an angular rotation of
the spins leads to a drastic evolution of properties from the
square ice to the pinwheel lattice [15,17]. The square ice
[Fig. 1(a)] was the first proposed artificial spin ice system
[1]. The “spin ice” appellation originates from the dipo-
lar interactions favoring two-in/two-out vertices similarly to
bulk magnetic spin ice. This analogy is rather limited as
the six pair interactions within a vertex are not equivalent.
The degeneracy expected from the geometric frustration is
therefore lifted and the ground state of the system is an
antiferromagnetic configuration [18]. This configuration has
been experimentally observed in “as-grown” samples [19] and
then in the superparamagnetic regime [20,21]. The pinwheel
lattice [Fig. 1(b)] is expected to have a ferromagnetic ground
state. This ferromagnetic state has been observed by Li et al.
and Gliga et al. [16,17] under field-driven reversal. The
continuous transformation from the square ice lattice to the
pinwheel lattice is achieved by rotation of the spins relatively
to the square lattice. This transformation has been studied
theoretically by Macêdo et al. [15]. The phase diagram of the
system as a function of the rotation angle and temperature
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shows the presence of three phases: paramagnetic at high
temperature, antiferromagnetic for rotation angles below 35◦,
and ferromagnetic for angles above.

We examine a set of artificial spin ice systems composed
by ten tilted networks with elements rotated around their
midpoint of an angle ranging from 0◦ to 45◦ in steps of 5◦.
Rotation is shown in Figs. 1(a) and 1(b), from square ice with
closed edges to pinwheel ice with diamond edges [15]. The
nanomagnets are 400 nm long, 100 nm wide, spaced 500 nm,
and have circular ends so they behave like Ising spins. Each
array of 1800 elements was fabricated using electron beam
lithography, evaporation to deposit 20-nm-thick Permalloy,
followed by liftoff to ensure shape anisotropy. We observe
the as-grown state, right after liftoff using magnetic force
microscopy (MFM) as in Refs. [19,22].

The two extreme cases, square or 0◦- and pinwheel or
45◦-tilted networks, are shown in Figs. 1(a) and 1(b). The
square array observed by MFM in Fig. 1(c) reveals a perfect
checkerboard arrangement with exclusively type 1 vertices
on its vertex population as shown in Fig. 2(b). Thus we
confirm the long-range ground state of our as-grown system
like in Ref. [19]. The 45◦-tilted array observed by MFM in
Fig. 1(d) shows large ferromagnetic domains and its vertex
population a majority of type 2 vertices. The two tilings
experimentally confirm the transition from antiferromagnetic
to ferromagnetic ground state due to tuning of the interactions
by element rotation.

We use the magnetic structure factor and vertex population
to determine the order of each array shown in Figs. 2(b) and
2(c). We identify two states depending on the rotation angle.
On one hand, tilings with rotation angle up to 25◦ exhibit two
features: more than 90% of vertex population consisting of
type 1 vertices and same pattern on the magnetic structure
factor as the square geometry. Focusing on the 25◦-tilted
array, its magnetic structure factor in Fig. 3(a)ii, exhibits
sharp Bragg peaks located at the corners of the Brillouin zone
specific of antiferromagnetic order. Its spin configuration in
Fig. 3(a)i shows a large antiferromagnetic domain (in green),
a small domain of the other configuration (in black), and few
spins flipped. These excitations respectively creating a domain
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FIG. 1. (a) Square ice or θ = 0◦ and (b) pinwheel ice or θ = 45◦

lattice arrangements. (c) Observation of square and (d) 45◦-tilted
networks as-grown state using MFM.

wall of type 2 vertices and monopole-antimonopole pairs [6]
have no consequence on the antiferromagnetic state expected
from dipolar coupling as seen on the magnetic structure
factor.

On the other hand, decreasing the rotation angle of the
array from 45◦ to 40◦ does not change the Bragg peaks on
magnetic structure factor or the prevalence of type 2 on vertex
populations as shown in Figs. 2(b) and 2(c). As highlighted
in Figs. 3(d)i and 3(d)ii, the 40◦-tilted tiling shows Bragg
peaks on magnetic structure factor located at the center of
the Brillouin zones specific of ferromagnetic order. Its spin
configuration shows ferromagnetic domains that are of differ-
ent configurations and although domain walls are created, the
tilling still exhibits a clear ferromagnetic state.

We experimentally demonstrated the transition from anti-
ferromagnetic order for rotation angles up to 25◦ to ferromag-
netic order for angles higher than 40◦. However for rotation
angles in between, the cross sections on magnetic structure
factor Fig. 2(c) reveal Bragg peaks of both antiferromagnetic
and ferromagnetic orders suggesting a coexistence of both
states which is highlighted in Figs. 3(b)ii and 3(c)ii. The 30◦
tiling has 49% of its vertices that are of type 1, 28% of type
2, and 23% of type 3 [Fig. 2(b)]. The type 1 vertices form
antiferromagnetic domains of both configurations (green and
black ensembles) separated by domain walls of type 2 and 3
vertices as shown in Fig. 3(b)i. These two features account for
the antiferromagnetic and ferromagnetic Bragg peaks on the
magnetic structure factor, respectively. However, the 35◦ tiling
has 21% of its vertices that are of type 1, 48% of type 2, and
31% of type 3 translating in spin configuration in small fer-
romagnetic domains and numerous smaller antiferromagnetic
domains. Both features are responsible for the antiferromag-
netic and ferromagnetic Bragg peaks on magnetic structure
factor.

We have seen that tilting our arrays induces a change from
antiferromagnetic to ferromagnetic order, and in between a
coexistence of both. To better understand how our system
behaves, we compute its dipolar energy using the following

(a)

(b)

(c)

FIG. 2. (a) The 16 possible vertices: types 1, 2 two-in/two-
out configurations specific of antiferromagnetic and ferromagnetic
orders, respectively; types 3, 4 single and double monopole-charged
configurations. Green and black colors indicate the two possible type
1 or antiferromagnetic configurations. (b) Vertex populations of our
system and (c) its cross sections on the magnetic structure factor
along the diagonal.

Hamiltonian:

Hdip = Da3
∑
i �= j

[ �Si · �S j

r3
i j

− 3(�Si · �ri j )(�S j · �ri j )

r5
i j

]
, (1)

where D = μ0μ
2/4πa3 is the dipolar coupling constant,

a the lattice spacing, and r2
i j = [�ex · (�ri − �r j )]2 + [�ey · (�ri −

�r j )]2 the distance between spins i and j. The energy calculated
for experimental configurations is represented in Fig. 4 and
first compared to the energy of the two simple ground states:
antiferromagnetic (black dashed line) and ferromagnetic (red
dashed line). For the latter, we consider a Landau configu-
ration that is the lower energy state for a finite square system
[15]. For rotation angles between 0◦ and 25◦, the experimental
energy is close to the ground state in agreement with the
nearly perfect antiferromagnetic order observed. Between 30◦
and 45◦, the experimental energy deviates significantly with
respect to the ground state. This tendency is expected as the
coupling coefficients decrease with the angle and the energy
difference between different configurations also globally de-
creases. In order to possibly ascribe an effective tempera-
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(a) (b) (c) (d)

FIG. 3. Spin configurations and magnetic structure map of (a)i and (a)ii, 25◦-tilted network exhibiting antiferromagnetic order; (b)i
and (b)ii, 30◦-tilted; (c)i and (c)ii, 35◦-tilted network exhibiting both orders coexisting; and (d)i and (d)ii, 40◦-tilted network exhibiting
ferromagnetic order.

ture to our system, it is necessary to quantitatively compare
the experimental configurations with equilibrium properties
of the theoretical system. Therefore, we performed Monte
Carlo Metropolis simulations on a system size identical to
the experimental one taking all interactions into consider-
ation. Equilibrium energies deduced from simulations as a
function of the system angle for three different temperatures
are represented in Fig. 4. It appears that the experimental
energies are compatible with an effective temperature of
kBTeff = 2.8D. For comparison, this temperature can also be

FIG. 4. Dipolar energy of our experimental system compared
to antiferromagnetic and ferromagnetic phases with interactions
minimized all over the array (dashed lines) and computed effective
temperatures using Monte Carlo simulations (solid lines). The inset
shows the phase diagram of our system based on the same method as
Macêdo et al. [15].

expressed relatively to E3 − E1 [23,24], the energy difference
between type 3 and type 1 vertices for the square geometry.
As in the dipolar approximation E3 − E1 = 4(3

√
2 − 1)D,

(E3 − E1)/(kBTeff ) = 4.6. Remarkably, a single temperature
describes the different geometries. We emphasize that con-
sidering all the interactions is essential to achieve this re-
sult. The 16 vertex model [23,24] cannot account for the
observed features; especially for the 45◦-tilted array, since
the interaction between first nearest neighbors is null, longer
range interactions are needed. Even for the classical square
geometry, both models differ significantly. In our case, for
the effective temperature kBTeff = 2.8D, the system lies in its
ground state (100% of type 1 vertices), whereas a significant
number of excitations is expected within the 16 vertex model
(89% of type 1 vertices, 7% of type 2, and 3% of type 3). Note
that for a field-driven demagnetization (oscillatory sinusoidal
field with an amplitude decreased by 3.3 Oe per period), it
is not possible to affect a unique effective temperature for
the whole angular range. We established the phase diagram
of our system based on the same method as Macêdo et al.
[15] and compare it to our effective temperature in the in-
set of Fig. 4. It appears that the experimental configuration
observed at 30◦ is not an antiferromagnetic-ferromagnetic
transition but rather an antiferromagnetic-paramagnetic tran-
sition. At this transition, large antiferromagnetic domains
(type 1) break up in small domains. Considering the in-
certitude on the effective temperature and the possible de-
viations from the calculated phase diagram (due to finite
size effects or inaccuracies of the dipolar approximation),
it is not possible to conclude about the 40◦- and 45◦-tilted
configurations. Their magnetic structure factors correspond
to a ferromagnetic state but might nevertheless belong to the
paramagnetic phase due to the continuous nature of the phase
transition. The 35◦-tilted array belongs to the paramagnetic
phase, whereas the expected ground state for this angle is
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ferromagnetic, small antiferromagnetic domains emerge as
excitation from the ground state directly observed in the
magnetic configurations.

The transition from the square artificial spin ice to the
pinwheel lattice has been investigated by rotation of ele-
mentary spins. As expected from theoretical calculations,
the system evolves from an antiferromagnetic state to a
ferromagnetic state as spins are rotated. The experimental
transitions are not abrupt and the two states coexist within
a certain angular range. It is shown that the observed as-
grown states are not the ground states of the system but
are compatible with equilibrium states corresponding to an
effective temperature of 2.8D. This study illustrates that the

modulation in orientation of artificial spins is a powerful way
to tune the dipolar interactions and realize new magnetic
phases.

Note added. Recently we became aware of a recent related
experimental work on the same system [25].
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