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Abstract 
In this paper, a new matrix-based method is proposed to real-time determine the guidewire position inside an 
arterial system. The guidewire path is obtained by the optimal path method, particularly, the fusiform ternary 
tree method according to the principle of minimum output value of root node. An adaptive sampling strategy, 
and an optimization strategy based on proximal end and distal end of the guidewire are proposed to change the 
guidewire position for obtaining an ideal guidewire path. Compared to the existing methods, the proposed 
method can achieve 74%, 64% and 70% improvements in accuracy for phantoms 1, 2, and 3 investigated in this 
work. 
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1 Introduction 

Cardio-cerebrovascular disease is a common disease, which is characterized by high complications, high recurrence rate, 
high mortality, and high morbidity. Although the most advanced medical equipment and treatment methods, more than 
50% of cardio-cerebrovascular accidents survivors are still unable to live independently. Interventional radiology [5], also 
known as interventional angiography, is a marginal discipline developed rapidly since late 1970s. It has been widely used 
to treat various cardiovascular and cerebrovascular diseases, such as arteriovenous malformation, malignant tumour, liver 
cancer and etc. A guidewire is usually a thin, soft metal wire, which can be implanted into a tortuous or narrow vessel to 
serve as a guide for subsequent implantation of a catheter or other devices. In a vessel phantom that simulates the real 
environment of human blood vessels, a guidewire is first inserted slowly into a predefined target position, a 
guidewire/surgicalpath is then obtained by manual or algorithmic extraction from the CT angiography, this 
guidewire/surgical path is finally reproduced (using a guidewire simulation algorithm) in clinical operation to better guide 
physicians, the above process is termed static guidewire simulation. Conversely, dynamic guidewire simulation refers to 
the process of slowly inserting the guidewire into the surgical simulator [2, 6, 8, 21] to reproduce the medical surgical path 
in a virtual environment, where this dynamic simulation process must contains a collision detection and a collision 
response. Besides, the static guidewire simulation tends to surgical path planning, while the dynamic guidewire simulation 
tends to core skills training for training surgeons. Therefore, it is very valuable to simulate the guidewire path for surgical 
path planning and core skills training.

Regarding dynamic guidewire simulation, many domestic and foreign scientific research institutions and commercial 
companies have made a lot of research results. For example, Xu et al. [31] presented a )1( ε+ -approximate algorithm 
with theoretical guarantee to model the guidewire behavior, which was not suitable for simulating the complex guidewire 
behavior in 3D space. Zienkewickz et al. [36] proposed the finite element methods (FEM) to address interactions between 
interventional devices and the vascular system. In [7], a linear model based on the finite beam elements and the 
substructure decomposition was presented. Based on the method of [7], Lenoir et al. [16] developed a simulator to better 
model interactions between the guidewire and catheters. Konings et al. [1, 3, 13, 17] presented the connected beam 
element methods according to theoretical mechanics and Hooke’s law in 2003. Cardoso et al. [10] reported a novel method 
to simulate and to predict the guidewire and catheter path inside a blood vessel based on equilibrium of a new set of forces, 
which leads to the minimum energy configuration. Next, based on previous research results, Sharei et al. [11] performed a 
systematic mapping study on the guidewire models and other information in 2018, which was the first more complete 
literature review. 

Regarding static guidewire simulation, some research works have also been done. For example, Schafer et al. [26, 27, 
32] proposed a beam-like method [8, 20, 30] according to the FEM and the connected beam element methods. Additionally,
some improved beam-like approaches have been used to some medical simulators, e.g., [2, 6, 8, 21]. Shen et al. [24] 
presented a regularized open snake model to extract a centerline of tubular object in the noisy image data. Besides, this 
model has been used in the surgical path planning of medical robots [25] and centerline extraction [28]. In [22], an iterative 
refinement algorithm was proposed to further obtain an ideal running time according to the ideas and methods of Chen et 
al. [14, 15, 34, 35]. 

All of the above-mentioned methods involve high computational cost and cannot achieve an ideal guidewire path 
within an acceptable running time. In [23], Qiu et al. can achieve an ideal guidewire path within an ideal running time. 
However, this approach failed to plan a surgical path well on proximal end and distal end of the guidewire. Meanwhile, the 
simulation result is poor in the place where the vessel curvature is large. To overcome these disadvantages, we presented a 
matrix-based method to simulate guidewire path. The main difference between the proposed method and Qiu et al. [23] is 
the different iterative refinement methods: in [23], the parameter δ (iterative refinement termination condition) tends to 
be assigned to a smaller threshold (e.g., 4), the merging small edge strategy of adaptive sampling is then used, while the 
proposed method tends to assign a bigger threshold to δ  (e.g., 31), and then uses splitting big edge strategy of adaptive 
sampling. 

In this study, we make contribution by proposing a novel matrix-based method to real-time simulate the guidewire 



behavior inside an arterial system. Compared with the previous method [22], the proposed method improves the iterative 
refinement procedure (i.e., cancel the parameter α (the number of maximum curvature points) and adopt an adaptive 
sampling strategy), and adopts the fusiform ternary tree approach as well as an optimization strategy based on proximal 
end and distal end of the guidewire by using a multi-thread technique to improve both running time and accuracy in 
simulations. 

The remainder of this study is organized as follows: Section 2 presents the proposed model. Section 3 presents 
experiment evaluation and compares the proposed method with the previous methods. Section 4 discusses the experiment 
results. Section 5 gives conclusion and indicates research directions for future work. 

2 Proposed Method 

A matrix-based method is presented for simulating the behavior of a guidewire inside the artery, which contains the 
following main tasks. An iterative refinement process with an adaptive sampling strategy is firstly presented, where some 
ordered centerline points are achieved using the maximum curvature, and used in constructing the matrix. The adaptive 
sampling strategy is more precise to express the guidewire behavior. We then define an energy function to assign a value to 
each element of the matrix. Next, we will discuss how to construct some fusiform ternary trees to determine the optimal 
path. Finally, the multi-thread optimization strategy is described to optimize simulation results.  

2.1 Iterative refinement algorithm 

We denote the 3D guidewire centerline points by an ordered set }...{ 1,,0 −= |L|LLL , and represent the i-th point of the 
centerline by iL , where i is the centerline index (|L| is the size of L , 0 ≤ i ≤ |L| − 1). Meanwhile, these centerline points are 
used as the data input. 

In [22], an iterative refinement approach was proposed but failed to accurately screen out some maximum curvature 
points. In this subsection, to remedy this disadvantage, we improve the approach by canceling the parameterα used in [22] 
and by adopting an adaptive sampling strategy. During an iterative refinement, a maximum curvature point between 
centerline points 1L and 2−|L|L is first identified, which is denoted by mL using the following function (1) [31]. 

( )55
1cos +−
− ⋅= iiiiL LLLLC i  (1) 

The maximum curvature points between mL and 1L , and between mL and 2−|L|L  are then identified, and so on. The 
iteration continues until the distance of centerline indexes of any two adjacent points identified is less than a given 
threshold δ (iterative refinement termination condition). The indexes of the maximum curvature points generated during 
the iteration process constitute an ordered set B. Then, several maximum curvature points are identified from set B based 
on the adaptive sampling strategy (split big edges), which is defined in Section 2.2. Finally, we put centerline indexes of 
the maximum curvature points into this ordered set B. 

The above iteration method can be described as follows: 
Step 1: Centerline index values of 1L and 2−|L|L are put into set B; 
Step 2: A maximum curvature point is identified (represent by mL ) between 1L and 2−|L|L  using (1), and put this 

centerline index m into set B. Then, sort unordered set B using the bubble sort method, where index values of these 
points is the increasing order; 

Step 3: In sorted set B, regarding any two points with continuous indexes (e.g., B[k]L and 1]kB[ +L ), if the distance 
between B[k]L and 1]kB[ +L is more than a given constant δ (e.g., 30), then we screen out a maximum curvature 
point (represent by hL ) between them using (1). The index h is put into unordered set B. Then, sort the set B using 
the bubble sort algorithm, where index values of these points are the increasing order. Repeat Step 3 until the 
interval of index values of any two continuous points in ordered set B is less than δ ; 

Step 4: Get another maximum curvature point between B[k]L and 1]kB[ +L  by using (1) if the interval of B[k]L and 
1]kB[ +L is more than a predefined constant 'δ ( 'δ <δ ), where B[k]+5 ≤ i ≤ B[k+1]-5, k=0...|B|-2. This point’s index 

is then put into the ordered set B. Repeat Step 4 until the interval of index values of any two continuous points in 
ordered set B is less than a predefined constant 'δ (e.g., 15); 

Step 5: Sort unordered set B using the bubble sort method; 
Step 6: Acquire |B| ordered 3D centerline points. 



Illustrative programming Example: 
Data input set L = {L0, …, L31}, and predefined parameterδ = 10 and 'δ = 8. 
Step 1: Put 1 and 30 into initial set B; 
Step 2: Calculate a maximum curvature point 23L  between 1L and 30L . Then, put 23 into set B. After sorting, B = {1, 23, 

30}; 
Step 3: Calculate one maximum curvature point 16L  between 23L  and 1L . Then, calculate the other maximum 

curvature point 11L  between 16L and 1L . Finally, put 16 and 11 into unordered set B. After sorting, B = {1, 11, 16, 
23, 30}; 

Step 4: Calculate a maximum curvature point 6L between 1L and 11L since the distance between them is more than the 
predefined constant 'δ . Then, put 6 into set B. After sorting, B = {1, 6, 11, 16, 23, 30}. 

After the ordered set B is obtained using the above iterative method, we construct |B| meshes with each centerline 
point B[k]L , where these meshes are described in detail in [32]. The vector B[k]1B[k] LL − is denoted by centerline 
points 1-B[k]L and B[k]L . Then, the mesh B[k]LM perpendicular to B[k]1B[k] LL − is constructed according to this vector. Every 
mesh B[k]LM  comprises four circles, where m sampled points (e.g., 43) are evenly spaced across these circles. We denote 
each sampled point as B[k], Lim , where i is index of each sampled point, and B[k]L  is the index per mesh. 

Next, this spatial representation is represented as a matrix, i.e., |B| meshes are denoted by a matrix ||A B m with m rows 
and |B| columns. The serial number of columns in ||A B m corresponds to the centerline index of |B| ordered centerline points, 
the element )k,(iA of each column corresponds to sampled point kim , on the corresponding mesh B[k]LM . For each element 
of ||A B m , i.e., each sampled point B[k]B[k], LLi Mm ∈ , its value is defined as an energy function E , which is described in section 
2.3. 

2.2 Adaptive sampling 

Local and global vascular structure maybe extremely complex. A predefined constant interval δ  between any two 
adjacent maximum curvature points may lead to unreasonable running time or less accurate simulation due to the different 
curvatures of centerline points. To seek a balance between real-time simulation and an accurate simulation, we propose an 
adaptive sampling strategy that continuously obtains several maximum curvature points according to the adaptive 
sampling strategy [18]. 

After the iterative optimization process, the larger edges are split into smaller ones using the adaptive sampling 
method when the distance between any two adjacent maximum curvature points is more than a given threshold 

'δ ( 'δ <δ ). Conversely, to real-time simulation, the small edges are merged into larger ones when the distance between 
any two adjacent maximum curvature points is less than a given threshold 'δ ( 'δ >δ ). 

Although the adaptive sampling is used in both the proposed method and [23], adaptive sampling used in the 
proposed method is very different from one used in [23]. More specifically, in [23], some smaller edges are first obtained 
through the above iterative refinement algorithm (i.e., use a very small predefined thresholdδ ), several or a few smaller 
edges are then merged into a bigger edge. However, the proposed method firstly get some bigger edges through the above 
iterative refinement algorithm (i.e., use a very big predefined thresholdδ ), and then splits each bigger edge into some 
smaller edges. 

2.3 Energy function 

Two types of energy are considered as shown in (2) to accurately express the guidewire’s energy function. 
pe EEE +=   (2) 

eE  refers to the elastic energy, which comes from the bending energy. Bernoulli first introduced it in 1738. Euler [9] then 
conducted extensive and in-depth research on the situation of planar curves. In this study, the bending energy defined as in 
[22] is adopted. For any two successive spatial points 1]B[k, −Lrm and B[k], Lim , if 

)cos(cos B[k]B[k],0B[k]1]B[k,0 ,,) ( LLLL iii mmmm −⋅−= −θ , then the elastic energy eE is determined as 
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1
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Besides, pE  refers to the potential energy, owing to the distance between sampled point B[k], Lim  and sampled point 
B[k]0, Lm . It is calculated by Hooke’s law [33] as follows: 

||||
2
1

B[k],0B[k], LLp mmE i −⋅= κ ,           (4)

where |||| B[k],0B[k], LL mmi − is the distance from B[k], Lim to B[k]0, Lm  andκ is the curvature [12] of B[k], Lim . 

2.4 Fusiform ternary tree construction 

Once the energy value of each element of ||A B m is defined using (2), the fusiform ternary tree is constructed, which is along 
the direction of the row according to the calculation rule R , as shown in Figure 1. The fusiform ternary tree with the 
minimum accumulative value is identified from all fusiform ternary trees by using the following steps. 
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Fig.1 Fusiform ternary tree constructed by calculation rule R , where the virtual green box denotes calculation rule R ( i.e., 
the output value of each node is the sum of the following two parts: (1) minimum value of all input sides on this node, and 
(2) element value of this node) 
Step 1: The nodes )1,(iA and )B,( ||iA are considered as the leaf and root nodes respectively, and 1 ≤ i ≤ m; 
Step 2: Calculate element value of every node using the energy function Eq. (2); 
Step 3: Calculate the output value of each node from the leaf node to the root node by the calculation rule R ; 
Step 4: Put the output value of this root node into a predefined set C. Then, i += 1. If i ≤ m, then go to step 1; 
Step 5: Sort the set C with m output values in the increasing order. Then, the root node with the minimum output value is 

regarded as the first key node; 
Step 6: Start at this root node, backtrack layer by layer to the leaf node according to the backtracking rule (i.e., the 

minimum input node in all child nodes of the key node is the key node). Then, save all key nodes; 
Step 7: Obtain |B| key nodes on this optimal path. 

2.5 Optimization based on two ends of the guidewire 

After the fusiform ternary tree process is over, we obtain |B| key nodes. The intervention may fail due to the position and 
direction of the implant point change arbitrarily. Therefore, to reduce or avoid the adverse impact, an optimization strategy 
is performed, which is based on proximal end and distal end of the guidewire by using a multi-thread technique. The 
proximal end optimization is considered as an example to explain the optimization strategy as follows: 
Step 1: Calculate the maximum curvature point iL  between the point 1B[0] +L and point 2B[1] −L  by using (1); 
Step 2: Calculate simulation guidewire B[0]LG and LiG  located in the centerline points B[1]L and B[2]L  according to the start 



point B[0], Lim  and iL , respectively. Then, compute the average distance B[0]LD between simulation guidewire B[0]LG  
and reference guidewire, and compute the average distance iLD between simulation guidewire LiG and the reference 
guidewire; 

Step 3: Put the point iL into set C if B[0]LL DD i < , otherwise do nothing. Then, calculate another maximum curvature 
point iL  using (1), if i+1< B[1]-2, then go to step 2, else go to step 4; 

Step 4: Filter the closest point iL in set C to B[1]L  if set C is not empty, replace B[1]L with iL , otherwise do nothing. Then, the 
linear equation ineL  is calculated by using (5). 
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where (x1, y1, z1) denotes coordinates of the sampled point B[0], Lim , and (x2, y2, z2) denotes coordinates of the 
centerline point B[1]L ; 

Step 5: Obtain a maximum curvature point κL using (1) between the points 1B[0] +L  and 1B[1] −L ; 
Step 6: If B[0], Lim is on the first circle, the mesh is constructed by κL , where it contains 10 circles. Otherwise, the mesh is 

constructed by κL , where it contains 16 circles. Then, an insertion point from this mesh is filtered by using the 
minimum vertical distance to the linear equation ineL . 

Finally, the simulation path is calculated using cubic spline interpolation algorithm according to |B| key nodes obtained in 
section 2.4 and two insertion points obtained in this subsection. 

3 Experimental 

Some experiments are conducted to compare the simulation guidewire with the reference guidewire in three plastic 
phantoms. The phantom is wrapped by Sylgard. The vessel wall is a polyethylene tube, where its inner diameter is equal to 
3.65mm. During the experiment, a reference guidewire is inserted into a plastic phantom and pushed to a target position. A 
3D guidewire reconstruction was obtained inside the phantom from CT scans of the phantom, where the size of each voxel 
is 0.288 mm. The determined centerline is average value of the experimental results repeated for several times. Besides, to 
test the proposed method more comprehensively, we also adopt some manually annotated coronary artery centerlines, i.e., 
first eight Rotterdam coronary CTA datasets, which are download from coronary artery evaluation website 
(http://coronary.bigr.nl/), where each cardiac CTA dataset contains one right coronary artery and three left coronary 
arteries.  

For an overall comparison of simulation accuracy between the proposed model and the existing models in [22], we 
define the root mean square (RMS) distance between the reference guidewire rG and simulation one sG as the following 
formula:

∑=
N

i
rsrs id

N
RMS 2))((1

,  (6) 

where drs(i) is defined as (7) for every centerline point i on rG . 
))()(min()( jGiGid srrs −=                 (7) 

For a local comparison of simulation accuracy between the proposed model and the existing models in [22] and [23], we 
adopt the four metrics in [29, 35] and defined as the following four formulas: 
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where TP, FN, and FP denote true positive metric, false negative metric, and false positive metric [29], respectively; OM 
denotes an overlap metric and is defined as the Dice similarity coefficient in [4]. RN denotes the number of the local 
reference guidewire, and BN denotes the number of the local simulation guidewire. 

To further test clinical significance of the proposed model, we adopt the definition of OV (overlap), OF (overlap until 
first error), OT (overlap with the clinically relevant part of the vessel), and AI (average inside) in [19]. OV, OF, and OT are 

http://coronary.bigr.nl/


defined as the following formulas, respectively: 
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where TPM and FN refers to a true positive point and false negative point on the reference centerline, respectively. 
TPR and FP refers to a true positive point and false positive point, respectively. |||| ⋅  refers to the number of a set of 
points. 

3.1 Performance comparison 

Table 1 shows results using the proposed simulation method with parameterδ being 27 and every mesh containing 43 
discrete points. The given threshold 'δ is equal to 11. The implanted point 1L and target point 2−|L|L are kept fixed. 
Compared to [22] (using parameterα =10, denoting the number of points with maximum curvature), we can achieve 74%, 
64% and 70% improvements for the three phantoms under the same conditions. Besides, compared to [23] (using 
parameterδ = 5), we can achieve 19%, 29% and 30% improvements for the three phantoms under the same conditions. 

Table 1 A set of experimental data for three phantoms 

3.2 Effects of parameterδ  

The same parameters are used for calculating results in Table 1, while the parameterδ value is changed (i.e., 9 ≤δ ≤ 27). 
In Figure 2, using the proposed method, the RMS value has a very small change in the 19 simulation experiments for 
phantoms 1 and 3, respectively. However, using the model of [22], the RMS value is high and has a very large change for 
phantoms 1 and 3, respectively. Besides, the maximum value of RMS using this proposed method is smaller than the 
minimum value of RMS using the model of [22] for phantoms 1 and 3, respectively. 
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3.3 Effects of the number of sampled points 

We use phantom 3 to study the impact of the number of sampled points on accuracy of the proposed model. The same 
parameters used for calculating results in Table 1 are used in this study. Figure 3 shows the RMS values using different 

Phantom 

number 

RMS (mm) Mesh number 
L Length(points) Vessel radius(mm) 

Proposed Method in [22] Proposed Method in [22] 

1 0.3484 1.3545 56 42 563 6 

2 0.3206 0.8934 52 42 498 8 

3 0.3070 1.0331 47 36 384 6 



numbers of sampled points. Under the proposed method, the RMS value is always a constant (0.3070) in the 41 simulation 
experiments. However, under the method of [22], the RMS value is very high and has a very large change (1.0330 ≤ RMS 
≤ 2.0678). 
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3.4 Effects of implanted and target points 

For this test, the same parameters are used for calculating results in Table 1, while the implanted and target points are 
changed. Specifically, the 16 implanted and target points are obtained from the meshes 1M and ||M B  respectively. In Figure 
4, Experiment data show our RMS value is all less than 0.4 mm and have little change in the 256 simulation experiments. 
However, using the model of [22], the RMS values are higher and dynamic. 
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Fig. 4 RMS versus 256 test experiments for possible combinations of implanted and target points in phantom 3 

3.5 Local performance comparison 

To further evaluate the optimization strategy in Section 2.5, i.e., whether our method can well plan a surgical path at two 
ends of the guidewire, the same parameters are used for calculating results in Table 1, while the implanted point is changed. 
Figure 5 shows the effect by our optimization strategy for the phantom 1 and dataset 1 (first Rotterdam cardiac CTA 
dataset), where the virtual yellow-blue boxes shows the proposed method has a better local accuracy in comparing with the 
poor one in [22] and [23]. 

(a) (a1) (a2) (a3)



(b) (b1) (b2) (b3)

Fig. 5 Comparison of original guidewire and simulation ones on the phantom 1 and dataset 1. (a) and (b) are the original 
guidewires, (a1) and (b1) are the simulated ones obtained by the method of [22], (a2) and (b2) are the simulated ones 
obtained by the method of [23], (a3) and (b3) are the simulated ones obtained by our method. The small pictures located in 
the virtual green or blue boxes show the enlarged curve segments, namely, the ones of interesting in each image with 
corresponding box color. 

To further evaluate the local simulation accuracy, we manually divided each reference centerline into 10 parts, each 
part contains a 3D centerline with 20 points. The TP, FN, FP, and OM are then calculated in each part using (8). Finally, 
the average values of this four metrics are calculated, respectively. Table 2 shows TP, FN, FP, and OM, where the best 
results of this four metrics are shown in bold. 

Table 2 Quantitative results of the three vessel phantoms and eight Rotterdam CTA datasets 

Datasets 
TP FN FP OM 

Ref.[22] Ref.[23] Proposed Ref.[22] Ref.[23] Proposed Ref.[22] Ref.[23] Proposed Ref.[22] Ref.[23] Proposed

Phantom 1 0.0950 0.1599 0.2450 0.9050 0.8401 0.7550 0.1782 0.0651 0.0640 0.1717 0.2735 0.3803 
Phantom 2 0.1450 0.1550 0.2500 0.8550 0.8450 0.7500 0.1611 0.0636 0.0625 0.2442 0.2668 0.3943 
Phantom 3 0.1149 0.1450 0.2949 0.8851 0.8550 0.7051 0.1546 0.0680 0.0571 0.2021 0.2459 0.4478 
Average 0.1183 0.1533 0.2633 0.8817 0.8467 0.7367 0.1646 0.6557 0.0612 0.2060 0.2621 0.4075 
Dataset 1 0.3100 0.5499 0.6149 0.6900 0.4501 0.3851 0.0208 0.0203 0.0199 0.4172 0.7094 0.7566 
Dataset 2 0.1750 0.5500 0.6400 0.8250 0.4500 0.3600 0.0139 0.0124 0.0123 0.2813 0.7097 0.7750 
Dataset 3 0.0850 0.5500 0.6850 0.9150 0.4500 0.3150 0.0289 0.0254 0.0167 0.1444 0.7097 0.8019 
Dataset 4 0.2050 0.5950 0.6300 0.7950 0.4050 0.3700 0.0691 0.0554 0.0475 0.3040 0.7432 0.7699 
Dataset 5 0.4050 0.5400 0.5850 0.5950 0.4600 0.4150 0.1441 0.1330 0.1328 0.5152 0.7011 0.7367 
Dataset 6 0.1650 0.5500 0.6600 0.8350 0.4500 0.3400 0.0501 0.0500 0.0473 0.2623 0.7097 0.7895 
Dataset 7 0.1500 0.5500 0.6300 0.8500 0.4500 0.3700 0.0241 0.0239 0.0238 0.2322 0.7054 0.7648 
Dataset 8 0.1850 0.5450 0.5800 0.8150 0.4550 0.4200 0.0223 0.0183 0.0182 0.2655 0.7054 0.7329 
Average 0.2100 0.5537 0.6281 0.7900 0.4463 0.3719 0.0467 0.0423 0.0398 0.3028 0.7117 0.7659 

3.6 Clinical metrics analysis 

To further analyze the potential clinical application value of the proposed model, we consider the same parameters used for 
calculating results in Table 1 and then calculate the values of four metrics (OV, OF, OT, AI) respectively using (9). Finally, 
the average values of this four metrics are also calculated, respectively. Meanwhile, the best results are shown in bold. Due 
to OV, OF, OT, and their average value are all equal to 1 in [22], [23] and the proposed method, Table 3 only lists the AI 
metrics and AI average value, where the best results of this AI metrics are shown in bold. Although the metrics values of 
OV, OF, and OT are the same as [22] and [23], the proposed model has a minimum AI value and AI average value for the 
eight Rotterdam CTA datasets. 

Table 3 Evaluation reports of the eight Rotterdam CTA datasets 

Datasets Dataset 1 
(mm) 

Dataset 2 
(mm) 

Dataset 3 
(mm) 

Dataset 4 
(mm) 

Dataset 5 
(mm) 

Dataset 6 
(mm) 

Dataset 7 
(mm) 

Dataset 8 
(mm) 

Averaged 
results of 
the eight 
datasets 

AI 

Ref.[22] 0.0332 0.0341 0.0322 0.0331 0.0331 0.0339 0.0321 0.0322 0.0330 

Ref.[23] 0.0139 0.0137 0.0138 0.0138 0.0139 0.0138 0.0138 0.0138 0.0138 

Proposed 0.0121 0.0125 0.0124 0.0124 0.0123 0.0123 0.0124 0.0126 0.0124 

3.7 Running time 

For this test, we collect 50 system running times on the quad-core computer, and then calculate maximum running time, 



minimum running time, and average running time respectively for three phantoms. Statistical data are shown in Table 4. In 
addition, the system running time of proposed method is also shorter than that of [23] under the same conditions. 

Table 4 system running times for three phantoms 
Phantom 

number 

The proposed method (s) Method in [22] (s) 

Maximum time Minimum time Average time Maximum time Minimum time Average time 

1 0.1400 0.1010 0.1153 4.8040 4.6020 4.6977 

2 0.1090 0.0780 0.0935 4.9120 4.6530 4.7627 

3 0.0940 0.0620 0.0782 5.8060 4.8912 5.1019 

4 Discussion 

In this study, we present a new matrix-based method to simulate the guidewire behavior inside an arterial system. 
Compared with previous method [22], our method improves previous iterative refinement procedure (i.e., cancel the 
parameterα and adopt an adaptive sampling strategy), and adopts the fusiform ternary tree approach as well as an 
optimization strategy based on proximal end and distal end of the guidewire. Meanwhile, a multi-thread technique is used 
to speed up aforementioned process. The experimental results show our method is more accurate and computationally 
more efficient than the existing method of [22]. 

The statistical data collected in Section 3.2 using different values of δ show that the range of the RMS value 
obtained by the proposed method is no more than 0.0939 mm and 0.0634 mm for phantoms 1 and 3, respectively. Whereas 
the range obtained by the method of [22] is no more than 0.9703 mm for phantom 1 and 0.5898 mm for phantom 3. 
Besides, the range of the RMS values obtained by the proposed method is no more than 0.0770 mm for phantom 2, while 
the range obtained by the method of [22] is no more than 0.7852 mm for phantom 2. Therefore, the proposed method is 
little influenced by parameterδ selection. 

The statistical data collected in Section 3.3 using different numbers of sample points show that the RMS value 
obtained by the proposed method is a constant 0.3070 for phantom 3 (i.e., our method is insensitive to the number of 
sample points), whereas the range of the RMS value obtained by the method of [22] is 1.0347 mm for phantom 3. Besides, 
the RMS values obtained by the proposed method are still a constant for phantoms 1 and 2 respectively, while the range of 
the RMS values obtained by the method of [22] are 0.7581 mm and 0.8863 for phantoms 1 and 2, respectively. These 
results imply that the proposed method has a better robustness, i.e., it is insensitive to the number of sampled points, while 
the model of [22] can perform poorly when different numbers of sample points are used. 

The study on the implanted point and target point in Section 3.4 (Figure 4) shows the range of the RMS values is 
0.0387 mm by the proposed method. However, it is 0.6772 mm for phantom 3, under the method of [22]. Regarding the 
position modification of implanted point and target point, analogous comparison results can also be observed for phantoms 
1 and 2. Hence, the proposed method has a better robustness on the location and direction of the implanted and target 
points. 

The study on the implanted point in Section 3.5 (Figure 5) shows our optimization strategy given in Section 2.5 is 
more robust with better local accuracy. Under our optimization strategy, similar comparison results are obtained for 
phantoms 1 and 2, and the remaining seven Rotterdam datasets. The statistical data collected in Section 3.3 (Table 2) using 
TP, FN, FP and OM show our method has a better local simulation accuracy than that of [22] and [23] for three phantoms 
and eight Rotterdam datasets. Hence, the proposed method has a better robustness on the local performance for guidewire 
and its two ends. 

The statistical data collected in Section 3.6 using OV, OF, OT, and AI (see Table 3) show that the metric AI value and 
AI average value obtained by the proposed model is smaller than that by the models of [22] and [23] for eight Rotterdam 
datasets. Therefore, the proposed method has a better clinical application potential. 

5 Conclusion and future work 

In this paper, a new matrix-based method has been presented to determine the guidewire position used in surgical 
operations. The proposed method improves the iterative refinement procedure of the existing method [22] and [23], and 
adopts the adaptive sampling strategy. The optimal path is obtained based on the fusiform ternary tree method and an 
optimization strategy with multi-thread technique. The empirical studies using three phantoms and eight Rotterdam 
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datasets reveal the proposed method has higher accuracy and more efficiency than the existing methods of [22] and [23]. 
We are interested in incorporating the physical properties of the guidewire into the proposed model for future work. 
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