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Abstract

In this article, we introduce a kernel-based consensual aggregation
method for regression problems. We aim to flexibly combine individual
regression estimators r1, r2, ..., rM using a weighted average where the
weights are defined based on some kernel function. It may be seen as
a kernel smoother method implemented on the predictions given by
all the individual estimators instead of the original input. This kernel-
based configuration asymptotically inherits the consistency property
of the basic consistent estimators. Moreover, numerical experiments
carried out on several simulated and real datasets confirm that the
proposed method mostly outperforms or at least biases towards the
best candidate estimator of the combination.
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1 Introduction

Aggregation methods, given the high diversity of available estimation strate-
gies, are now of great interest in constructing predictive models. To this goal,
several aggregation methods consisting of building linear or convex combi-
nation of a bunch of initial estimators have been introduced, for instance
in Catoni (2004), Juditsky and Nemirovski (2000), Nemirovski (2000), Yang
(2000, 2001); Yang et al. (2004), Györfi et al. (2002), Wegkamp (2003), Au-
dibert (2004), Bunea et al. (2006, 2007a,b), and Dalalyan and Tsybakov
(2008). Another approach of model selection, which aims at selecting the
best estimator among the candidate estimators, has also been proposed (see,
for instance, Massart (2007)).
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Apart from the usual linear combination and model selection methods, a
different technique has been introduced in classification problems by Mojir-
sheibani (1999). In his paper, the combination is the majority vote among all
the points for which their predicted classes given by all the basic classifiers
coincide with the predicted classes of the query point. Roughly speaking,
instead of predicting a new point based on the structure of the original input,
we look at the topology defined by the predictions of the candidate estima-
tors. Each estimator was constructed differently so may be able to capture
different features of the input data and useful in defining “closeness”. Conse-
quently, two points having similar predictions seem reasonably having similar
actual response values. For instance in classification, two points having the
same predicted classes should actually belong to the same class.

Later, Mojirsheibani (2000) and Mojirsheibani and Kong (2016) intro-
duced an exponential and general kernel-based versions of the primal idea to
improve the smoothness in selecting and weighting individual points in the
combination. In this context, the kernel function transforms the number of
disagreements between the predicted classes of a training point xi and the
query point x into a contributed weight given to the corresponding point
in the vote. Analogously, Biau et al. (2016) configured the original idea of
Mojirsheibani (1999) as regression framework where a training point xi is
“close” to the query point x if each of their predictions given by all the basic
regression estimators is close. Each of the close neighbors of x will be given
a uniformly 0-1 weight. It was shown theoretically in these former papers
that the combinations inherit the consistency property of consistent basic
estimators.

Up to now, the kernel-based version of consensual regression aggregation
method has not been considered. To fill the gap, we present in this paper such
a framework where the weight given to an individual point of the combination
is defined associated to some regular kernel. Similarly, this kernel function
converts the level of “closeness” between the predictions of a training point xi
and the query point x into a weight given to the corresponding training point
in the combination. More precisely, a point that is farther away from x may
be given a relatively small kernel-based weight rather than being completely
ignored as in the classical case. We provide in this study the theoretical and
numerical evidence of the consistency property and outperformance of the
proposed method.

This paper is organized as follows. Section 2 introduces some notation,
the definition of the proposed method and presents the theoretical results,
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namely consistency and the convergence rate of variance term for a subclass
of kernel functions. Section 3 illustrates the performances of the proposed
method through several numerical examples of simulated and real datasets.
Section ?? collects all the proofs of the theoretical results given in Section 2.

2 The kernel-based combining regression

2.1 Notation

We consider a training sampleDn = {(Xi, Yi)
n
i=1} where (Xi, Yi), i = 1, 2, ..., n,

are assumed to be independent and identically distributed with the same re-
alization as (X, Y ). We assume that (X, Y ) is an Rd × R-valued random
variable with a suitable integrability which will be specified later.

We randomly split the training data Dn into two parts of size ` and
k such that ` + k = n, which are denoted by D` = {(X(`)

i , Y
(`)
i )`i=1} and

Dk = {(X(k)
i , Y

(k)
i )ki=1} respectively (a common choice is k = ` = n/2). We

construct the M basic regression estimators or machines rk,1, rk,2, ..., rk,M
using only the data points in Dk. These basic machines can be any regres-
sion estimators such as linear regression, kNN, kernel smoother, SVR, Lasso,
Ridge, neural networks, naive Bayes, or random forests... They could be
parametric, nonparametric or semi-parametric with their possible tuning pa-
rameters. For the combination, we only need the predictions of the remaining
part D` given by all the basic machines.

In the sequel, for any x ∈ Rd, the following notations are used:

• rk(x) = (rk,1(x), rk,2(x), ..., rk,M(x)): the vector of predictions of x.

• ‖x‖ = ‖x‖2 =
√∑d

i=1 x
2
i : Euclidean norm on Rd.

• ‖x‖1 =
∑d

i=1 |xi|: `1 norm on Rd.

The consensual aggregation is the weighted average defined by,

gn(rk(x)) =
∑̀
i=1

Wn,i(x)Y
(`)
i . (1)

Recall that given all the basic machines rk,1, rk,2, ..., rk,M , the aggregation
method proposed by Biau et al. (2016) corresponds to the following naive
weight:
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Wn,i(x) =

∏M
m=1 1{|rk,m(Xi)−rk,m(x)|<ε}∑`

j=1

∏M
m=1 1{|rk,m(Xj)−rk,m(x)|<ε}

, i = 1, 2, ..., `. (2)

Moreover, the condition of “closeness” for all predictions, can be relaxed to
“some” predictions, which corresponds to the following weight:

Wn,i(x) =
1{

∑M
m=1 1{|rk,m(Xi)−rk,m(x)|<ε}≥αM}∑`

j=1 1{
∑M

m=1 1{|rk,m(Xj)−rk,m(x)|<ε}≥αM}
, i = 1, 2, ..., ` (3)

where α ∈ {1/M, 2/M, ..., 1} is the proportion of consensual predictions re-
quired and ε > 0 is the smoothing parameter to be determined.

In the present paper, K : Rd → R+ denotes a regular kernel which is a
decreasing function satisfying:

∃b, κ0, ρ > 0 such that

{
∀x ∈ Rd : b1Bd(0,ρ)(x) ≤ K(x) ≤ 1∫
Rd supu∈Bd(x,ρ)

K(u)dx = κ0 < +∞
(4)

where Bd(x, r) = {z ∈ Rd : ‖x − z‖2 < r} denotes the open ball of center
x ∈ Rd and radius r > 0 of Rd. The proposed method evaluated at a point
x ∈ Rd corresponds to the following weight:

Wn,i(x) =
Kh(rk(X

(`)
i )− rk(x))∑`

j=1Kh(rk(X
(`)
j )− rk(x))

, i = 1, 2, ..., ` (5)

where Kh(z) = K(z/h) for some smoothing parameter h > 0 with the con-
vention of 0/0 = 0. Note that the combination is based only on D` but the
whole construction of this method definitely depends on the whole training
data Dn as the basic machines are all constructed using Dk.

2.2 Theoretical performance

The performance of the combining estimation gn is measured using the
quadratic risk defined by,

E
[
|gn(rk(X))− g∗(X)|2

]
where the expectation is taken with respect to both X and the training
sample Dn.

The first result of nonasymptotic-type inequality, controlling the perfor-
mance of the proposed method is given in the following proposition.
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Proposition 1 Let rk = (rk,1, rk,2, ..., rk,M) be the collection of all basic es-
timators and gn(rk(x)) be the combined estimator computed at point x ∈ Rd.
Then, for all distributions of (X, Y ) with E[|Y |2] < +∞,

E
[
|gn(rk(X))− g∗(X)|2

]
≤ inf

f∈G
E
[
|f(rk(X))− g∗(X)|2

]
+ E

[
|gn(rk(X))− g∗(rk(X))|2

]
.

In particular,

E
[
|gn(rk(X))− g∗(X)|2

]
≤ min

1≤m≤M
E
[
|rk,m(X)− g∗(X)|2

]
+ E

[
|gn(rk(X))− g∗(rk(X))|2

]
.

Proposition 1 ensures the performance of gn with respect to the perfor-
mance of best basic regression estimator and the variation of the combination
itself for whatever the distribution of (X, Y ) such that Y is square-integrable.
The two terms of the last bound can be seen as a bias-variance decomposition
where the first term min1≤m≤M E[|rk,m(X)− g∗(X)|2] can be regarded as the
bias and E[|gn(rk(X))− g∗(rk(X))|2] can be seen as the variance-type term,
which can be asymptotically neglected, as shown in the following proposition.

Proposition 2 Assume that rk,m is bounded for all m = 1, 2, ..,M . Let
h→ 0 and `→ +∞ such that hM`→ +∞. Then

E
[
|gn(rk(X))− g∗(rk(X))|2

]
→ 0 as `→ +∞

for all distribution of (X, Y ) with E[|Y |2] < +∞. Thus,

lim sup
`→+∞

E
[
|gn(rk(X))− g∗(X)|2

]
≤ inf

f∈G
E
[
|f(rk(X))− g∗(X)|2

]
.

And in particular,

lim sup
`→+∞

E
[
|gn(rk(X))− g∗(X)|2

]
≤ min

1≤m≤M
E
[
|rk,m(X)− g∗(X)|2

]
.

This result is remarkable as it guarantees the asymptotic outperformance
of the proposed method with respect to the best basic estimator in term of
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quadratic risk. Moreover, the result is nearly universal in a sense that it is
true for all distributions of (X, Y ) such that E[Y 2] < +∞.

The result of Proposition 2 holds for all regular kernels. However, the
price to pay for the universality is the lack of convergence rate of the variance
term. Under a weak smoothness assumption of the optimal estimator g∗ and
by considering a smaller class of kernel functions, the convergence rate of the
method can be derived in the following theorem which is the main result of
the paper.

Theorem 1 Assume that the response variable Y and all the basic machines
rk,m,m = 1, 2, ...,M , are bounded by some constant R. Suppose that there
exists a constant L ≥ 0 such that, for every k ≥ 1,

|g∗(rk(x))− g∗(rk(y))| ≤ L‖rk(x)− rk(y)‖,∀x, y ∈ Rd.

We assume moreover that the kernel K is compactly supported i.e.,

∃ρ1 > 0 : K(z) ≤ 1{‖z‖≤ρ1}, ∀z ∈ RM .

Then, with the choice of h ∝ `−
1

M+2 , one has

E[|gn(rk(X))− g∗(X)|2] ≤ min
1≤m≤M

E[|rk,m(X)− g∗(X)|2] + C`−
2

M+2 (6)

for some positive constant C = C(b, L,R, ρ1) independent of `.

Moreover, gn inherits the consistent property of consistent estimators if there
exists one in the combination. This means that if there is a consistent esti-
mator rk,m0 among {rk,m}Mm=1 i.e.,

E[|rk,m0(X)− g∗(X)|2]→ 0 as k → +∞

for all distribution of (X, Y ) in some class M. Then, under the assumption
of Theorem 1, one has

lim
k,`→+∞

E[|gn(rk(X))− g∗(X)|2] = 0.

Theorem 1 presents the control of the performance of our method by the
minimal risk among all the basic estimators, and the convergence rate of

order `−
2

M+2 of the variance term, which is the price to pay for combing M
individual estimators. Note that this convergence rate of the second term
coincides with the one in Biau et al. (2016).
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3 Numerical examples

This section is devoted to numerical experiments to illustrate the perfor-
mance of our proposed method. It is shown in Biau et al. (2016) that the
classical method mostly outperforms the basic machines of the combination.
In this experiments, we compare the performances of the proposed methods
with the classical one (naive kernel) and all the basic machines. We consider
several options of kernel functions. Most kernels are compactly supported
on [−1, 1], taking nonzero values only on [−1, 1], except for the case of com-
pactly supported Gaussian and 4-exponential kernels which are supported on
[−ρ1, ρ1] for some ρ1 > 0. To take a broader view, we also present the results
of non compactly supported case such as classical Gaussian and Cauchy ker-
nels. All kernels considered in this paper are listed in Table 1 and the shapes
of some kernels in univariate case are displayed in Figure 1.

Kernel Formula

Naive1 K(x) =
∏d
i=1 1{|xi|≤1}

Epanechnikov K(x) = (1− ‖x‖2)1{‖x‖≤1}
Bi-weight K(x) = (1− ‖x‖2)21{‖x‖≤1}
Tri-weight K(x) = (1− ‖x‖2)31{‖x‖≤1}
Triangular K(x) = (1− ‖x‖1)1{‖x‖1≤1}
Compact 4-Exponential K(x) = exp{−‖x‖4/(2σ2)}1{‖x‖≤ρ1}, σ, ρ1 > 0

Compact-support Gaussian K(x) = exp{−‖x‖2/(2σ2)}1{‖x‖≤ρ1}, σ, ρ1 > 0

Gaussian K(x) = exp{−‖x‖2/(2σ2)}, σ > 0

Cauchy K(x) = 1/(1 + ‖x‖2)

Table 1: Kernel functions used.

3.1 Simulated datasets

In this subsection, we study the performances of our proposed method on
the same set of simulated datasets of size n given in Biau et al. (2016). The
input data is either uniformly distributed over (−1, 1)d (uncorrelated case)
or distributed from a Gaussian distribution N (0,Σ) where the covariance
matrix Σ is defined by Σij = 2−|i−j| for 1 ≤ i, j ≤ d (correlated case). We
consider the following models,

1The naive kernel corresponds to the classical method by Biau et al. (2016).
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Figure 1: The shapes of some kernels.

Model 1 : n = 800, d = 50, Y = X2
1 + exp(−X2

2 ).

Model 2 : n = 600, d = 100, Y = X1X2 + X2
3 − X4X7 + X8X10 − X2

6 +
N (0, 0.5).

Model 3 : n = 600, d = 100, Y = − sin(2X1) + X2
2 + X3 − exp(−X4) +

N (0, 0.5).

Model 4 : n = 600, d = 100, Y = X1 + (2X2 − 1)2 + sin(2πX3)/(2 −
sin(2πX3))+sin(2πX4)+2 cos(2πX4)+3 sin2(2πX4)+4 cos2(2πX4)+N (0, 0.5).

Model 5 : n = 700, d = 20, Y = 1{X1>0} + X3
2 + 1{X4+X6−X8−X9>1+X14} +

exp(−X2
2 ) +N (0, 0.05).

Model 6 : n = 500, d = 30, Y =
∑10

k=1 1{Xk<0} − 1{N (0,1)>1.25}.

Model 7 : n = 600, d = 300, Y = X2
1 + X2

2X3 exp(−|X4|) + X6 − X8 +
N (0, 0.5).

Model 8 : n = 600, d = 50, Y = 1{X1+X3
4+X9+sin(X12X18)+N (0,0.01)>0.38}.
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Moreover, it is interesting to consider high-dimensional datasets as many real
problems involve these kind of datasets such as image and signal processing.
Therefore, we also consider the following two high-dimensional models:

Model 9 : n = 500, d = 1000, Y = X1 + 3X2
3 − 2 exp(−X5) +X6.

Model 10 : n = 500, d = 1500, Y = exp(−X1) + exp(X1) +
∑d

j=2X
j/100
j .

For each model, the proposed method is implemented over 100 replications.
We randomly split 80% of each simulated dataset into two equal parts, D`
and Dk where ` = k = 0.8 × n/2, and the remaining 20% will be treated
as validation data. We measure the performance of an estimation method f
using the root mean square error (RMSE) evaluated on the 20%-testing data
defined by,

RMSE(f) =

√√√√ 1

ntest

ntest∑
i=1

(yi − f(xi))2 (7)

Table 2, 3 and 4 below contain the average RMSEs and the corresponding
standard errors (into brackets) over 100 runs of uncorrelated and correlated
cases respectively. In each table, the first block contains five columns corre-
sponding to the following five basic machines rk = (rk,m)5m=1:

• Rid: Ridge regression (R package glmnet, see Friedman et al. (2010)).

• Las: Lasso regression (R package glmnet).

• k-NN: k-nearest neighbors regression (R package FNN, see Li (2019)).

• P-tr: Pruned tree regression (R package tree, see Ripley (2019)).

• RF: Random Forest regression (R package randomForest, see Liaw
and Wiener (2002)).

For ridge and lasso regression, we consider 100 values of penalty parame-
ter λ on a uniform grid {10−2, ..., 102}. We choose k = 10 for k-NN, and
the last two methods are implemented using default parameters. The out-
performance of each model in this block is highlighted in boldface. The
second block contains the last nine columns corresponding to the kernel
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functions used in the combining method where Naiv2, Epan, Bi-wgt, Tri-
wgt, Triang, Exp4, C-Gaus, Gaus and Cauchy respectively stand for
the Naive, Epanechnikov, Bi-weight, Tri-weight, Triangular, Compact 4-
Exponential, Compact-support Gaussian, Gaussian and Cauchy kernels as
listed in Table 1. In this block, the outperformance is highlighted in bold-
faced blue. For each kernel, constructing the associated combining regres-
sion method is equivalent to searching for a smoothing parameter h minimiz-
ing cross-validation risk of the training predictions given by all the five basic
machines. We consider 500 values of h in a uniform grid {10−300, ..., hmax}
where hmax = 10 for all models except for model 10 of the correlated case
where hmax = 50. For the compactly supported Gaussian and 4-Exponential,
we set ρ1 = 5 and σ = 1 therefore the support is [−5, 5].

In each table, we are interested in comparing the smallest average RMSE
of the first block (boldface) to the first column (naive) and the smallest
one of the second block (blue). We observe that the combining estimation
methods mostly outperform the best basic machine (random forest). In the
uncorrelated case, the classical Gaussian and triangular kernel seem to be
the outstanding ones. However in the correlated case, the proposed method
with classical Gaussian kernel is the best method comparing to others. In
addition, as we set its support to be around 5 times of its standard deviation
which is significantly wide, we observe that the compactly supported Gaus-
sian kernel does the job almost as good as the classical one in both cases with
slightly larger standard errors. However, Cauchy kernel outperforms others
in Model 10 of both cases (Table 2 and Table 3) while Gaussian kernel is the
worst one in Table 4.

3.2 Real public datasets

In this part, we consider three public datasets which are available and easily
accessible on the internet. The first dataset (Abalone, available at Dua
and Graff (2017a)) contains 4177 rows and 9 columns of measurements of
abalones observed in Tasmania, Australia. We are interested in predicting
the age of each abalone through the number of the ring using its gender,
size, weight, etc. The second dataset (House, available at Kaggle (2016))
comprises house sale prices for King County including Seattle. It contains
homes sold between May 2014 and May 2015. The dataset consists of 21613

2We use the relaxed version of Biau et al. (2016) with the weight given in equation (3).
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rows of houses and 21 columns of characteristics of each house including ID,
Year of sale, Size, Location, etc. In this case, we want to predict the price of
each house using all of its quantitative characteristics.

Notice that Model 6 and 8 of the simulation part are about predicting
labels of response variable. Analogously, the last dataset (Wine, see Dua
and Graff (2017b); Cortez et al. (2009)), which was also considered in Biau
et al. (2016), containing 1599 rows of different types of wines and 12 columns
corresponding to different substances of red wines including the amount of
different types of acids, sugar, chlorides, PH, etc. The variable of interest
is quality which scales from 3 to 8 where 8 represents the best quality. We
aim at predicting the quality of each wine, which is treated as a continuous
variable, using all other criteria.

With the same set of parameters as in the previous subsection, the five
basic machines are Ridge, LASSO, 10-NN, Pruned tree and Random Forest
regression. We combine the five basic machines using the proposed method
with all the introduced kernel functions. The results obtained from 50 inde-
pendent runs, evaluated on 20%-testing data of the three public datasets, are
provided in Table 5 and 6 below. Random forest is the outstanding method
among all the basic machines, and Gaussian kernels (classical and compactly
supported) are the best ones among all combining estimation methods in this
case. We observe that the performances of the proposed method with classi-
cal Gaussian kernel are quite close to the ones of random forest on House and
Wine datasets. Moreover, the compactly supported and classical Gaussian
kernels beat random forest on Abalone dataset.

3.3 Real private dataset: Air compressor

The result presented in this subsection comes from a private dataset provided
by Cadet et al. (2005). This dataset contains six columns corresponding to
the six variables including Air temperature, Input Pressure, Output Pressure,
Flow, Water Temperature and Power Consumption along with 2026 rows of
hourly observations of these measurements of an air compressor machine.
The goal is to predict Power Consumption of this machine using the remain-
ing ones as explanatory variables. We run our method over 100 random par-
titions of 80%-training sample. The average RMSEs and the corresponding
standard errors evaluated on the remaining 20%-testing data are presented
in Table 7. With the same set of parameters as in the previous part, the
performances of the proposed method are very satisfactory. The classical
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Gaussian kernel is the outstanding method, followed by the compactly sup-
ported one and triangular kernel. The proposed method outperforms the
best basic machine (Lasso) for almost all kernels except for Cauchy case.

References

Audibert, J.Y., 2004. Aggregated estimators and empirical complexity for
least square regression. Annales de l’Institut Henri Poincaré (B) Proba-
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