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ABSTRACT

This paper proposes an automated method for the segmentation of eight retinal layers in high resolution OCT images. It has been evaluated based on comparison with manual segmentation performed by five different experts. The method has been successfully applied on a database of 72 images. Quantitative measures are then derived as an aid to ophthalmic diagnosis. A good agreement with measures derived from manual segmentation is obtained which allows us to use the proposed method for retinal variability studies.

Index Terms—OCT retinal imaging, Automated segmentation, Quantitative evaluation

1. INTRODUCTION

Recently, optical coherence tomography (OCT) has revolutionized the clinical imaging of the retina, the photosensitive tissue of the eye. The spectral domain OCT technology now reaches a 5-10 µm resolution while the high acquisition speed reduces motion artifacts, allowing reliable image averaging [1]. These new technologies have contributed to improve the OCT image quality, and innovative segmentation approaches can now be proposed, for reaching a better accuracy and a better reliability. Then, measures derived from the segmented retinal layers (Fig.1) will help to better understand the anatomy of the human fovea.

Fig. 1. Cross-sectional OCT image of the retina, acquired with the 3D OCT-1000, Topcon [1], and retinal layer definition.

Several retina segmentation methods have already been presented in the literature. They all start with a pre-processing step that allows reducing the speckle noise: mean filter [2], median filter [3,4], directional filters [5] or diffusion filters [6,7]. Then, most authors make extensive use of local boundary detection methods, as local profile analysis or local gradient analysis [2-6], which are not very robust to noise and varying contrast, and lack global consistency. Consequently, tests are required to select and label the significant edges: continuity check [2,3,6,7], comparison with retina models [3,5], thus limiting the practical use of these techniques in a clinical environment. These approaches require a lot of parameters, empirically tuned (e.g. [2,7]) or set through a large training set [3] which is again a limitation for clinical routine. Global optimizations are sometimes used to refine the first segmentation result [4,7]. But in all cases, not all retinal layers are detected (from two [3] to six [5,6]), and the segmentation is not always made around the fovea [6,7].

To overcome these limits, we propose a new method, based on more global segmentation algorithms, such as active contours, k-means and Random Markov Fields. Another originality of our approach is the modeling of the approximate parallelism between layers, based on a Kalman filter. As a result, eight retinal layers can be determined, including the inner and outer segments of the photoreceptors, which, to our knowledge, was not yet addressed in existing methods.

The remainder of the article is organized as follows: the segmentation method is presented in Section 2, experiments, including quantitative measurements, are discussed in Section 3.

2. SEGMENTATION

The images were acquired with the 3D OCT-1000, Topcon [1], to provide vertical and horizontal retina cross-sections of 6mm length. The images were stored with two resolutions. We use the knowledge we have about the relative position of the retinal layers and how they appear in the OCT images, to detect and localize sequentially the retinal layers. Figure 2 presents the main steps that will be described in the next sub-sections:

Fig. 2. Flowchart of the methodology.

2.1. Preprocessing

A non linear diffusion filter [8] is applied to the image (Fig. 3). This filter performs better than median or Gaussian filters since edges are better preserved. The output image is then normalized between 0 and 1. In what follows, we denote by \( W \) (typically 600 or 780 pixels, depending on the image resolution) and \( H \) the image width and height. The coordinates are defined by the origin at the top left corner, the vertical x-axis and the horizontal y-axis.
2.2. Localization of the inner limiting membrane (ILM)

The contrast between the inner retina and the vitreous is high enough to detect the ILM by an edge-tracking algorithm, based on the maximization of the local mean gradient. The result is then refined and regularized by applying an active contour algorithm. The energy functional is defined by internal forces, the rigidity and the tension of the contour, and external forces, the GVF field derived from the gradient image [9].

Then, the foveola $F(x_F,y_F)$ is defined as the ILM curve pixel whose x-coordinate is maximal in the central area (Fig. 4).

\[ S(x,y) = (1 - \alpha)S(x,y) + \alpha C(x,y) \pm 1 \]  
\[ (- \text{from left to right}, + \text{from right to left}) \]

In this method, the $S(x,y)$ coefficients are continuously integrated before making the decision, in order to model the continuity of the searched layer. Setting $\alpha=0.75$ leads to a regular median line, despite the residual noise and the retinal blood vessel shades (Fig. 4).

The cumulative profile computed along the median line, centered on it, allows us to determine the approximate distance between the ILM and the ONL/IS junction. Despite the low contrast and the noise, as illustrated in Figure 6.

2.3. Detection of the hyper-reflective complex (HRC)

This area, including the ChCap, RPE and OS layers, appears as a high intensity image strip above the choroid (Fig. 4). A Gaussian 1-D filter is applied column-wise, to provide a vertically smoothed image $S(x,y)$. The maximum response below $x_F$ corresponds to an inner pixel of the searched area. Starting from this point, the HRC median line is iteratively deduced, column by column, by looking for the maximum output of the following recursive low-pass filter:

\[ C(x, y) = (1 - \alpha)S(x, y) + \alpha C(x, y) \pm 1 \]  
\[ (- \text{from left to right}, + \text{from right to left}) \]

This method leads to very good results, even when retinal blood vessel shades cross the layers, but fails for some blurred images, without any contrast between the RPE and the OS layers.

2.4. Segmentation of the photoreceptor segments (IS, OS)

The junction between the inner (IS) and the outer (OS) segments of the photoreceptors appears as a bright narrow band just above the RPE+ChCap layer, with a larger separation around the foveola y-coordinate. We apply a peak detector on an image area determined with respect to HRC. The maxima are detected in each column and labeled in order to form peak lines (Fig. 5a). The nearby peak lines are then merged, based on proximity criteria, and the gaps are filled using a linear interpolation (Fig. 5b). Then, the IS/OS junction is extracted by selecting the peak line that minimizes the distance to the inner side of the hyper-reflective complex.

The interface between the ONL and the IS layers corresponds to a second fine line, parallel to the IS/OS junction, but less bright and more noisy. We propose to apply a Kalman filter [10] to track column by column the ONL/IS boundary. The Kalman filter is defined by a state vector $\hat{X}$, that characterizes the tracked pixels, and a theoretical model that allows predicting the evolution of $X$. In our application, the state vector includes the intensity value of the pixel and its distance to the IS/OS line, and both values are supposed to be constant along the searched curve. Note that the distance provides an information about the parallelism between lines, as an original feature of our approach. State noise and measurement noise variances complete the model. All the parameters are dynamically initialized from the longest peak line found just above the IS/OS junction, except the state noise which has been set for all images. The Kalman equations formalize the principle of prediction/verification, realized in 3 steps. Firstly, the state vector $\hat{X}(n|n-1)$ at the column $n$ is predicted from the previous estimate $\hat{X}(n|n-1)$, according to the evolution model. Secondly, a measure is made in the image, by seeking the maximum intensity pixel around the predicted position. Thirdly, the error between the prediction and the measure is computed to correct the prediction and to provide the new state vector estimate $\hat{X}(n|n)$.

The foveola coordinates are then refined by minimizing the distance between the ILM and the IS/OS junction.

The junction between the inner (IS) and the outer (OS) segments of the photoreceptors appears as a bright narrow band just above the RPE+ChCap layer, with a larger separation around the foveola y-coordinate. We apply a peak detector on an image area determined with respect to HRC. The maxima are detected in each column and labeled in order to form peak lines (Fig. 5a). The nearby peak lines are then merged, based on proximity criteria, and the gaps are filled using a linear interpolation (Fig. 5b). Then, the IS/OS junction is extracted by selecting the peak line that minimizes the distance to the inner side of the hyper-reflective complex.

2.4. Segmentation of the photoreceptor segments (IS, OS)

The junction between the inner (IS) and the outer (OS) segments of the photoreceptors appears as a bright narrow band just above the RPE+ChCap layer, with a larger separation around the foveola y-coordinate. We apply a peak detector on an image area determined with respect to HRC. The maxima are detected in each column and labeled in order to form peak lines (Fig. 5a). The nearby peak lines are then merged, based on proximity criteria, and the gaps are filled using a linear interpolation (Fig. 5b). Then, the IS/OS junction is extracted by selecting the peak line that minimizes the distance to the inner side of the hyper-reflective complex.

A second Kalman filter is applied on the gradient image, to deduce the inner side of the RPE layer from the outer side of the RPE+ChCap layer, since both curves are almost parallel (Fig. 6).

This method leads to very good results, even when retinal blood vessel shades cross the layers, but fails for some blurred images, without any contrast between the RPE and the OS layers.
2.5. Alignment and clivus determination

The image is aligned against the outer side of the RPE-ChCap layer. The clivus is defined by the two highest points of the ILM found on both sides of the foveola, denoted by \((x_{Cl}, y_{Cl})\) and \((x_{OPL}, y_{OPL})\), as illustrated in Figure 7:

![Alignment and clivus determination](image)

2.6. Inner layer segmentation (RNFL, ONL, GCL+IPL, INL)

The inner retinal layers are segmented using Markov random field (MRF) based techniques [11]. The Markovian hypothesis allows us to take into account spatial interactions between connected pixels. In our application, the classification is performed according to the Bayesian maximum a posteriori (MAP) criterion, i.e. by looking for the label configuration that maximizes the probability of the class field (the labels) conditionally to the observation field (the intensity image). This optimal configuration corresponds to a minimum state of an energy function, defined as follows.

Let us denote by \(P(s|\omega_i)\) the probability distribution of the pixel intensities, conditional to the class \(i\). Based on a statistical analysis of the inner retinal regions, we proved that the image noise is Gaussian. The probability distribution is then defined by two parameters, the mean \(\mu_i\) and the standard deviation \(\sigma_i\). We use the Potts model \(\phi(\omega_i, \omega_j)\) to express the interactions between the 8-connected sites \(s\) and \(t\). Under these assumptions, the energy function is defined by:

\[
U(\omega|s) = \sum_s \left( \frac{(s - \mu_i)^2}{2\sigma_i^2} + \ln(2\pi\sigma_i) \right) + \beta \sum \phi(\omega_s, \omega_t)
\]

(2)

The first term is related to the image data, while the second one is a regularization term. The parameter \(\beta\), empirically set, weights the relative influence of both.

We first apply the k-means algorithm to initialize the labels and estimate automatically the noise parameters \((\mu_i, \sigma_i)\) from the classification results. So, the segmentation process is fully unsupervised. Then, the energy function is minimized by running the simulated annealing (SA) algorithm. This segmentation method is applied several times, on the non-preprocessed aligned images, the region of interest being adjusted each time. The contours are deduced from the labeled image, and regularized by a snake algorithm [9]. More details are given in what follows for each layer. The final results are shown in Figure 11 of Section 3.

RNFL: the retinal nerve fiber layer is segmented by applying the k-means algorithm on the top part of the aligned image, around the ILM membrane, with \(k=3\) classes. The aligned image has been denoised beforehand by the non linear diffusion filter. As the contrast is very high, the classification results are very homogeneous (Fig. 8) and the MRF classification is not required. The clusters corresponding to the higher mean intensity and connected to the ILM membrane are selected. From this first result, it is easy to deduce the contours of the RNFL, on both sides of the foveola, and to regularize them by applying the snake algorithm.

![Segmentation of the RNFL layer by the k-means algorithm.](image)

**OPL/ONL:** the k-means/MRF segmentation process is applied on the foveal region (Fig. 9), defined horizontally by the clivus, limited vertically by the ILM or the RNFL and the ONL/IS boundary, with \(k=3\) and \(\beta=2\). The ONL appears as the cluster corresponding to the lowest mean intensity (label 1) just above the ONL/IS boundary. So the OPL/ONL boundary can be easily deduced from the labeled image. It is then regularized using the active contour algorithm (Fig. 9).

![Segmentation of the ONL layer: (a) k-means/MRF segmentation outputs (label 1 in red), (b) OPL/ONL localization.](image)

**GCL+IPL/INL:** the region of interest is now more restricted, knowing the location of the OPL/ONL interface (Fig. 10). The method is applied with \(k=2\) classes and \(\beta=5\), on the left and right parts independently, since the average contrast may be slightly different on both sides. Clusters of low mean intensity (label 1) and connected to the upper boundary of the region of interest are fused with the surrounding cluster (label 2). The location of the searched boundary is then estimated at 4 \(y\)-coordinates \((y_{Cl}, y_{Cl}/2, y_{OPL}, y_{OPL})\) and forced at the foveola \(y_F\) to pass between the ILM and the OPL/ONL interface. These 5 points are linearly interconnected to provide a first estimate of the searched boundary (Fig. 10b). Finally, the labeled image is explored column by column from top to down. Pixels corresponding to a transition between label 2 and label 1 and close to the first estimate are marked as boundary points. These points serve as initialization of a snake, for the purpose of filling in the gaps and regularizing the curve (Fig. 11).

![Localization of the GCL+IPL/INL boundary: (a) k-means/MRF segmentation outputs (label 1 in red, label 2 in green), (b) first estimate of the boundary GCL+IPL/INL.](image)

**INL/OPL:** a similar segmentation process is applied on the region limited by the two curves found previously.

3. EXPERIMENTS AND RESULTS

OCT imaging was performed on 72 images, from 25 normal subjects (either both eyes or only the right one was observed). A vertical and a horizontal cross-section were generally acquired for each eye. All subjects had a best corrected visual acuity of at least 80 points on the ETDRS (Early Trial Diabetic Retinopathy Study) charts, and a normal fundus. This study was conducted in accordance with French ethics regulation and all subjects gave informed consent to participate.

The automated detection of all layer interfaces was performed successfully on the 72 images, using the methods described in this paper. The mean processing time is around 2 minutes for each image (Matlab program running on a 2.4GHz Intel Core2 DUO CPU). Only less than 1% of the interfaces were not accurately localized. This occurs for the detection of the ONL/IS or the
were noted. No gender-related differences. The maximal retinal thickness was stable over a large range of axial length and the OPL/ONL complex was noted. On the opposite, the thickness increased with axial length, as expected, which illustrates the representativeness of the chosen examples for the quantitative evaluation.

Table 1 indicates a very good agreement between the measures performed manually by the experts and those obtained from the automated segmentation. Interestingly, computing the measures on the whole database provides similar mean values and slightly higher standard deviations (which was expected), which illustrates the representativeness of the chosen examples for the quantitative evaluation.

Finally, a distance between the manually traced curves and the ones obtained by the proposed method was calculated. The distance varies from 1.8 pixels for the RNFL/GCL+IPL interface, to 4 pixels for the OPL/ONL, which is again very accurate.
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