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Abstract—Autoradiography is a technique used to record the
spatial distribution of a radiotracer into an ex-vivo tissue slice.
Within the section, the radioactive molecules emit charged par-
ticles from specific binding sites. These particles pass through
the tissue before being detected by a sensor. Autoradiography
gives the distribution of a radioactive molecule with a spatial
resolution of approximately one hundred microns. In this work,
we investigated the feasibility of autoradiography with a CMOS-
APS sensor using radioactive isotope 18F. This sensor works in
digital mode by collecting charges. It presents a linear response
with isotope 18F for activity between 1 kBq and 1 MBq. The
detection efficiency is 44,0 ± 0,5% for this range of activity
with a spatial resolution of 144 ± 3 µm by using the absorber
edge method. The Mimosa-28 sensor performs autoradiography
imaging with a rose leaf and a mouse brain section which has a
thickness of 50 µm and an activity of 4 kBq in the slice.
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I. INTRODUCTION

Molecular imaging like PET (Positron Emission Tomogra-
phy) scan gives the possibility to study, in vivo, a biological
process within a body using a radiolabelled molecule .PET
scan has the best sensitivity (around a few picomoles) [1].
One limitation of a PET scan is its relatively low spatial
resolution (currently around 1 mm for preclinical systems).
This resolution limits us to study the heterogeneity of the
biodistribution at the tissue scale. Autoradiography (AR) offers
the possibility, in particular conditions (section thickness, ex-
posure time), to obtain the distribution of the radiotracer in the
organ with a better spatial resolution (some micrometers) with
an excellent sensitivity. In 1904, London presented biological
autoradiography for the first time using radium [2]. Today
AR has many uses to examine the distribution of antibodies
in a tumor of a mouse [3], the distribution of different
radiotracer on histology sections of myocardial infarction [4],
the distribution of glucose in the mouse brain under conscious
and isoflurane-anaesthetised conditions [5]. Due to its long
exposure time and in order to obtain a better spatial resolution,
AR images are obtained ex-vivo on tissue sections. To examine
the capability of the Mimosa-28 to perform AR using charged
particles, we evaluate its characteristics: spatial resolution,
linearity, efficiency using fluorine 18. It is essential to have
the best spatial resolution, a high sensitivity to the charged
particles emitted from the radiotracer to reduce the acquisition
time and/or have an excellent signal to noise ratio, excellent
counting linearity to have a high useful range. Finally, the

detection surface must be as wide as the section that is being
imaged.

The emulsion film is an often-used technique in AR because
the technique is inexpensive and gives an intrinsic spatial
resolution of 3.5 µm depending on the size of silver halide
crystals, 0,1 - 0,4 µm in diameter [6] [7]. Nonetheless, this
technique has some limitations [8][9]: it has poor linearity,
a short dynamic range depending on the activity and low
sensitivity. Consequently, the exposure time must be longer
which can take from several days to months if the half-life of
the isotope authorizes.

The phosphor plate has also been used to perform AR
[10][5]. This imaging technique presents good linearity and
a wide dynamic range (characteristics are reported in table 1)
[11].

The gaseous triethylamine scintillation detector with 2 paral-
lel plates, a cathode and an anode, can also be used to perform
AR [12]. This system presents a 100% efficiency with beta
particles and a spatial resolution of 150 µm for 18F [13].

A scintillating layer can be employed to detect the particles
emitted from the tissue section [4].

CCD (Charge Coupled Device) can perform AR application.
The CCD sensor with direct detection ([14], [15]) and indirect
detection coupled with a scintillating layer ([4], [13]) or a
microscope [16] have been used to image the distribution of
β+ emitters from the tissue. An ultrathin phosphor plate with
a thickness of 3 µm coupled with a CCD camera can be used
to quantify the distribution of FDG [17].

Silicon-based pixel detectors CMOS (Complementary Metal
Oxide Semiconductor) have been used to do AR. The
Medipix2 detector used a centroid reconstruction of the cluster
[18]. The Timepix [19] has been used to image the distribution
of FDG in the 20 µm section of heart [20].

The CCD sensor has been used in comparison with the
CMOS-APS (active pixel sensor) sensor and the film [15].
3H and 14C have been used to compare the linearity and the
efficiency between CCD and CMOS and their AR application.
CCD and CMOS has equivalent performance and can perform
AR.

All these techniques are summarized in table I with the
use of 18F. Linearity, dynamic range, spatial resolution and
counting efficiency are the parameters needed to perform
appropriately AR.

Physicists have used the CMOS-APS in high energy physics
as a tracker. The spatial resolution of Mimosa-28 can achieve
4 µm with an efficiency close to 100% [21]. In this article,
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TABLE I: Performance of different systems used for AR of the brain slice with 18F.

Technique Dynamic range
(decades)

Spatial
resolution (µm)

Efficiency
(counts/s/Bq)

Surface
(cm2)

Film [6] 2 intrinsic 3.5 - variable
Phosphor
plate [11] 4 330 ± 24 0,5 12,7 x 12,7

Phosphor
with CCD [17] 4 69 0,01 2,5 x 2,5

CCD [14] 3 ' 35 0,084 1,73 x 2,59
Scintillating
sheet [4] 4 20 - 2,4 x 3,2

Gaseous [13] 4 150 - 20 x 25

CMOS [18] [19] [20] >5 230 ± 6 Medipix2
132,3 ± 3,5 Timepix 0,38 1,4 x 1,4

we aim to demonstrate if we can use this sensor with 18F
and obtain the same characteristics to perform AR. For this
purpose, we measured the counting efficiency, the linearity, the
spatial resolution in function of its resistivity. We demonstrate
the feasibility using biological samples (rose leaf and mouse
brain section).

II. MATERIALS AND METHODS

A. Detector description
The Mimosa-28 is a CMOS active pixel sensor (APS)

Fig 1. The PICSEL (Physics with Integrated Cmos Sensors
and ELectron machines) group developed it at IPHC. This
sensor has been used as a particles tracker in the STAR
HFT experiment [21]. It works in digital mode by collecting
charges. The spatial resolution is 4 µm with a 100 % efficiency
with pions at 120 GeV. The sensor presents two types of
resistivity in the epitaxial layer: a high-resistivity of 400 Ωcm
and a low-resistivity of 10 Ωcm. The surface of detection is
circa 3,8 cm2 with a 960 x 928 array of pixels on a 20,7
µm pitch with a sensitive field free region of 15 µm. The
integration time is 185,6 µs. According to the Beer-Lambert
law, a 511 keV photon has 0,0283% probability to interact
with the epitaxial layer. Therefore the 511 keV photons had no
impact on our measurements. We summarise the characteristics
of the Mimosa-28 in table II.

Fig. 1: Picture of the Mimosa-28 sensor (1.9 x 1.9 cm2) on
PCB [21].

The incident particle interacts into the sensitive layer, and
the multiple scatterings change the trajectory of the particle
in the detector. Along the trajectory, the positron partially
gives energy which ionised the sensitive layer by creating a
electron-hole pair. This partial energy loss depends on the

kinetic energy of the particle and the media. The linear energy
transfer (LET) for 600 keV and 250 keV positrons is 366,7
eV/ µm and 480 eV/ µm respectively into silicon [22]. Next,
the created electrons drift thermally through the sensitive layer
and are collected by the pixel. The created charges are shared
by several pixels in the proximity of the trajectory and the
charge-sharing effect activated pixels which created a cluster.

The signal received by the pixel is then amplified and
registered. This configuration enables the pixel to collect
other charges during the acquisition. The system transfers the
previous signal to a discriminator where the user imposes a
threshold of the pixel. If the signal exceeds this threshold, the
output is 1. If not, the output is 0. For each integration time, the
computer stores a 960 x 928 matrix that contains the output.
At 20 oC, 15 electrons approximately activate the pixel in a
dark chamber. These 15 electrons represent the threshold 1σ.

B. Centroid determination
A cluster is defined as a group of pixels that were fired from

the same particle. The use of algorithm was implemented based
on first neighbor search in an iterative way. Hits are considered
to belong to a cluster as long as they have a common edge. The
centroid is defined as the center of gravity of the all the hits
in the cluster. A program coded in C++ using ROOT library is
used to reconstruct the centroid of the different clusters [23].
For each integration time, the program reads the 960 x 928
matrix and saves the different clusters found in memory. Since
we do not have access to the deposited energy, only the fired
pixels are used. For each cluster, the program determines the
centroid of the cluster and saves its position in a 960 x 928
histogram.

C. Radiotracer
The 18F is the most common radioisotope used in the

PET scan. This isotope is used in all our experiments. 18F
is produced on the Cyrcé platform (CNRS/IN2P3 IBISA) via
18O(p, n)18F process. 18F decays by emitting a β+ (96,86%)
and by electron capture (3,14%) [24]. The half-life is 109.8
min. AllinOne (Trasis) synthesizer module performs the ra-
diochemical synthesis of 18F-FDG using the method described
[25].

The liberated positron has a continuous energy spectrum
extended to 634 keV [26]. The range of the positrons in
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TABLE II: Characteristics of the Mimosa-28.

Surface
of detection

(cm2)

Pixel
number

Pixel pitch
(µm)

Epitaxial
layer
(µm)

Frame rate
(µs)

γ 511 keV
interaction (%)

Mimosa-28 3.8 928 x 960 20.7 15 185.6 0.023

water and silicon, shown in table III, is obtained from ICRU
(International Commission on Radiation Units and Measure-
ments) data by using the CSDA (Continuous-Slowing-Down
Approximation) range (g.cm−2) [22].

D. Experimental setup
The experimental setup has already been described ref [27]

:
1) Noise measurement: To determine the background in the

dark chamber, the sensor acquired during 30 min with different
detection threshold σ and the resistivity of the field free layer
(at room temperature).

2) Linearity and counting efficiency: To characterize the
linearity and the counting efficiency of the sensor, a 5,5 mm
in diameter disk of paper was used. The paper contained a
solution of 18F-FDG. Then, the disk was put on the surface
with a known activity between 1 kBq and 1 MBq measured
with a dose calibrator Isomed 2000 with an error of 5 %. The
surface of the sensor was covered with a 7 µm thick layer of
cellophane film.

The event rate (counts/s) was evaluated by taking the number
of reconstructed clusters in the image divided by the exposure
time 1,856 s. The event rate was plotted as a function of
the source activity normalized by the branching ratio of the
18F. The slope of the simple linear regression designated the
efficiency of the detector. We measured the linearity and the
counting efficiency of both sensors (low-resistivity layer and
high-resistivity).

3) Spatial resolution: The absorbing edge method was
adopted to get the spatial resolution [20][28][29][30]. A mask
of tungsten with a 1mm thickness was put on the detection
surface, protected by a cellophane film, to shield the detector
from the β+ particles, Fig.2. With the high density of the
tungsten, the maximum range of a positron emitted by 18F
was 0.1 mm [31]. The solution of 18F was placed between 2
coverslips to have a homogeneous distribution. The thickness
of the coverslip was 160 µm. This thickness attenuates 67%
of 600 keV positrons [32]. The height between the source and
the sensor varied between 1 mm and 30 mm to evaluate its
impact on the spatial resolution.

The activity concentration was approximately 1 MBq in 5
µL and the acquisition time was 1h for each height. The tool
ROOT/C++ was employed to analyze our images and to region
of interest that we projected on the x-axis. This treatment
gave us a 1D plot of the transition between the two different
areas (with or without tungsten attenuation). We obtained the
Edge Response Function (ERF) by fitting the 1D plot with the
equation (1). The derivative of ERF function gives the Line
Spread Function (LSF). Nevertheless, in the function (1), we
directly obtained the standard deviation s value to calculate the

FWHM of the line spread function. The spatial resolution was
measured using a threshold of 12σ and with both resistivities.

ERF (x) =
1

2

(
1 + erf

(
x− µ
s
√

2

))
(1)

where µ (mean) and s (standard deviation) were the parameters
of the Gaussian function.

Fig. 2: Scheme of the experimental setup for spatial resolution
determination. The source 18F (yellow) was located between
2 coverslips.

4) Ex-vivo tissue imaging preparation: To test Mimosa-28
to perform AR, a rose bush leaf sample with an estimated
thickness of 100 µm was used [33]. The stem of the leaf was
plunged in a solution of water containing 18F (500 MBq/mL).
After 2 hours of uptake, we measured in the leaf 3,2 MBq by
using Isomed2000 counter. The leaf was then put on the sensor
for 1 hour. The leaf was also imaged with SteREO Discovery
V12 with a Zeiss Achromat S 1.25x lens to obtain the optical
image. To perform autoradiography imaging, we used the high-
resistivity layer and a threshold of 12σ to decrease the noise.

The animal experimentation was approved by the Minister
and Institutional Guidelines C.R.E.M.E.A.S (Strasbourg), re-
ferral number 2943. For the ex-vivo brain imaging, the mouse
was food-deprived during 4 hours before the injection. The
activity concentration of 18F-FDG was 215 MBq/mL and the
mouse weighing 53,4 g was injected with a volume of 180
µL by intraperitoneal injection. The mouse was sacrificed 1h
later, and the brain was extracted. We measured 477 kBq in
the brain of 520,4 mg. To preserve the brain, the brain was
embedded by agarose gel 4% (4g in 100mL of water). We
obtained the brain slice 50 µm of thickness using a vibratome
Leica VT1200S at around 4Co. An optical image of each block
face was recorded during the sectioning process using a Canon
EOS 700D with a 100 mm macro lens. We laid the section on
the coverslip (24 x 60 x 0,16 mm), and a droplet of oil was
put on the tissue to avoid the dryness during the acquisition.
Subsequently, the system was placed directly in contact with
the sensor. The exposure time was nearly 5 hours. A rigid
registration allowed alignment and to fuse the functional AR
image from the Mimosa-28 with the optical image [34].
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TABLE III: Range of the positrons emitted from 18F.

Energy (keV) Water Silicon
Range (µm)

249.5 620 333
633.9 2256 1200

5) Signal-to-noise ratio: In the brain slice image, we se-
lected 3 different regions of interest (ROI) where we measured
the signal, 2 in the brain and 1 out of the brain (background)
areas to calculate the signal-to-noise ratio (SNR) and the image
contrast (C):

SNR =
mROI

sbackground
(2)

C =
mROI −mbackground

mROI +mbackground
(3)

where m and s are the mean signals and the standard
deviation respectively in different regions.

III. RESULTS

A. Background noise
During 30 minutes of acquisition, with the low-resistivity

epitaxial layer, the sensor recorded an average (5,4 ± 0.1) 10−2
counts/s/mm2 on the surface of the detector with a threshold
of 12σ. With the high-resistivity layer, the noise was (5,0 ±
0.2) 10−4 counts/s/mm2. We reported the number of events
as a function of the threshold in the Fig.3 with the different
resistivity layers. Since the noise was very low with this value,
we used it in the rest of this article.

Fig. 3: Variation of the flux as a function of the threshold σ
without any radio-activity.

B. Linearity efficiency and dynamic range
Between 1 kBq and 1 MBq, the event rate was linear as

a function of the activity. Using the low-resistivity sensor,
the efficiency was 39,0 ± 0,7 % (0,39 counts/s/Bq) with a
threshold of 12σ, and the dynamic range had five orders of
magnitude. Using high-resistivity sensor, the efficiency was
linear with a threshold of 12σ between 1 kBq and 500 kBq.
The efficiency was 44,0 ± 0,5 %, Fig.4. The figure 4 is zoomed
on the range 0 to 80kBq.

C. Spatial resolution
With the low-resistivity layer and a threshold of 12σ, the

FWMH was 165 ± 4 µm at 30 mm and 144 ± 3 µm at 21
mm. With the high-resistivity layer, we obtained 161 ± 6 µm
at 30 mm and 145 ± 4 µm at 21 mm. At 1 mm distance
between the source and the sensor, a difference was observed
between the resolution obtained with a high-resistivity sensor
and a low-resistivity sensor. At a distance beyond 5 mm, the
spatial resolutions were the same for both resistivities. In any
case, the spatial resolution was improved (between 10% and
30%) using the centroid determination Fig. 6.

D. Autoradiography imaging
1) Rose leaf sample: We obtained the image 1h after

exposure, Fig.7(a). A fusion between the optical image and
autoradiography combined the information concerning the
distribution and the structure of the leaf, Fig.7(b). We observed
an uptake of the solution containing 18F in the primary veins
of the leaf.

2) Brain section: Using the Mimosa-28, we obtained the
image of the brain slice, 50 µm in thickness, Fig 8. The
brain section contained an estimated activity of 4 kBq. A
fusion between autoradiography and optical image provided
the visualization of the uptake in the different parts of the
brain slice.

In the Fig.8(b), we selected 3 ROI of 500 x 350 µm2:
one background outside the brain section, one in the lateral
ventricle and one in anterior commissure. In the Fig.9(a), the
SNR became constant (SNR = 57) after 200 minutes. The
behavior was the same with the contrast, Fig.9(b).

IV. DISCUSSION

A. Efficiency
Our experiments aim to characterize the sensor with 18F.

According to our experiments, the efficiencies are 39% and
44% with the low-resistivity layer and the high-resistivity layer
respectively. We detected nearby half of the β+ emitted due to
the solid angle, lower than 2π sr. Furthermore, the positrons
may be back-scattered or are absorbed by the cellophane and
the dead parts of the detector before being detected by the
sensor. With a 7 µm thick cellophane film, we lose 3% of
efficiency with the source of 18F [19]. The energy spectrum
of the β+ particles from the 18F varies from 0 to 650 keV.
Positrons with kinetic energy less than 20 keV represent 2%
in the energy spectrum of the beta particles emitted by the
18F. According to the equation in [31], the range is 3 µm for
a charged particle with 20 keV in the silicon. Therefore, the
dead layer can absorb these 2% positrons before interacting
with the sensor.
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(a) (b)

Fig. 4: Variation of the event rate (counts/s) as a function of the activity of the 18F in the paper with (a) the low-resistivity and
(b) the high-resistivity layer with the threshold of 12σ. Event rate is calculated as the number of hit over the full image divided
by the exposure time (10000 frames = 1,856s). A linear fit is plotted on the graph.

(a) (b)

Fig. 5: (a) Image of 18F activity projected on the sensor with the tungsten mask. Exposure time = 1 hour. The color bar represents
the number of hits per pixel. The height is 30 mm between the source and the sensor. (b) Projection of the image on x-axis,
fitting of the data (red line).

Fig. 6: Spatial resolution as a function of the height between
the source and the sensor with the different parameters (with
or without centroid determination).

Finally, according to [11], there is self-absorption of the
β+ particles with low energy in the source. The deeper β+

particles are attenuated in the source, and their contribution to
the signal is less than the particles at the surface of the source.

B. Spatial resolution
The absorbing edge method is initially used to measure the

spatial resolution with a parallel particle beam. The mask stops
the particles, and the method gives a clean sharp function.
There are several explanations why we did not obtain an
ideal edge function. In our case, the emission of positrons is
isotropic, and the diffusion effects degrade the measurement
of the spatial resolution. Back-scattering effects at the edges
of the masks degrade the spatial resolution. In addition, the
tungsten layer produces secondary electrons from the Compton
effect and the photoelectric absorption induced by 511 keV
photons. These electrons add a signal into the sensor under the
tungsten. We decrease the degradation of the spatial resolution
when we increased the distance between source and sensor.
In this case, only positrons with high kinetic energy and
perpendicular to the surface of the sensor did interact with
the sensor. For positrons highly diffused, the masks plays a
role of collimator.

The spatial resolution we obtained is similar to the one of
Timepix [19], but the counting efficiency is 44% compared
to 38% using Timepix. In general, the characterization of
detectors for autoradiography do not follow a general method
contrary to the PET scan which has the NEMA standard to
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(a) (b)

Fig. 7: (a) Autoradiography of a rose leaf with an uptake of 18F. Exposure time = 1h. (b) Fusion between autoradiography and
image from SteREO Discovery.

(a) (b)

Fig. 8: (a) Autoradiography of the brain slice with a thickness of 50 µm with the exposure time 4.8 hours. The color bar represents
the number of clusters per pixel. The threshold is 5 to 35 hits/pixel. (b) Fusion between autoradiography and photography with
the area where we calculate the mean µ and the standard deviation σ. A: anterior commissure, B: lateral ventricle, C: corpus
callosum, D: caudate putamen.

(a) (b)

Fig. 9: (a) SNR of ROI with the different backgrounds as a function of the exposure time. (b) Contrast between the ROI and
the backgrounds as a function of the exposure time.

compare two systems in the same conditions. In fact, in au-
toradiography, each author characterize the sensor differently,
and it is extremely difficult to compare results like the spatial
resolution, the linearity and the efficiency between 2 detectors
for autoradiography. Additionally, some authors characterize
the sensor with one isotope and perform autoradiography with

another isotope.

V. CONCLUSION

The Mimosa-28 sensor presents linearity of the signal be-
tween 1 MBq and 1 kBq. The spatial resolution is 144 ± 3
µm at 21 mm distance with the low-resistivity layer and a
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threshold of 12σ and 145 ± 4 µm with the high-resistivity
layer. Images have been recorded using 18F and a rose bush
leaf sample or brain slice. We summarize the characteristics
in table IV. The sensor presents the characteristics favorably
with state-of-the-art detectors for digital AR. This sensor can
image the distribution of 18F-FDG in a tissue section with the
AR technique.

TABLE IV: Characteristic of the Mimosa-28 according to the
methods with 18F.

Technique AR Dynamic range
(decades)

Optimal spatial
resolution (µm)

Efficiency
(counts/s/Bq)

Mimosa-28 >5 144 ± 3 0,39 ± 0,07 for Low-Res
0,44 ± 0,05 for Hi-Res
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