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Abstract

The problem of domain adaptation on an unlabeled target dataset using knowledge
from multiple labelled source datasets is becoming increasingly important. A
key challenge is to design an approach that overcomes the covariate and target
shift both among the sources, and between the source and target domains. In this
paper, we address this problem from a new perspective: instead of looking for a
latent representation invariant between source and target domains, we exploit the
diversity of source distributions by tuning their weights to the target task at hand.
Our method, named Weighted Joint Distribution Optimal Transport (WJDOT),
aims at finding simultaneously an Optimal Transport-based alignment between the
source and target distributions and a re-weighting of the sources distributions. We
discuss the theoretical aspects of the method and propose a conceptually simple
algorithm. Numerical experiments indicate that the proposed method achieves
state-of-the-art performance on simulated and real-life datasets.

1 Introduction

Many machine learning algorithms assume that the test and training datasets are sampled from the
same distribution. However, in many real-world applications, new data can exhibit a distribution
change (domain shift) that degrades the algorithm performance. This shift can be observed for
instance on computer vision when changing of background, location, illumination or pose, and in
speech recognition for different speakers or recording conditions. To overcome this problem, Domain
Adaptation (DA) [1, 2] attempts to leverage labelled data from a source domain, in order to learn
a classifier for unseen or unlabelled data in a target domain. Several DA methods incorporate a
distribution discrepancy loss into a neural network to overcome the domain gap. The distance between
distributions are usually measured through an adversarial loss [3, 4, 5, 6] or integral probability
metrics, such as the maximum mean discrepancy [7, 8]. Recently, DA techniques based on Optimal
Transport have been proposed in [9, 10, 11] and justified theoretically in [12].

In this work, we focus on the setting, more common in practice, in which several labelled sources
are available, denoted in the following as multi-source domain adaptation (MSDA) problem. Many
recent approaches motivated by theoretical considerations have been proposed for this problem. For
instance, [13, 14] provided theoretical guarantees on how several source predictors can be combined
using proxy measures, such as the accuracy of an hypothesis. This approach can achieve a low
error predictor on the target domain, under the assumption that the target distribution can be written
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as a convex combination of the source distributions. Other recent methods [15, 16, 17] look for a
unique hypothesis that minimizes the convex combination of its error on all source domains and
provide theoretical bounds of the error of this hypothesis on the target domain. Those guarantees
generally involve some terms depending on the distance between each source distribution and the
target distribution and suggest to find an embedding in which the feature distributions between
sources and target are as close as possible, by using Adversarial Learning [16, 18, 19] or Moment
Matching [15]. However, it can be impossible to find an embedding preserving discrimination when
the distances between source/target marginals are small as in Figure 1 where a rotation between the
sources prevents the existence of such invariant embedding as theorized in [20].

In this paper, we address the MSDA problem following a radically different route. Instead of looking
for a latent representation in which all source distributions are similar to the target one, we embrace
the diversity of source distributions and look for a convex combination of the joint distribution
of sources with minimal distance to the target one, without referring to a proxy measure such as
the accuracy of source predictors. After having derived a new generalization bound on the target
involving that distance, we propose to optimize the Wasserstein distance, defined on the feature/label
product space, similar to what was proposed in [10] but between the target domain and a weighted
sum of the labelled sources. A unique feature of our approach is that the weights are learned
simultaneously with the classification function, which allows us to distribute the mass based on the
similarity of the sources with the target, both in the feature and in the output spaces. Interestingly our
approach estimates weights that provide a measure of domain relatedness and interpretability. We
refer to the proposed method as Weighted Joint Distribution Optimal Transport (WJDOT).

The rest of the manuscript is organized as follows. In Section 2, we recall the basics of Optimal
Transport (OT) problem and the Joint Distribution Optimal Transport (JDOT). In Section 3, we present
a theoretical analysis of multi-source DA and introduce the proposed Weighted Joint Distribution
Optimal Transport (WJDOT) method. Finally, in Section 4, we provide experimental results on both
synthetic data and real life applications.

Notations We let S be the number of source domains, in which both features and labels are
available. We suppose that we have access to a differentiable embedding function g : X → G, with
G the embedding space. Through the paper all input distributions are in this embedding space. We
let ps be the true distribution in the source domain s and pT the true distribution in the target, both
supported on the product space G×Y , where Y is the label space. In practice we only have access to a
finite number {Ns}Ss=1 of samples in the source domains leading to the empirical source distributions
p̂s = 1

Ns

∑Ns

i=1 δg(xis),yis . In the target domain we only have access to a finite number of unlabeled

samples in the feature space and to µ̂ = 1
N

∑N
i=1 δg(xi), the empirical target marginal distribution.

Given a loss function L and a joint distribution p, the expected loss of a function f is defined as
εp(f) = E(x,y)∼p[L(y, f(x))].

2 Optimal Transport and Domain Adaptation

In this section we recall the Optimal Transport problem and the notion of Wasserstein distance,
playing a central role in our approach. Then we discuss how they were exploited for Domain
adaptation in the Joint Distribution Optimal Transport (JDOT) formulation that will be central in our
approach.

Optimal Transport The Optimal transport (OT) problem has been originally introduced by Monge
in 1784 [21] and, reformulated as a relaxation by Kantorovich [22]. Let µ̂1 =

∑
i a
i
1δxi1 , µ̂2 =∑

i a
i
2δxi2 be discrete probability measures with

∑
i a
i
j = 1 and aij ≥ 0,∀i, j. The OT problem

searches a transport plan γ ∈ Π(µ1, µ2) = {γ ≥ 0|
∑
i γi,j = aj2,

∑
j γi,j = ai1}, i.e. the set of joint

probabilities with marginals µ1 and µ2, that solve the following problem:

WC(µ̂1, µ̂2) = min
γ∈Π(µ1,µ2)

∑
ij

Cij · γij (1)

where Cij = c(xi1, x
j
2) represents the cost of transporting mass between xi1 and xj2 for a given ground

cost function c : X × X → R+. c is often set as the Euclidean distance to recover the classical
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W1 Wasserstein distance. Given a ground cost C, WC(µ1, µ2) corresponds to the minimal cost
for mapping one distribution to the other and γ? is the OT matrix describing the relations between
source and target samples. OT and in particular Wasserstein distance have been used with success
in numerous machine learning applications such as Generative Adversarial Modeling [23, 24] and
Domain Adaptation [9, 10, 25].

Joint Distribution Optimal Transport (JDOT) This method has been proposed in [10] for ad-
dressing the problem of unsupervised DA with only one labelled source distribution p̂1 and the
embedding marginal target distribution µ̂. The Kantorovich formulation in Eq. (1) can be expressed
by considering the joint distributions instead of the feature marginal ones. However, since no labels
are available in the target distribution, the authors in [10] proposed to use a proxy joint empirical
distribution p̂f where the labels are replaced by the prediction of a classifier f : G → Y , that is,

p̂f = 1
N

∑N
i=1 δg(xi),f(g(xi). (2)

In order to train a meaningful classifier on the target domain, the authors proposed to solve the
following optimization problem:

min
f

WD(p̂1, p̂
f ) = min

π∈Π(p̂1,p̂f )

∑
ij

D(g(xi1), yi1; g(xj), f2(g(xj))) · πij

 (3)

where the ground cost metric has been designed to measure both embedding and label discrepancy as
D(g(x1), y1; g(x2), f(g(x2))) = β‖g(x1)− g(x2)‖2 + L(y1, f(g(x2))) where L is a loss between
classes and β weights the strength of feature loss. JDOT has been supported by generalization error
guarantees, see [10] for a discussion. It was later extended to deep learning framework where the em-
bedding g was estimated simultaneously with the classifier f with an efficient stochastic optimization
procedure in [11]. One very important aspect of JDOT, that was overlooked by the domain adaptation
community is the fact that the optimization problem involves the joint embedding/label distribution.
This is in contrast to a large majority of DA approaches [3, 26, 25] using divergences only on the
marginal distributions, whereas using simultaneously feature and labels information is the basis of
most generalization bounds as discussed in the next section.

3 Multi-source DA with Weighted JDOT (WJDOT)

In this section we present a novel generalization bound for the MSDA problem that depends on a
weighting of the source distributions. Then, we introduce the WJDOT optimization problem and
propose an algorithm to solve it. Finally, we discuss the relation between WJDOT and the state of the
art approaches.

3.1 Generalization bound for multi-source DA

The theoretical limits of Domain Adaptation are well studied and well understood since the work of
[27] that provided an "impossibility theorem" showing that, if the target distribution is too different
from the source distribution, adaptation is not possible. However in the case of MSDA, one can
exploit the diversity of the source domains and use only the sources close to the target distribution,
thereby obtaining a better generalization bound. For this purpose, a relevant assumption, already
considered in ML [13], is to assume that the target distribution is a convex combination of the source
distributions. The soundness of such an approach is illustrated in the following lemma.
Lemma 1. For an hypothesis f ∈ H, denote by εpT (f) and εpα(f), the expected loss of f on the
target distribution and on the weighted sum of the source distributions, with respect to a loss function
L bounded by B. Then we have that

εpT (f) ≤ εpα(f) +B ·DTV

(
pα, pT

)
(4)

where pα =
∑S
s=1 αsps with α ∈ ∆S is a convex combination of the source distributions, and DTV

is the total variation distance.

This simple inequality, whose proof is in the appendix, tells us that the key point for target generaliza-
tion is to have a function f with low error on a combination of the joint source distribution and that
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combination should be "near" to the target distribution. Note that this also holds for single source
DA problem corroborating the recent findings that just matching marginal distributions may not be
sufficient [28]. While the above lemma provides a simple and principled guidance for a multi-source
domain adaptation algorithm, it cannot be used for training since it assumes that labels in the target
domain are known. In the following, we provide generalization bounds in a realistic scenario where
no target labels are available and a self-labelling strategy is employed to compensate for the missing
labels.

Taking inspiration from the result in Lemma 1, we propose a theoretically grounded framework for
learning from multiple domain sources. Our approach is based on the idea that one can compensate
the lack of target labels by using an hypothesis labelling function f which provides a joint distribution
pf (2), where f is searched in order to align pf with a weighed combination of source distributions.
Following this idea and building upon previous work on single-source domain adaptation JDOT [10],
we introduce the following generalization bound.
Theorem 1. LetH be a space of M -Lipschitz labelling functions. Assume also that the input space
is so that ∀f ∈ H, |f(x) − f(x′)| ≤ M . Consider the following measure of similarity between
pα =

∑
s αsps and pT introduced in [27, Def. 5]

Λ(pα, pT ) = min
f∈H

εpα(f) + εpT (f), (5)

where the loss function L used in the risk is symmetric and k-Lipschitz and satisfies the triangle
inequality. Further, assume that the minimizing function f∗ satisfies the Probabilistic Transfer
Lipschitzness (PTL) property [10]. Then, for any f ∈ H, we have

εpT (f) ≤WD

(
pα, pf

)
+ Λ(pα, pT ) + kMφ(λ), (6)

where φ(λ) is a constant depending on the PTL of f?.

The PTL property is a reasonable assumption for DA that was introduced in [10] and provides a bound
on the probability of finding pair of source-target samples of different label within a 1/λ-ball (detailed
in supplementary). Note that the quantity Λ(pα, pT ) in the bound measures the discrepancy between
the true target distribution and the "best" combination of the source distributions. Minimizing both
terms cannot be done when there is no access to labels in the target domain but the first term can be
minimized w.r.t. both f and α. The above bound can eventually be refined by introducing sample
complexity in the Wasserstein distance as shown in the following theorem.
Theorem 2. Under the assumptions of Theorem 1, let p̂s be empirical distributions of Ns samples
and p̂T and empirical distribution with N samples. Then for all λ > 0 , with β = λk in the ground
metric D we have with probability 1− δ

εpT (f) ≤WD

(
p̂α, p̂f

)
+

√
2

c′
log

(
2

δ

)(
1

N
+
∑
s

αs
Ns

)
+ Λ(pα, pT ) + kMφ(λ). (7)

Note that interestingly the 1/Ns ratios in the bound are weighted by αs which means that even if one
source is poorly sampled it won’t have a large impact as soon as the coefficient αs stays small. The
two theorems above indicate that one can minimize the generalization error using a term similar to
the JDOT loss, by optimizing both the predictor f and the weights α of the source distributions. This
is what we propose to do in the following.

3.2 Weighted Joint distribution OT problem

WJDOT optimization problem Our approach aims at finding a function f that aligns the distri-
bution pf with a convex combination

∑S
s=1 αsps of the source distributions with convex weights

ααα ∈ ∆S on the simplex. We express the multi-domain adaptation problem as

min
ααα∈∆S ,f

WD

(
p̂f ,

S∑
s=1

αsp̂s

)
. (8)

Problem above is a minimization of the first term in the bound from Theorem 2 with respect to both f
andααα. The role of the weightααα is crucial because it allows in practice to select (whenααα is sparse) the
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Figure 1: Illustration of WJDOT on 2D simulated data. (left) illustration of 4 source distributions ps
corresponding to a rotation increasing with the index. The color of the sample corresponds to the
class. (center left) source distributions and target distribution in black because no class information
is available. (center right) weighted sum of source distributions using optimal ααα? = [0, 0.5, 0.5, 0]
from WJDOT, we can see that only source 2 and 3 have a weight > 0 because they are the closest to
the target distribution in the Wasserstein sense. (right) Final WJDOT classifier and predicted labels
for the target data.

Algorithm 1 Optimization for WJDOT

Initialise ααα = 1
S1S and θθθ parameters of fθθθ and steps µααα and µθθθ.

repeat
θθθ ← θθθ − µθθθ∇θθθWD

(
pf ,
∑S
s=1 αsps

)
ααα← P∆S

(
ααα− µααα∇αααWD(pf ,

∑S
s=1 αsps)

)
until Convergence

source distributions that are the closest in the Wasserstein sense and use only those distributions to
transfer label knowledge from. An example of the method is provided in Figure 1 showing 4 source
distributions in 2D obtained from rotation in the 2D space. One interesting property of our approach
is that it can adapt to a lot of variability in the source distributions as long as the distributions lie in a
distribution manifold and this manifold is sampled correctly by the source distributions. For instance
the linear weights allow to interpolate between source distributions and recover the weighted source
that is the closest to the manifold of distribution hence providing a tightest generalization as shown in
the previous section.

Optimization algorithm Problem (8) can be solved with a block coordinate descent similarly to
what was proposed in [10]. But with the introduction of the weights ααα we observed numerically that
one can easily get stuck in a local minimum with poor performances. So we proposed the optimization
approach in Algorithm 1, that is an alternated projected gradient descent w.r.t. the parameters θθθ of
the classifier fθθθ and the weights ααα of the sources. Note that the sub-gradient of∇θθθW is computed
by solving the OT problem and using the fixed OT matrix to compute the gradient similarly to [11].
The sub-gradient ∇αααW can be computed in close form from the optimal dual variable of the OT
problem. Also note that while we did not need it in the numerical experiments, Algorithm 1 can be
performed on mini-batches by sub-sampling the source and target distribution on very large datasets
as suggested in [11] which has been shown recently to provide robust estimators in [29].

Relations with state of the art WJDOT is obviously strongly related to JDOT [10] but opens the
door for a more general approach that can adapt to MSDA. There are two simple ways to apply
JDOT to multi-source DA. The first one consists in concatenating all the source samples into one
source distribution (equivalent to uniform ααα if all Ns are equal) and using classical JDOT on the
resulting distribution. The second one consists in optimizing a sum of JDOT losses for every source
distribution but again, this leads to uniform impact of the sources on the estimation. It is clear that
both approaches are not robust when some sources distributions are very different from the target
(those would have a small weight in WJDOT). There exists a MSDA approach called JCPOT [30]
based on [9] that has been proposed to handle only target shift (change in proportions between the
classes) and satisfies a generalization bound showing that estimating the class proportion in the target
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distribution is key to recovering good performances. While we did not follow this perspective we
claim that WJDOT can also handle the target shift as a special case since the reweightingααα is directly
related to the proportion of classes. The main difference is that JCPOT estimates the proportions of
classes using only the feature marginals, whereas WJDOT estimates the proportion and classifier
simultaneously by optimizing a Wasserstein distance in the joint embedding/label space. Also note
that WJDOT relies on a weighting of the samples where the weight is shared inside the source
domains. This is a similar approach to Domain Adaptation approaches such as Importance Weighted
Empirical Risk Minimization (IWERM) [31] designed for Covariate Shift that use a reweighing of all
the samples. One major difference is that we only estimate a relatively small number of weights in ααα
leading to a better posed statistical estimation. It is indeed well known that estimation of continuous
density which is necessary for a proper individual reweighting of the samples is a very difficult
problem in high dimension.

Finally, as discussed in the introduction, the majority of recent DA approaches based on deep learning
[3, 26, 25] relies on the estimation of an embedding that is invariant to the domain which means that
the final classifier is shared across all domains when the embedding g is estimated. Those approaches
have been extended to multiple sources [16, 18, 15] with the objective that the embedded distributions
between sources and target are similar. Our approach differs greatly here for several reasons. First we
do not try to cancel the variability across sources but to embrace it by allowing the approach to find
the source domains closest in term of terms of embedding and classifier automatically. There exist
numerous examples of source variability in real life (such as rotation between the full distributions)
that cannot be handled with a global embedding and to the best of our knowledge WJDOT is one of
the few generic frameworks that can handle this problem.

4 Numerical experiments

In this section, we first provide some implementation details for WJDOT. We then evaluate the
proposed method and compare it with state-of-the-art MSDA methods, on both simulated and real
data. For research reproducibility, all the Python/Pytorch [32] code will be released upon publication.

Practical implementation of WJDOT We used in all numerical experiments the WJDOT solver
from Algorithm 1. We recall that we suppose in the paper that we have access to a meaningful (as
in discriminant) embedding g. This is a realistic scenario due to the wide availability of pre-trained
models and advent of reproducible research. Nevertheless we discuss here how to estimate such an
embedding when none is available. To keep the variability of the sources that is used by WJDOT we
propose to estimate an g with the Multi-Task Learning framework originally proposed in [33], i.e.

ming,{fs}Ss=1

∑S
s=1

1
Ns

∑Ns

i=1 L(fs ◦ g(xis), yis). (9)

This approach for estimating an embedding g makes sense because it promotes a g that is discriminant
for all tasks but allows a variability thanks to the task specific final classifiers fs which is an
assumption at the core of WJDOT. We refer to WJDOT where the embedding g is learned with the
above procedure as WJDOTmtl. Note that this is a two step procedure.

Another important question, especially when performing unsupervised domain adaptation, is the
question of how to perform validation of the parameters and early stopping. In unsupervised DA
this is always a difficult question due to the lack of target samples for validation. To overcome
the problem, we use the sum of the squared errors (SSE) between the estimated outputs f(X) and
their estimated cluster centroids on the target data. We also explored another strategy, based on the
classifier accuracy on the sources, that is discussed and reported in the supplementary material.

Compared methods We compare our approach with the following MSDA methods among which
two non obvious extension of the JDOT formulation. CJDOT consists in concatenating all the source
samples into one source distribution. MJDOT consists in optimizing the sum

∑
sW (ps, p

f ) of JDOT
objective for all sources. For both JDOT variants, we employ the SSE criterion discussed above to
validate both parameters and early stopping. Importance Weighted Empirical Risk Minimization
(IWERM) [31] that is a variant of ERM where the samples are weighted by the ratio of the target and
source densities minimizing the sum of the IWERM objective for each sources. DCTN is the Deep
cocktail network of [18] where adversarial learning is employed to learn a feature extractor, domain
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Figure 2: Simulated dataset. Methods’ accuracy and recovered α weights for an increasing rotation
angle: (left) S = 3 and (right) S = 30 sources.

discriminators and source classifiers. The domain discriminator provides multiple source-target-
specific perplexity scores that are used to weight the source-specific classifier predictions and produce
the target estimation. Finally M333SDA is the Moment matching approach proposed for MSDA in [15],
in which an embedding is learned by aligning moments of the source and target distributions. Please
note that both in DCTN and M333SDA the embedding learning is the core of the methods and hence they
are not feasible for a fixed embedding g. For this reason, we compare with these methods only when
the g has to be estimated. We also provide performances for Baseline that trains a classifier that
maximizes performance among all source domains. This approach measure the ability to train a
unique classifier that is robust to the domain and perform well on target. Finally, we also compare to
two unrealistic approaches that use labels in target: Baseline+Target is similar to Baseline but
also use labels in the target domain. Target trains a classifier using only target labels and is more
prone to overfitting since less samples are available. Since we have access to labels for the two last
approaches, we validate the model by using the classification accuracy on the target validation set.All
methods are compared on the same dataset split in training (70%), validation (20%) and testing (10%)
but the validation set is used only for Baseline+Target and Target.

Simulated data We consider a classification problem similar to what is illustrated in Figure 1, but
with 3 classes, i.e. Y = {0, 1, 2}, and in 3D. For the sources and target we generate Ns and N
samples from S + 1 Gaussian distributions rotated of angle θs ∈ [0, 3

2π] around the x-axis. As the
data is already linearly separated, we set g as the identity function in this experiment. We carried
out many experiments in order to see the effect of different parameters such as the number of source
domains S, of source samples Ns and of target samples N . Each experiment has been repeated 50
times.

We report in Fig. 2 the accuracy of all methods with Ns = N = 300 for S = 3 (left) and S = 30
(right). All competing methods are clearly outperformed by WJDOT both in term of performance and
variance even for a limited number of sources. Interestingly WJDOT can even outperform Target

due to its access to a larger number of samples. Another important aspect of WJDOT is the obtained
weights α that can be used for interpretation. We show in Fig. 2 that the estimated weights tend to
be sparse and put more mass on sources that have a similar angle i.e. we recover automatically the
closest sources in the joint distribution manifold. Note that we only report the method’s performances
on those two configurations the results for other experiments can be found in the supplementary
material.

Object recognition The Caltech-Office dataset [34, 35, 36, 9] contains four different domains:
Amazon , Caltech [37], Webcam and DSLR. The variability of the different domains come from
several factors: presence/absence of background, lightning conditions, noise, etc. We use for the
embedding function g the output of the 7th layer of a pre-trained DeCAF model [38], similarly to what
was done in [9], resulting into an embedding space G ∈ R4096. For f , we employ a one-layer neural
network. Training is performed with Adam optimizer with 0.9 momentum and ε = e−8. Learning
rate and `2 regularization on the parameters are validated for all methods.In JDOT extensions and
WJDOT, we also validate the β parameter weighting the feature distance in the cost of Eq. (3).

The performance of the different methods are reported in Table 1. We can see that WJDOT is state
of the art providing the best Average Rank (AR). Note that the DeCAF pre-trained embedding was
originally designed in part to minimize the divergence across domains which as discussed is not the
best configuration for WJDOT but it still performs very well showing the robustness of WJDOT to the
embedding. Moreover, we observed that for each adaptation problem WJDOT provides one-hot vector
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Method Amazon dslr webcam Caltech10 AR
Baseline 93.13 ± 0.07 94.12 ± 0.00 89.33 ± 1.63 82.65 ± 1.84 4.0
IWERM [31] 93.30 ± 0.75 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 89.33 ± 1.16 91.19 ± 2.5791.19 ± 2.5791.19 ± 2.57 2.25
CJDOT [10] 93.71 ± 1.57 93.53 ± 4.59 90.33 ± 2.1390.33 ± 2.1390.33 ± 2.13 85.84 ± 1.73 2.75
MJDOT [10] 94.12 ± 1.57 97.65 ± 2.88 90.27 ± 2.48 84.72 ± 1.73 2.50
WJDOT 94.23 ± 0.9094.23 ± 0.9094.23 ± 0.90 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 89.33 ± 2.91 85.93 ± 2.07 1.75
Target 95.77 ± 0.31 88.35 ± 2.76 99.87 ± 0.65 89.75 ± 0.85 -
Baseline+Target 94.78 ± 0.48 99.88 ± 0.82 100.00 ± 0.00 91.89 ± 0.69 -

Table 1: Accuracy of all methods on the Caltech Office Dataset. The average rank of the method
across target domains is reported in the last column.

Method F16 Buccaneer2 Factory2 Destroyerengine AR
Baseline 69.67 ± 8.78 57.33 ± 7.57 83.33 ± 9.13 87.33 ± 6.72 7.25
IWERM [31] 72.22 ± 3.93 58.33 ± 5.89 85.00 ± 6.23 81.64 ± 3.33 6.75
IWERMmtl [31] 75.00 ± 0.00 66.67 ± 0.00 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 98.33 ± 3.33 2.75
DCTN [18] 66.67 ± 3.61 68.75 ± 3.61 87.50 ± 12.5 94.44 ± 7.86 5.00
M333SDA [15] 70.00 ± 4.08 61.67 ± 4.08 85.00 ± 11.05 83.33 ± 0.00 6.50
CJDOT [10] 59.50 ± 13.95 50.00 ± 0.00 83.33 ± 0.00 91.67 ± 0.00 7.75
CJDOTmtl [10] 83.83 ± 5.11 74.83 ± 1.1774.83 ± 1.1774.83 ± 1.17 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 95.74 ± 16.92 2.25
MJDOT[10] 66.33 ± 9.57 50.00 ± 0.00 83.33 ± 0.00 91.67 ± 0.00 7.50
MJDOTmtl[10] 86.00 ± 4.55 72.83 ± 5.73 97.67 ± 3.74 97.74 ± 8.28 2.50
WJDOT 83.33 ± 0.00 58.33 ± 6.01 87.00 ± 6.05 89.00 ± 4.84 5.25
WJDOTmtl 87.17 ± 4.1587.17 ± 4.1587.17 ± 4.15 74.83 ± 1.2074.83 ± 1.2074.83 ± 1.20 99.67 ± 1.63 99.67 ± 1.6399.67 ± 1.6399.67 ± 1.63 1.25
Target 73.67 ± 6.09 69.17 ± 7.50 77.33 ± 4.73 73.17 ± 9.90 -
Baseline+Target 71.06 ± 9.31 67.62 ± 11.92 85.33 ± 11.85 79.53 ± 10.05 -

Table 2: Accuracy of all methods on the Music-Speech Dataset. The average rank of the method
across target domains is reported in the last column.

ααα (provided in supplementary) suggesting that only one source is needed for the target adaptation.
Interestingly the source selected by WJDOT is for each target is the one that was reported with the
best performance for Single source DA in [9] which shows that WJDOT can automatically find the
relevant sources with no supervision.

Music-speech discrimination We now consider the music-speech discrimination task introduced
in [39], which includes 64 music and speech tracks of 30 seconds each. We generated 14 noisy
datasets by combining the raw tracks with different types of noises from a noise dataset1. The noisy
datasets have been synthesised by PyDub python library [40]. We then used the libROSA python
library [41] to extract 13 MFCCs, computed every 10ms from 25ms Hamming windows followed by
a z-normalization per track. We chose each of the four noisy datasets (F16, Bucaneer2, Factory2,
Destroyerengine) as target domains, considering the remaining noisy datasets and the clean dataset
as labelled source domains. The feature extraction g is a Bidirectional Long Short-Term Memory
(BLSTM) recurrent network with 2 hidden layers containing each 50 memory blocks. The f classifier
is learned as one feed-forward layer. Model and training details are reported in the supplementary
materials.

We report in Table 2, the mean and standard deviation accuracy on the testing set of each target
dataset over 50 trials, as well as the Average Rank for each method. First note that on this hard
adaptation problem the Baseline+Target approach only slightly improves the Baseline, and most
of the methods performance shows large variance. As expected, WJDOTmtl significantly outperforms
WJDOT confirming the importance of estimating an embedding g exploiting the source variability.
WJDOTmtl achieves a 1.25 Average Rank outperforming all the other MSDA methods and also
presents low standard deviation, showing robustness to small sample size. Surprisingly, WJDOTmtl
even outperforms both the Target and Baseline+Target methods, where the labels are available.

1Available at http://spib.linse.ufsc.br/noise.html
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5 Conclusion

We presented a novel approach for multi-source DA that relies on OT for propagating labels from
the sources and a weighting of the source domains so as to be able to select the best sources for the
target task at hand in order to get a better prediction. We provided results that show that the proposed
approach is theoretically grounded. Finally we presented numerical experiments that illustrate the
good performance of the method on both simulated and real-world benchmark datasets. Future works
will investigate a regularization of α and estimating simultaneously the embedding g with WJDOT
instead of pre-training it with multitask learning. The embedding could indeed be updated for each
new target which suggests an incremental formulation for WJDOT that could be valuable in practice.

Broader Impact

This work investigates the problem of domain adaptation with multiple sources by modeling the
variability of the sources to better predict on a target domain. It could be used to get better specialized
AI in several applications such as personal assistants, voice recognition of even bio-metric security.
One end application that provided the initial motivation for this study was being able to adapt voice
recognition software to speech impaired people and it is still a planned application. As all AI
approaches it can be used to put some people at disadvantage and may have consequences. However
since the paper in mainly methodological, this will mainly depend on the application.

Finally our approach was not designed to handle bias in the data and since one can specialize even
more the method to individuals, there is a risk that a systematic bias in the source domains could lead
to more important bias in the final decisions.
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A Proofs

A.1 Proof of Lemma 1

Lemma 1. For an hypothesis f ∈ H, denote as εpT (f) and εpα(f), the expected loss of f on the
target and on the weighted sum of the source domains, with respect to a loss function L bounded by
B. We have

εpT (f) ≤ εpα(f) +BdTV
(
pα, pT

)
. (10)

where pα =
∑S
s=1 αsps with α ∈ ∆S is a convex combination of the source distributions, and dTV

is the total variation distance.
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Proof. We define the error of an hypothesis f with respect to a loss function L(·, ·) and a joint
probability distribution p(x, y) as

εp =

∫
p(x, y)L(y, f(x))dxdy

then using simple arguments, we have

εpT (f) = εpT (f) + εpα(f)− εpα(f) (11)
≤ εpα(f) + |εpT (f)− εpα(f)|

≤ εpα(f) +

∫
|pα(x, y)− pT (x, y||L(y, f(x)|dxdy

≤ εpα(f) +B

∫ ∣∣pα(x, y)− pT (x, y)
∣∣dxdy

and using the definition of the total variation distance between distribution concludes the proof.

A.2 Proof of Theorem 1

The proof of this theorem follows the same steps as the one proposed by Courty et al. [10] and we
reproduce it here for a sake of completeness.
Definition 1. Probabilistic Transfer Lipschitzness Let ps and pT be respectively the source and
target distributions. Let φ : R → [0, 1]. A labeling function f : Ω → R and a joint distribution
Π(ps, p

T ) over ps and pT are Φ-Lipschitz transferable if for all λ > 0, we have

Pr(x1,x2)∼Π(ps,pT )

[
|f(x1)− f(x2)|] > λD(x1, x2)

]
≤ Φ(λ)

with d being a metric on Ω

As stated in Courty et al. [10], given function f and coupling Π, this property and definition gives a
bound on the probability of finding couple (source-target) of examples that are differently labeled in
a (1/λ) ball with respect to Π and the metric D .
Theorem 1. LetH be a space of M -Lipschitz labelling functions. Assume also that the input space
is so that ∀f ∈ H, |f(x) − f(x′)| ≤ M . Consider the following measure of similarity between
pα =

∑
s αsps and pT introduced in [27, Def. 5],

Λ(pα, pT ) = min
f∈H

εpα(f) + εpT (f) (12)

where the loss function L used in the risk is symmetric and k-Lipschitz and satisfies the triangle
inequality. Further, assume that the minimizing function f? satisfies the Probabilistic Transfer
Lipschitzness (PTL) property [10]. Then, for any f ∈ H, we have

εpT (f) ≤WD

(
pα, pf

)
+ Λ(pα, pT ) + kMφ(λ). (13)

where φ(λ) is a constant depending on the PTL of f?.

Proof.
εpT (f) = E(x,y)∼pTL(y, f(x))

≤ E(x,y)∼pT [L(y, f?(x)) + L(f?(x), f(x))]

= εpT (f?) + E(x,y)∼pTL(f?(x), f(x)]

= εpT (f?) + E(x,y)∼pfL(f?(x), f(x)]

= εpT (f?) + εpf (f?) + εpα(f?)− εpα(f?)

≤ |εpf (f?)− εpα(f?)|+ εpα(f?) + εpT (f?)

where the second equality comes from the symmetry of the loss function and the third
one is due to the fact that f is a one-to-one mapping and thus E(x,y)∼pTL(f?(x), f(x)] =
E(x,y)∼pfL(f?(x), f(x)].https://www.overleaf.com/project/5e171532c504fe000157d8ba

Now, if we analyze the first term we have εpf (f?)− εpα(f?)|
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=

∣∣∣∣∫
Ω×C

L(y, f?(x))|pT (x, y)− pα(x, y)dxdy

∣∣∣∣
=

∣∣∣∣∫
Ω×C

L(y, f?(x))d(pT − pα)

∣∣∣∣
≤
∫

(Ω×C)2
|L(yft , f(xt))− L(yα, f

?(xα)|dΠ?((xα, yα), (xt, y
f
t )) (14)

=

∫
(Ω×C)2

∣∣∣L(yft , f(xt))− L(yft , f
?(xα)

+ L(yft , f
?(xα)− L(yα, f

?(xα)
∣∣∣dΠ?((xα, yα), (xt, y

f
t ))

≤
∫

(Ω×C)2

[∣∣∣L(yft , f(xt))− L(yft , f
?(xα)

∣∣∣
+
∣∣∣L(yft , f

?(xα)− L(yα, f
?(xα)

∣∣∣]dΠ?((xα, yα), (xt, y
f
t ))

≤
∫

(Ω×C)2

[
k
∣∣f?(xt)− f?(xα)

∣∣+
∣∣∣L(yft , f

?(xα)− L(yα, f
?(xα)

∣∣∣]dΠ((xα, yα), (xt, y
f
t ))

(15)

≤ kMφ(λ) +

∫
(Ω×C)2

[
kλD(xt, xα) +

∣∣∣L(yft , f
?(xα)− L(yα, f

?(xα)
∣∣∣]dΠ((xα, yα), (xt, y

f
t ))

(16)

≤ kMφ(λ) +

∫
(Ω×C)2

[
βD(xt, xα) + L(yft , yα)

∣∣∣]dΠ((xα, yα), (xt, y
f
t )) (17)

= kMφ(λ) +W1(pα, pf ) (18)

Inequality in line (14) is due to the Kantorovitch-Rubinstein theorem stating that for any coupling
Π ∈ Π(pα, pT ), the following inequality holds:∣∣∣∣∫

Ω×C
L(y, f?(x))d(pT − pα)

∣∣∣∣ ≤
∣∣∣∣∣
∫

(Ω×C)2
|L(yft , f(xt))− L(yα, f

?(xα)|dΠ((xα, yα), (xt, y
f
t ))

∣∣∣∣∣
followed by an application of the triangle inequality. Since, the above inequality applies for any
coupling, it applies also for Π?. Inequality (15) is due to the assumption that the loss function is k-
Lipschitz in its second argument. Inequality (16) that f? and Π? verify the probabilistic Lipschitzness
property with probability 1− φ(λ). In addition, taking into account that the difference between 2
samples with respect to f? is bounded by M , we have the term kMφ(λ that covers the regions where
PTL assumption does not hold. Inequality (17) is obtained from the symmetry of D(·, ·), the triangle
inequality on the loss and by posing kλ = β

A.3 Proof of Theorem 2

First we need to prove the following Lemma
Lemma 2. For any distributions p̂s, ps and α ∈ ∆S in the simplex we have

WD

(∑
s

αsp̂s,
∑
s

αsps

)
≤
∑
s

αsWD (p̂s, ps)

Proof. First we recall that the Wasserstein Distance between two distribution is

WD(p1, p2) = min
π∈Π(p1,p2)

∫
D(v,v′)π(v,v′)dvdv′ (19)
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where Π(p1, p2) = {π|
∫
π(v,v′)dv′ = p1(v),

∫
π(v,v′)dv = p2(v′)} are the marginal. con-

straints.

We can now prove Theorem 2 that is recalled hein the following.

Theorem 2. Under the assumptions of Theorem 1, let p̂s be empirical distributions of Ns samples
with s = 1, · · · , S and p̂T and empirical distribution with N samples. Then for all λ > 0 , with
β = λk we have with probability 1− δ

εpT (f) ≤WD

(
p̂α, p̂f

)
+

√
2

c′
log

(
2

δ

)(
1

N
+
∑
s

αs
Ns

)
+ Λ(pα, pT ) + 2kMφ(λ) (20)

Proof. Let πs be the OT matrix solution of WD(p̂s, ps) satisfying the marginal constraints
πs ∈ Π(p̂s, ps). It is clear because of the linearity of the marginal constraints that

∑
s αsπs ∈

Π(
∑
s αsp̂s,

∑
s αsps) which means that

∑
s αsπs is a feasible point of the optimization problem of

WD (
∑
s αsp̂s,

∑
s αsps). Since the objective function is also linear it means that the OT loss for∑

s πs is equal to
∑
s αsWD (p̂s, ps) and will be greater or equal to WD (

∑
s αsp̂s,

∑
s αsps).

In order to prove Theorem 2 first we show that

WD

(∑
s

αsps, p
f

)
≤WD

(∑
s

αsp̂s, p̂
f

)
+WD(p̂f , pf ) +WD

(∑
s

αsp̂s,
∑
s

αsps

)

≤WD

(∑
s

αsp̂s, p̂
f

)
+WD(p̂f , pf ) +

∑
s

αsWD (p̂s, ps)

where the last line is obtained from Lemma 2. Using the well known convergence property of the
Wasserstein distance proven in [42] we find the following bound with probability 1− δ we have

εpT (f) ≤WD

(∑
s

αsp̂s, p̂
f

)
+

√
2

c′
log

(
2

δ

)(
1

N
+
∑
s

αs

Ns

)
+ Λ(pα, pT ) + 2kMφ(λ) (21)

with c′ corresponding to all source and target distributions under similar conditions as in [10].

B Numerical experiments

B.1 Simulated data

We generate a data set (X0, Y0) by drawing X0 from a 3-dimensional Gaussian distribution with
3 cluster centers and standard deviation σ = 0.8. We keep the same number of examples for each
cluster. To simulate the S sources, we apply S rotations to the input data X0 around the x-axis. More
precisely, we draw S equispaced angles θs from [0, 3

2π] and we get Xs = {xis} as

xis
>

= xi0
> ·

[
1 0 0
0 cos(θs) −sin(θs)
0 sin(θs) cos(θs)

]
. (22)

To generate the target domain X , we follow the same procedure by randomly choosing an angle
θ ∈ [0, 3

2π]. We keep the label set fixed, i.e. Ys = Y = Y0. In the following we report all the
experiment we carried out on the simulated data, in which we also investigate to replace the exact
Wasserstein distance by the the Bures-Wasserstein distance

BW (µ1, µ2)2 = ‖m1 −m2‖2 + Trace
(

Σ1 + Σ2 − 2
(

Σ
1/2
1 Σ2Σ

1/2
1

)1/2
)
, (23)

where the mi,Σi are respectively the first and second order moments of distribution µi for i ∈ {1, 2}.
The BW distance has the advantage of having a complexity linear in the number of samples that can
scale better to large dataset. We label this method variant with (B), while we refer to the exact OT as
(E).
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Figure 3: Methods’ accuracy for varying the number of sources S.

Varying the number of sources. We keep the number of samples fixed and we vary the number of
sources S ∈ {3, 5, 10, 20, 25, 30}. In Fig. 3 we report the accuracy of the different methods.

Varying the number of source samples. We fix the number of sources equal to 20 and the number
of target samples to 300. Fig 4 and 5 show the methods accuracy for varying the number of source
samples Ns in [60, 180, 300] and the recovered ααα weight for sample size 300, respectively.
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Figure 4: Methods’ accuracy for varying the number of source domain samples.
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Figure 5: Recovered ααα for an increasing rotation angle (N = 300).

Varying number of the target samples. We fix the number of sources equal to 20 and the number
of samples Ns = 300, for each s ∈ {1, · · · , S}. We let vary the number of target samples N in
[60, 180, 300] (Fig. 6).
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Figure 6: Methods’ accuracy for varying the number of target samples

Varying the number of samples of all domains We fix the number of sources equal to 20. We
let vary the number of source and target samples in [60, 180, 300], by keeping Ns = N for each
s ∈ {1, · · · , S}. We report the methods’ accuracy in Fig. 4.
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Figure 7: Recovered ααα for an increasing rotation angle in small sample size is available (Ns = N =
60).
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Figure 8: Methods’ accuracy for varying the number of source and target samples

B.2 Object recognition

In Table 3 we report the source weights provided by WJDOT. In all cases, ααα is a one-hot vector
suggesting that only one source is meaningfully related to the target domain.
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ααα Amazon dslr webcam Caltech10
Amazon - 0 0 1

dslr 0 - 1 0
webcam 0 1 - 0

Caltech10 1 0 0 -

Table 3: ααα weights

In the following, we propose an alternative strategy to the one proposed in Sec. 4 for the network
parameters and early stopping validation. In particular, we use the weighted average accuracy of the
trained classifier on the source distributions weighted by ααα, i.e.

S∑
s=1

αsACC(f, ps). (24)

To refer to this approach, we denote as WJDOTacc, CJDOTacc, MJDOTacc the WJDOT and the two
JDOT extensions respectively. Let us remark that WJDOTacc is a way to reuse the weightsααα that define
the closest source distribution which are those that can give a better estimate of the performance of
the current classifier. Table 4 is a full version of Table 1 in the paper, in which we also report the
accuracy obtained by employing this validation strategy. We can observe that WJDOTacc provides
good performances, comparable with both WJDOT and the other MSDA methods, but WJDOT still
remains the state of the art.

Method Amazon dslr webcam Caltech10 AR
Baseline 93.13 ± 0.07 94.12 ± 0.00 89.33 ± 1.63 82.65 ± 1.84 5.75
IWERM [31] 93.30 ± 0.75 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 89.33 ± 1.16 91.19 ± 2.5791.19 ± 2.5791.19 ± 2.57 2.75

CJDOTacc [10] 92.27 ± 0.83 97.06 ± 2.94 90.33 ± 2.33 86.19 ± 0.09 3.75
CJDOT [10] 93.74 ± 1.57 93.53 ± 4.59 90.33 ± 2.13 85.84 ± 1.73 3.75

MJDOTacc [10] 93.61 ± 0.04 98.82 ± 2.35 91.00 ± 1.5391.00 ± 1.5391.00 ± 1.53 85.22 ± 1.48 3.25
MJDOT [10] 94.12 ± 1.57 97.65 ± 2.88 90.27 ± 2.48 84.72 ± 1.73 3.75
WJDOTacc 93.61 ± 0.09 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 86.00 ± 2.91 85.49 ± 1.69 3.75
WJDOT 94.23 ± 0.9094.23 ± 0.9094.23 ± 0.90 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 89.33 ± 2.91 85.93 ± 2.07 2.25
Target 95.77 ± 0.31 88.35 ± 2.76 99.87 ± 0.65 89.75 ± 0.85 -

Baseline+Target 94.78 ± 0.48 99.88 ± 0.82 100.00 ± 0.00 91.89 ± 0.69 -

Table 4: Accuracy on Caltech Office Dataset

Figure 9: BLSTM architecture. A similar architecture is used for the multi-task learning approach:
we use the same embedding function g and T classification functions ft.

Music-speech discrimination The BLSTM-based model we adopted is shown in Fig. 9. Weights
were initialized with Xavier initialization. Training is performed with Adam optimizer with 0.9
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momentum and ε = e−8. Learning rate exponentially decays every epoch. We grid-researches the
initial learning rate value and the decay rate.

In Table 5 we show the MSDA performances in the music-speech discrimination. In particular, for
WJDOT and JDOT variants the validation strategy described in formula 24 has been employed. The
Average Rank shows that WJDOT is state of the art in music-speech discrimination with both
validation strategies.

Method F16 Buccaneer2 Factory2 Destroyerengine AR
Baseline 69.67 ± 8.78 57.33 ± 7.57 83.33 ± 9.13 87.33 ± 6.72 9.25
IWERM [31] 72.22 ± 3.93 58.33 ± 5.89 85.00 ± 6.23 81.64 ± 3.33 8.75
IWERMmtl [31] 75.00 ± 0.00 66.67 ± 0.00 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 98.33 ± 3.33 4.75
DCTN [18] 66.67 ± 3.61 68.75 ± 3.61 87.50 ± 12.5 94.44 ± 7.86 7.00
M333SDA [15] 70.00 ± 4.08 61.67 ± 4.08 85.00 ± 11.05 83.33 ± 0.00 8.50
CJDOT [10] 59.50 ± 13.95 50.00 ± 0.00 83.33 ± 0.00 91.67 ± 0.00 9.75
CJDOTmtl [10] 83.83 ± 5.11 74.83 ± 1.17 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 95.74 ± 16.92 3.25
CJDOTaccmtl [10] 79.83 ± 4.74 74.83 ± 1.17 99.67 ± 1.63 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 2.50
MJDOT[10] 66.33 ± 9.57 50.00 ± 0.00 83.33 ± 0.00 91.67 ± 0.00 9.50
MJDOTmtl[10] 86.00 ± 4.55 72.83 ± 5.73 97.67 ± 3.74 97.74 ± 8.28 3.50
MJDOTaccmtl[10] 77.67 ± 5.12 69.00 ± 4.72 99.67 ± 1.63 99.83 ± 1.17 3.50
WJDOT 83.33 ± 0.00 58.33 ± 6.01 87.00 ± 6.05 89.00 ± 4.84 6.50
WJDOTmtl 87.17 ± 4.1587.17 ± 4.1587.17 ± 4.15 74.83 ± 1.20 99.67 ± 1.63 99.67 ± 1.63 2.00
WJDOTaccmtl 83.00 ± 4.07 75.00 ± 0.0075.00 ± 0.0075.00 ± 0.00 100.00 ± 0.00100.00 ± 0.00100.00 ± 0.00 98.83 ± 3.34 2.00
WJDOTacc 83.33 ± 0.00 58.33 ± 6.01 87.00 ± 6.05 89.00 ± 4.84 6.50
Target 73.67 ± 6.09 69.17 ± 7.50 77.33 ± 4.73 73.17 ± 9.90 -
Baseline+Target 71.06 ± 9.31 67.62 ± 11.92 85.33 ± 11.85 79.53 ± 10.05 -

Table 5: Accuracy on Music-Speech Dataset

18


	Introduction
	Optimal Transport and Domain Adaptation
	Multi-source DA with Weighted JDOT (WJDOT)
	Generalization bound for multi-source DA
	Weighted Joint distribution OT problem

	Numerical experiments
	Conclusion
	Proofs
	Proof of Lemma 1
	Proof of Theorem 1
	Proof of Theorem 2

	Numerical experiments
	Simulated data
	Object recognition


