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Understanding anomalous electron transport in E×B discharges remains a key challenge

in the development of self-consistent models of these systems. It has been shown that

short-wavelength, high-frequency, instabilities in the azimuthal E×B direction may be

responsible for increased electron transport due to an enhanced electron-ion friction force.

Although a theoretical model based on quasi-linear kinetic theory has previously been pro-

posed to describe this friction force, it has so far only undergone limited validation testing.

Here we rigorously assess this theoretical model by comparison with the friction force self-

consistently obtained from 2D axial-azimuthal particle-in-cell simulations. The simulation

geometry is based on a recently established benchmark configuration for E×B discharges,

and a broad parametric study is performed by varying the magnetic field strength, the dis-

charge current density, and the presence of different neutral collisional processes. Overall

the theory is found to be in very good agreement with the simulation results for all cases

studied; verifying the underlying physical mechanisms leading to enhanced electron trans-

port. We demonstrate however that the friction force depends sensitively on the shape

of the electron velocity distribution function, thus posing significant challenges to fully

self-consistent, first principles, modelling of anomalous transport in fluid simulations.

a)Electronic mail: thomas.charoy@lpp.polytechnique.fr
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I. INTRODUCTION

Cross-field discharges, or E×B discharges, refer to plasma discharges in which a magnetic

field B is applied in a direction perpendicular to that of any dominant electric field E present in

the system. These discharge configurations are used in various applications such as sputtering

magnetrons for material processing1,2, or Hall-Effect Thrusters (HET) for space propulsion3,4.

The electric field is often created by imposing an axial potential difference between an anode

and a cathode; which is often a source of electrons (either through direct emission as in a hollow

cathodes, or due to secondary emission from charged particle bombardment). A radial magnetic

field is added to confine these electrons and increase the efficiency of these devices. The cross-

field configuration causes the electrons emitted from the cathode to drift with a very high speed

(typically around 106 m.s−1) in the azimuthal, E×B, direction, whereas the heavy ions, which are

generally unmagnetised, are simply accelerated axially by the electric field.

Even though E×B discharges have been extensively studied theoretically3,5–8, numerically9–12

and experimentally13–16, some fundamental aspects of their operation are still not well under-

stood. One of the most important issues is related to the electron transport across the magnetic

field. Indeed, experiments have shown that this transport is significantly higher than that expected

from classical collisional transport processes17. Electron-wave scattering from short-wavelength

instabilities has been implicated as a possible mechanism leading to this so-called "anomalous"

transport18–20. However, few experimental diagnostics21–26 can currently be used to study these

predominately azimuthal instabilities, often called Electron Drift Instabilities (EDI). Furthermore,

the comparison of theoretical models of the drag force produced by EDIs with fluid simulations

using ad-hoc mobilities or collisionalities (derived empirically from experiments) is a challenge,

as different parameter scalings can give similar results in fluid codes (i.e. the differences are often

within the experimental uncertainty of current diagnostics)27. Hence, self-consistent Particle-In-

Cell (PIC) simulations appear to be the best tools available to find and test new first principles

theoretical models.

Many PIC codes have been developed over the last few years2,9,11,12 to simulate E×B dis-

charges, leading to the important need for rigorous validation efforts. A benchmark activity has

hence been conducted in which seven independently developed 2D axial-azimuthal PIC codes

were successfully compared28. For several reasons, this simulation model presents itself as a

useful candidate tool to help test and challenge any new theoretical transport models. Firstly,
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the simulation domain and operating conditions are clearly specified, and 7 independent research

groups have obtained similar results. Secondly, the model is representative of an E×B discharge,

and since an ionization source term is imposed (see Section II), the simulation rapidly reaches a

steady state which drastically reduces the computational time. Finally, the influence of specific

parameters (such as the magnetic field, the discharge current density or the presence of neutral

collisions) on the azimuthal instabilities can easily be tested and understood.

Recently, a model based on aspects of quasi-linear kinetic theory was developed29 to predict the

level of enhanced transport. However, this theory has only been compared with PIC simulations in

limited testing at only a single set of operating conditions. In the present paper, we challenge this

model more extensively against a broad range of PIC simulation results based on the aforemen-

tioned simplified simulation benchmark model. Whereas many different discharge behaviours are

obtained with this parametric study, the theoretical model is shown to exhibit good agreement with

the PIC results in all cases, which increases the confidence in its validity. Furthermore, by making

use of the benchmark simulation configuration for E×B discharges developed previously28, this

theoretical model can more easily be tested by other researchers in the community.

The simulations considered here require no additional collisionality parameter and neglect

electron-wall collisions. Despite this, they demonstrate "anomalous transport". This paper pro-

vides a detailed assessment and comparison with the kinetic theory, and verifies that the anomalous

transport produced by EDIs can be well described by it. It also highlights why self-consistently

implementing anomalous transport in a fluid model represents a major challenge, as the theory

depends sensitively on the details of the electron and ion velocity distribution functions.

The simulation model is described first in Section II, along with the specific parameters that

have been varied. Then, the role of the instability-enhanced electron-ion friction force on the

axial electron transport is analysed in Section III, by looking at each of the different terms in

the azimuthal electron momentum conservation equation. After showing the importance of this

friction force and testing previous models for approximating it, the recently developed kinetic

model is rederived (adding further simplification steps) explicitly in Section IV and compared with

the results of the PIC simulations. Finally, the role of specific ion-neutral collisional processes is

analyzed in Section V.
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II. 2D PIC SIMULATIONS

A. Description of the model

LPPic, a 2D-3V Particle-In-Cell Monte Carlo Collision (PIC-MCC) code, is used to simulate

the axial (x) and azimuthal (y) directions of an E×B discharge with an axial electric field E and

a radial magnetic field B. The simulation model is similar to that described extensively in the 2D

axial-azimuthal benchmark of Charoy et al.28 in which the code LPPic was verified against 6 other

independently developed codes. In what follows, only the main characteristics of the simulation

will be given. The reader is referred to Ref. [28] for more extensive details.

As shown in figure 1, a 2D structured Cartesian mesh is used, with an axial length of Lx = 2.5

cm and an azimuthal length of Ly = 1.28 cm. The simulation geometry is similar to a HET, but

significantly simplified, with an anode closer (0.75 cm instead of a typical value of 2.5 cm, for

example, for the SPT-100 thruster) to the position of maximum radial magnetic field (i.e. the

thruster exit plane) and an azimuthal length that accounts for only a small part of the real thruster

circumference (1.28 cm instead of around 18 cm), with periodic boundary conditions. A voltage

difference is imposed between the anode at a potential of 200 V (and located at x = 0 cm) and the

cathode with a potential of 0 V (and located at x = 2.4 cm). Because the radial direction is not

considered in 2D axial-azimuthal PIC simulations, there is no way to directly include the hollow

cathode. Thus, we only consider the main effect of the hollow cathode by injecting electrons to

maintain the discharge current balance; as occurs in a real HET and which has been similarly

modelled in previous works18,31,32. Hence, electrons are emitted into the domain from the cathode

at each time step according to a current equality constraint: Nelec,emitted = ∆t× (Ia,e− Ia,i) with ∆t

the time step, Ia,e and Ia,i respectively the anode electron and ion currents. This cathodic model is

known to create a cathode sheath30, and hence the electron emission plane has been shifted by 1

mm from the right-hand side domain boundary, and the plasma potential has been rescaled in order

to impose a potential of zero at this location, as described in Ref. [28]. The simulation includes

electrons, singly charged xenon ions, and for Section V, neutral xenon gas. No artificial scaling

factors, such as a reduced ion mass or an increased vacuum permittivity, have been used, so as to

correctly preserve all spatial and temporal scales in the plasma.
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FIG. 1: Simulation domain with x the axial direction and y the (periodic) azimuthal direction.

Black dotted dashed line (xBmax= 0.75 cm): position of the maximum radial magnetic field. Green

dashed line (xe = 2.4 cm): plane from which electrons are emitted uniformly along the azimuthal

direction.

The axial profile of the imposed radial magnetic field is shown in figure 2(a), along with the im-

posed ionization rate profile. In most of the simulations presented here, no neutral collisional pro-

cesses are taken into account and hence, the discharge needs to be sustained by creating electron-

ion pairs according to this cosine-shaped ionization source term. In Section V, the influence of

specific ion-neutral collisional processes will be explicitly investigated further. For these tests

only, we now include neutral xenon gas (which is treated as a fluid), and use the representative

imposed neutral density profile consistent with the ionization source term shown in figure 2(b).

The time step ∆t and cell size ∆x have been chosen to comply with the PIC stability conditions:

∆t ≤ 0.2
ωp

and ∆x ≤ λd with wp =
√

nee2

mε0
and λd =

√
ε0kBTe
nee2 being respectively the angular plasma

frequency and the electron Debye length, with ne the electron density, e the electron charge, m

the electron mass, Te the electron temperature, kb the Boltzmann constant and ε0 the vacuum

permittivity. The maximum plasma density is ≈ 5× 1017 m−3 with an electron temperature of

≈ 50 eV, hence a time step ∆t ≈ 5× 10−12 s and a grid spacing ∆x ≈ 5× 10−5 m are used. The

initial number of macroparticles per cell has been set to 75 with an initial uniform plasma density

of 5× 1016 m−3, to obtain 250 macroparticles per cell on average at steady state, which gives

numerical convergence according to the previous work in Ref. [28].
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FIG. 2: (a) Axial profiles of the imposed radial magnetic field and ionization rate. (b) Axial profile

of the neutral density used for the collisional cases in Section V. The vertical black dashed lines

correspond to the position of the maximum magnetic field.

B. Parametric studies

Several parameters have been varied here. Firstly, the maximum value of the radial magnetic

field, which has a nominal value of 100 G, has been changed to 50, 150 and 200 G, while keeping

the same axial profile. Then, for the nominal value of 100 G, the current density of 400 A.m−2 has

been decreased to 200, 100 and 50 A.m−2, which is equivalent to decreasing the plasma density

by a corresponding factor. These 7 simulation cases will be used in Sections III and IV. Finally,

the effect of ion-neutral collisions (specifically backscattering or isotropic reactions) are studied

in Section V. All of the above simulation cases are summarized in Table I.

6



TABLE I: Simulation cases. Case 0 represents the nominal case.

Case Magnetic field

maximum [G]

Current density

[A.m−2]

Collisions

0 100 400 No

1 50 400 No

2 150 400 No

3 200 400 No

4 100 50 No

5 100 100 No

6 100 200 No

7 100 400 Only backscattering

8 100 400 Only isotropic

scattering

9 100 400 All collisions

A variation of the radial magnetic field strength is expected to have an influence on the dis-

charge behaviour and more specifically on the azimuthal instabilities observed in the domain. Fig-

ure 3 shows contour plots of the azimuthal electric field and ion density at the magnetic field values

indicated after the simulations have reached equilibrium (at t = 15 µs). As seen, the oscillations

exhibit different behaviour depending on the magnetic field strength. The sharp difference be-

tween the near-anode region and the plume region (also previously observed for the nominal case

(B = 100 G) in Ref. [28]) is smoothed when the magnetic field is increased: the long-wavelength

plume zone seems to extend to the near-anode region. By contrast, when B is decreased to 50 G,

the short-wavelength region seems to extend to the plume.

The sharp change in oscillation wavelength between the near-anode and plume regions is not

yet fully understood, particularly since it is only present at low magnetic field strengths. One

hypothesis may be that azimuthal waves are predominately excited in the near anode region (where

the plasma density maximum occurs), and as these waves propagate downstream, the dominant

wavelength changes so that the local dispersion relation is continually satisfied. A similar effect

has previously been analysed in the context of collisionless resistive shock waves33. Since the

plasma density in the downstream region is lowest at the lowest magnetic field, this may explain
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why the effect is more prominent at 50 G.
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FIG. 3: 2D maps of the azimuthal electric field (left column) and ion density (right column) at t

= 15 µs for different magnetic field strengths. The vertical black dashed lines correspond to the

position of the maximum magnetic field.

In figure 4, the results obtained for different current densities are presented. As in the previ-

ous work of Boeuf and Garrigues32, in which a similar case was simulated, we observe similar

behaviour in figure 4: when the current density (and hence the plasma density) is decreased, the

wavelength of the azimuthal instabilities increases. This behaviour is expected if the ion-acoustic

approximation of the azimuthal instabilities is considered: indeed, for an ion-acoustic instability,

the wave number giving the maximum growth rate is20: kmax = (λd
√

2)−1. When the current
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density is increased, the plasma density increases, which in turn decreases the Debye length, and

hence the instability wavelength decreases.
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FIG. 4: 2D maps of the azimuthal electric field (left column) and ion density (right column) at t =

15 µs for different discharge current densities. The vertical black dashed lines correspond to the

position of the maximum magnetic field.

For all of the above test cases, the azimuthal instabilities exhibit different characteristics, and

hence, they represent a good database to, firstly, compute macroscopic transport terms to better

understand the anomalous transport of electrons (as will be discussed in Section III), and secondly,

to better challenge first principles theories which seek to quantify the level of cross-field electron

transport (as will be discussed in Section IV). It should be noted that in a real HET discharge, the
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ionization source term is expected to change when the magnetic field profile or the current density

are modified. Hence, it is important to keep in mind the limitation of an imposed ionization source

term, which would naturally preclude the existence of certain types of low to mid frequency waves

in the discharge, such as the breathing mode, and possibly also any ion transit-time oscillations34.

Such waves are known to have a large effect on the plasma discharge, which would then affect the

growth of any high-frequency azimuthal instabilities. We stress though that the main purpose of

the different simulation cases used in this work are focused specifically on a fundamental under-

standing of the azimuthal waves, and to challenge theoretical models for the resulting anomalous

transport over a broad range of discharge behaviours.

III. ELECTRON-ION FRICTION FORCE

In this section, we focus on the force terms contributing to the electron transport to better

understand the cause of the anomalous electron transport in the axial direction.

A. Electron-momentum conservation equation

The electron momentum conservation equations can be derived from the electron kinetic equa-

tion. As described in detail in Lafleur et al35, this derivation gives the following equations (av-

eraged over the azimuthal direction, and over short times) in the axial and azimuthal directions,

respectively:

qneve,yB = ∂t(mneve,x)+∂x(mnev2
e,x)+∂x(Πe,xx)−qneEx−Ren,x−Rei,x (1)

qneve,xB = ∂t(mneve,y)+∂x(mneve,xve,y)+∂x(Πe,xy)−qneEy−Ren,y−Rei,y (2)

with the electron distribution function moments, the electron-neutral collisional momentum loss

and the electron-ion friction force respectively defined as:


ne =

∫
∞

−∞

fe(w)d3w

neve =
∫

∞

−∞

w fe(w)d3w

Πe = m
∫

∞

−∞

(w−ve)(w−ve) fe(w)d3w

(3)
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Ren =−mng

∫
∞

−∞

σm(w)ww fe(w)d3w (4)

Rei = q〈δneδE〉= q〈[〈ne〉t−ne(t)][〈E〉t−E(t)]〉t (5)

with σm the momentum transfer electron-neutral cross-section and the angled brackets 〈...〉t , a

time average.

We can define FB,x = qneve,yB and FB,y = qneve,xB respectively as the axial and azimuthal mag-

netic force terms, Ft,x = ∂t(mneve,x) and Ft,y = ∂t(mneve,y) respectively the axial and azimuthal

temporal inertia terms, Fin,x = ∂x(mnev2
e,x) and Fin,y = ∂x(mneve,xve,y) respectively the axial and

azimuthal spatial inertia terms, Fp,x = ∂x(Πe,xx) and Fp,y = ∂x(Πe,xy) the relevant pressure tensor

terms, FE,x =−qneEx and FE,y =−qneEy respectively the axial and azimuthal electric force terms,

Fen,x =−Ren,x and Fen,y =−Ren,y respectively the axial and azimuthal electron-neutral momentum

collisional drag force terms, and Fei,x = −Rei,x and Fei,y = −Rei,y respectively the axial and az-

imuthal instability-enhanced electron-ion friction force terms. Note that these instability-enhanced

force terms are referred to as an "electron-ion friction force", because the force is produced due

to the relative drift between electron and ion species, and acts to decrease the electron drift speed,

while increasing the ion drift speed. This is completely analogous to the drag force experienced

by two gases drifting through each other. An important implication of the word "friction", is that

the electron-ion force term should be equal and opposite to the ion-electron force term. This is

explicitly demonstrated in Section IV D below. A similar analysis relating wave properties to an

effective drag force density term in the fluid conservation equations has also been performed by

Davidson and Krall36 in the context of ion acoustic waves in high-temperature discharges with

cross-field currents.

Axial profiles of the different terms in equations 1 and 2 are shown in figure 5 for the nominal

case. In the axial direction (figure 5(b)), we retrieve the behaviour observed in Ref. [32]: only

the pressure gradient term (diamagnetic term) FP,x and the axial electric field term FE,x contribute

to the electron drift, the former being dominant near the anode while the latter being dominant

near the exit plane. As expected, the amplitude of the force terms is orders of magnitude higher

than in the azimuthal direction: electrons have an axial velocity that is negligible compared to the

azimuthal drift velocity. The above results are also in agreement with those obtained in Ref. [35]

While the PIC simulations correctly resolve long-range electron-ion collisional effects with a
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wavelength of the order of the Debye length or greater, short-range Coulomb collisions are not

explicitly modelled. It is nonetheless interesting to evaluate the expected friction force density

from such Coulomb collisions, and compare it with the instability-enhanced friction force density

obtained in the simulations. As discussed in further detail in Ref. [37], the classical electron-ion

friction force in a stable plasma can be found from the momentum moment of the Lenard-Balescu

equation38,39, which for singly charged ions and a quasi-neutral plasma yields

FLB
ei ≈

2.7n2
e |q|3lnΛ

(4πε0)2Te
(6)

where lnΛ is the Coulomb logarithm. This force density is shown in figure 5(a), and as expected,

is found to be negligible compared to the instability-enhanced friction force. It is interesting to

note that the difference in magnitude (of the order of a factor of 500) is similar to that estimated

theoretically in previous work37.

The azimuthal direction, shown in figure 5(a), is of more interest as the left-hand side of equa-

tion 2 corresponds to the electron axial velocity and hence the right-hand side displays all of the

terms that contribute to the axial transport. We observe that the instability-enhanced friction force

Fei,y is the main contributor to the axial electron transport, and that this leads to cross-field electron

transport even in the absence of electron-wall or electron-neutral collisions. In previous work35

which used a self-consistent PIC simulation, the terms of the electron momentum balance equa-

tion were similarly evaluated, and the spatial inertia Fin,y and pressure Fp,y terms in the azimuthal

direction were found to be very small. Observation of figure 5 shows that these terms become rel-

atively large at the location where the imposed ionization profile first starts (when moving towards

the anode region). Since electrons are continually, and artificially, added into the simulation in the

ionization region, and since in general these electrons have a different temperature and velocity

distribution function compared to the other self-consistently evolved simulation electrons, the az-

imuthal inertia and pressure terms (which are off-diagonal tensor terms), may undergo a sudden

change. Such a change may not be otherwise observed if all electrons and collisional processes

were evolved smoothly and self-consistently.

B. PIC results for different operating conditions

The azimuthal electron momentum force terms for simulation cases with different magnetic

field strengths and current densities are shown in figure 6 (the force terms Ft,y, FE,y and Fen,y are
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FIG. 5: Electron momentum force density terms for the nominal case (B = 100 G and J = 400

A.m−2) in the azimuthal direction (a) and the axial direction (b). The curves labelled "RHS"

represent the sum of all of the individual terms on the right-hand side of equations 1 and 2. The

vertical black dashed lines correspond to the position of the maximum magnetic field.

negligible and hence, they are not displayed for the sake of clarity). One can note that the force

terms exhibit a broad range of magnitudes, and for all configurations, the electron-ion friction

force is the main contributor to the axial electron transport. The dependence on the current density

observed in Section II B is retrieved here: when the current density (and hence the plasma den-

sity) is decreased, the electron-ion friction force decreases, together with the overall axial electron

transport. This is expected because the oscillation amplitude of the azimuthal instabilities is also

13



decreased when the current density decreases, and the friction force is proportional to this ampli-

tude (as seen in the next section with equation 24). One can see that there is a direct correlation

for this decrease: when the current density is divided by 2, the electron-ion friction force is also

divided by 2. The trend for the magnetic field variations is less clear. It seems that the electron-ion

friction force increases when the magnetic field increases, with a distinct peak occurring in the

plume when B = 50 G.

For different configurations, the instability-enhanced electron-ion friction force has been ob-

served to be the main cause of the axial electron transport. Hence, it highlights the importance

of finding an approximate model for this force term that can be added to fluid codes to more

self-consistently model anomalous electron transport.

IV. THEORETICAL MODELS FOR ENHANCED ELECTRON TRANSPORT

A. Theoretical models

The prediction of the anomalous collision frequency (and hence, of the force term leading to

enhanced transport) is crucial for fluid and hybrid models. In the previous decade, many attempts

have been made to find an accurate and flexible model20,40–42. Four models have been selected

here to be compared with the PIC results for the nominal simulation case. The kinetic theory

model developed in Ref. [29] is further detailed and tested more extensively with the different

simulation cases described in Section II B.

Empirical model

One of the first models that was developed is based on Bohm diffusion, which gives the

formula43:

νbohm =
K
16

ωce (7)

with ωce =
qB
m the electron cyclotron frequency and K an empirical parameter. Hagelaar et al.40

have used this Bohm approximation in the plume region of a two-dimensional hybrid model and

managed to qualitatively reproduce the experimental ionization oscillations and their parameter

scalings, along with a good estimation of the thrust44. In the thruster chamber, they considered the
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FIG. 6: Azimuthal electron momentum terms for different magnetic fields with J = 400 A.m−2

(left column) and current densities with B = 100 G (right column). The nominal case, shown in

figure 5(a), corresponds to B = 100 G and J = 400 A.m−2. The vertical black dashed lines

correspond to the position of the maximum magnetic field. The force terms Ft,y, FE,y and Fen,y are

not shown for the sake of clarity but are still included in the curve labelled "RHS" that represent

the sum of all of the individual terms on the right-hand side of equations 2.
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effect of the walls by using a different empirical formula:

νwall = ανre f (8)

with νre f = 107s−1 a reference frequency for wall collisions and α an additional empirical param-

eter. One can notice that empirical models are usually formulated in terms of collision frequencies.

Hence, the corresponding anomalous force term is:
Ran,empirical =−mneve,yανre f (inside)

Ran,empirical =−neve,y
K
16

qB (outside)
(9)

Other empirical models can be found in the literature, such as those based on machine-learning

developed by Jorns42, but we have selected only a single representative model here for clarity.

Quasi-linear kinetic theory with ion-trapping saturation

In Lafleur et al.20, a kinetic theory was developed which explained the anomalous transport

in terms of an instability-enhanced friction force, with the azimuthal instabilities saturating due

to ion-wave trapping. Taking into account a more accurate ion-trapping magnitude which comes

from Ref. [35], the force can be written as:

Rei,saturated =
q

16
√

6cs
|∇(vi,xneTe)| (10)

where cs is the ion sound speed, vi,x the axial ion drift velocity and Te the electron temperature

expressed in eV. This formula was shown to match the empirical electron mobility profile needed

in fluid simulations to get agreement with experiments15,20, and was further used by Croes et

al45 in which good agreement was found for 2D radial-azimuthal PIC simulations (in which the

observed instabilities saturated at a similar level to that predicted by ion-wave trapping).

Quasi-linear kinetic theory

In Ref. [29] a quasi-linear kinetic model for the instability-enhanced force was derived. A

similar approach has been used by Davidson and Krall36 in the context of ion acoustic waves in

discharges with cross-field currents. This derivation is given here in more detail, and extended by

further simplification steps allowing a more transparent and compact formula. Considering the
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equations of quasi-linear kinetic theory, the anomalous friction force density, Rei, can be written

as20,29

Rei = q〈δneδE〉 (11)

where δne is the perturbed electron density, and δE is the perturbed electric field. By taking the

Fourier transform of the perturbed Vlasov equation, and considering only a single dominant wave

mode, Eq. 11 can be written as29

Rei =−
e2k|δE|2

2mk2 Im
{∫

∞

−∞

d3v
k ·∇v fe0

ω−k ·v

}
(12)

Here k and ω are the instability wavevector and complex frequency, v is the electron velocity

phase space coordinate, fe0 is the equilibrium (i.e. time-averaged over the short time scales of the

instability) Electron Velocity Distribution Function (EVDF), and ∇v is the gradient operator with

respect to the velocity.

Equation 11 has been derived using a number of important assumptions that are worth high-

lighting further. Firstly, since the PIC simulations are electrostatic, only electrostatic instabilities

have been considered in the theory so as to allow a more relevant comparison. This does not how-

ever necessarily mean that electromagnetic modes are not important; only that we are not yet able

to test or investigate this further. Some experimental measurements46 have observed magnetic field

fluctuations in HETs, suggesting that electromagnetic modes may be present. Secondly, we have

made use of a linear dielectric response function for the plasma which considers unmagnetized

electrons. Rigorous justification for the validity of quasi-linear theory can often be challenging to

establish, but a typical approximate criterion is that the level of potential energy fluctuations be

much less than the thermal energy of the plasma, i.e. δφ

Te
� 1. From Section IV B, this criterion

is well satisfied everywhere in the plasma. However, since the instabilities appear to saturate, and

ion wave trapping is observed, nonlinear effects may well be important in some regions of the

discharge. In this case, the use of a linear dielectric response function would seem unjustified,

and since a reasonably strong magnetic field is present, so would the assumption of unmagnetised

electrons. Lampe et al.47 have analysed the nonlinear evolution of beam-cyclotron instabilities

(similar to the electron cyclotron drift instability considered here), and by considering magne-
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tised electrons and an approximate nonlinear plasma dielectric response function, showed that a

transition to an unmagnetised, linear ion acoustic instability occurs. The large amplitude, largely

coherent nonlinear wave acts to “smear” out the electron cyclotron resonances, and the plasma is

left with its ion acoustic character. This fortuitous result allows us to consider the electrons as

unmagnetised, and to use the much simpler linear plasma dielectric response function, from which

we obtain equation 11. In this case, the only role of the magnetic field is in providing the large

azimuthal electron drift velocity which drives the instability.

If we consider now an instability that is predominately in the azimuthal (y) direction, the fric-

tion force in the azimuthal direction (that will be noted Rei in the following for the sake of clarity)

can then be simplified to give

Rei =
e2ne|δE|2

2mky
Im


∫

∞

−∞

dvy

dFe0
dvy

vy−ζ

 (13)

where ζ = ω

ky
is the instability phase velocity, and where

Fe0(vy) =
1
ne

∫
∞

−∞

dvxdvz fe0(v) (14)

with ne the time-averaged electron density. Thus
∫

∞

−∞
dvyFe0(vy) = 1. We can define the energy

density of the wave electric field, εwave, as

εwave =
1
2

ε0〈|δE|〉2rms =
1
4

ε0|δE|2 (15)

where the subscript refers to the Root Mean Square (RMS) value, defined as:

〈δE〉rms =

√
1
Ly

∫ Ly

0

(
δE2

x +δE2
y
)

dy (16)

Using Eq. 15 in Eq. 13, and simplyfing, we obtain

Rei =
2ω2

peεwave

ky
Im


∫

∞

−∞

dvy

dFe0
dvy

vy−ζ

 (17)
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The simplified ion-acoustic dispersion relation can be expressed as20,37:

ωR ≈ k.vdi±
kcs√

1+ k2λ 2
De

(18)

γ ≈±
√

πm
8M

k.vde

(1+ k2λ 2
De)

3/2 (19)

with vde and vdi the azimuthal electron and ion drift velocities respectively and M the ion mass.

From these relations, the maximum growth rate occurs for kyλDe =
1√
2
. Thus Eq. 17 becomes

Rei = 2
√

2ω
2
peλDeεwaveIm


∫

∞

−∞

dvy

dFe0
dvy

vy−ζ

 (20)

If we focus now on the integral term, the Plemelj relation gives

∫
dx

g(x)
x−ζ

= P
∫

dx
g(x)
x−ζ

+ iπg(ζ ) (21)

with P denoting the Cauchy principal value. Thus, we can write the integral term in Eq. 20 as

∫
∞

−∞

dvy

dFe0
dvy

vy−ζ
= P

∫
∞

−∞

dvy

dFe0
dvy

vy−ζ
+ iπ

dFe0

dvy

∣∣∣∣
vy=ζ

(22)

Thus Eq. 20 simplifies to

Rei = 2
√

2πω
2
peλDeεwave

dFe0

dvy

∣∣∣∣
vy=ζ

(23)

Therefore, if the normalised time-averaged electron distribution function is known, the derivative

at the instability phase velocity can be used to determine the anomalous friction force. We can

go slightly further by noting that the instability phase velocity is typically of the order of the ion

sound speed, ζ ∼ cs =
√

eTe
M . Since the ion sound speed is much smaller than the electron thermal

velocity, Eq. 23 simplifies to

Rei,quasi−linear = 2
√

2πω
2
peλDeεwave

dFe0

dvy

∣∣∣∣
vy=0

(24)
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This dependence of particle transport on the derivative of the velocity distribution function is a

common feature of quasi-linear theory, which shows the presence of velocity space diffusion48–50,

and has been applied, for example, to streaming instabilities in both high-temperature and low-

temperature plasmas36,51–53.

Quasi-linear kinetic theory with a Maxwellian Electron Velocity Distribution Function

If the EVDF is a Maxwellian, we have that

Fe0 =
1√

πvTe
exp

[
−(v− vde)

2

v2
Te

]
(25)

where vTe =
√

2eTe
m is the electron thermal velocity. Thus for a Maxwellian, the anomalous friction

force from Eq. 23 becomes

Rei,maxwellian =−4
√

2πω
2
peλDeεwave

(ζ − vde)

v3
Te

exp

[
−(ζ − vde)

2

v2
Te

]
(26)

Since ζ ∼ cs� vde, Eq. 26 simplifies to give

Rei,maxwellian = 4
√

2πω
2
peλDeεwave

vde

v3
Te

e−v2
de/v2

Te (27)

B. Comparison with the nominal simulation case

In figure 7, the axial profile of the measured electron-ion friction force for the nominal case is

displayed, along with the models described above: the empirical model Rei,empirical (Eq. 9), the

ion-trapping saturation model Rei,saturated (Eq. 10) and the Maxwellian approximation Rei,maxwellian

(Eq. 27). The more general non-Maxwellian model, Rei,quasi−linear (Eq. 24), will be discussed in

more detail later. The values of the two empirical parameters α and K for Rei,empirical have been

set to 0.4 and 0.17 respectively, in order to obtain the best fit. While Rei,saturated behaves quite

differently than the PIC results near the thruster exit, Rei,maxwellian exhibits a similar shape but

overestimates the force density by a factor of about 3. Rei,maxwellian also changes direction between
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about x= 1.25 cm and x= 1.75 cm. The empirical formula seems to match quite well for x< 1 cm,

but the coefficients α and K have been adjusted here to best-fit the PIC data, and hence this model

is not predictive. Furthermore, this model assumes that the anomalous transport inside the thruster

is largely due to electron-wall collisions, which are completely absent in the PIC simulation. One

can also notice that Rei,empirical quickly goes to zero in the plume, whereas the PIC values still

remain significant. Overall, none of these three formulae accurately matches the measured friction

force throughout the simulation domain. Although we only show the comparison in figure 7 for

the nominal simulation case, similar results are obtained for the other simulation cases.

The discrepancies observed in figure 7 are expected to occur because of either simplifying

assumptions used, or because of the incomplete or ad hoc nature of the models themselves. To

gain further insight into why these models do not fit well with the simulation results, we focus

now on checking some of the main assumptions used. For example, Rei,maxwellian, assumes that the

electron distribution is described by a drifting Maxwellian, while Rei,saturated assumes that the EDI

saturates everywhere in the discharge due to ion-wave trapping.
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FIG. 7: Comparison of the anomalous force approximations with the PIC simulation results for

the nominal case. The vertical black dashed line corresponds to the position of the maximum

magnetic field.

EVDFs obtained directly from the PIC simulations for the nominal case are shown in figure 8.

Similarly to the other variables used in this work, these distribution functions have been averaged

21



azimuthally, and in time over 5000 time steps, which significantly reduces any statistical noise. We

can see that in the axial and azimuthal directions, the distributions are strongly non-Maxwellian,

especially in the near-anode region. Since the friction force depends on the exact details of the

electron distribution function35, this explains why equation 27 is not a good approximation.
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FIG. 8: Electron Velocity Distribution Functions in the axial (a) and azimuthal (b) directions for

the nominal simulation case at different axial positions. The vertical black dashed line splits the

negative and positive velocities.

Along with the energy density of the wave electric field εwave defined in Eq. 15, we can define

the electron thermal energy density εth as:

εth =
3
2

eneTe (28)

For an instability that saturates due to ion-wave trapping, the rms electric field amplitude is35:

〈|δE|〉rms =
Te

12λd
. This gives an upper limit to the wave energy density ratio:

εwave

εth
=

1
432

(29)

The axial profiles of wave energy density ratio, along with the above ion-wave trapping sat-

uration limit, are shown in figure 9 for different magnetic field strengths and discharge current

densities. Except for the case with B = 50 G, the wave energy density ratio is below the saturation

limit, which is reached near the cathode when the current density is sufficiently high (400 A.m−2).

These results agree with that obtained previously35, and explain why equation 10 overestimates

the friction force.
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While the wave energy seems to increase with higher current density in the plume, the trend is

reversed inside the thruster. Although large amplitude azimuthal instabilities have been observed

in a number of other PIC simulations45,54–56, the fluctuation levels of these instabilities, <δne>
ne

, are

in the range of 15-20%, which is in apparent poor agreement with those measured experimentally

downstream of HETs24 where values of about 1% are found. In comparison to these previous PIC

simulations (which do not include the axial thruster direction, and hence do not correctly account

for wave convection), other 2D PIC axial-azimuthal PIC simulations35, as well as the present

simulations, observe a fluctuation level that varies spatially in the discharge. Within the thruster

itself, the fluctuation level is about 10%, but this decreases to only a few percent just downstream of

the thruster exit, which is very close to previous experimental measurements24 made in this region.

Further downstream of the exit, the fluctuation level again rises, reaching maximum values of the

order of 10%. Thus, the fluctuation level shows a strong spatial dependence, and any comparison

with experiment needs to account for this. More recent experimental measurements using an

improved setup57, have observed values as high as 8.7% in a smaller thruster.

We can consider now the more general non-Maxwellian force model, Rei,quasi−linear. Although

equation 24 allows the friction force to be calculated for a non-Maxwellian distribution, the model

is incomplete because there is no easy self-consistent way in which to actually determine this dis-

tribution function (and similarly for the wave energy density). Nonetheless, the basic physics of

this model can be tested by using the local EVDFs and wave energy densities obtained directly

from the PIC simulations. Rei,quasi−linear is shown in figure 7 and we retrieve very well the be-

haviour of the measured friction force for the nominal simulation case, in both the near-anode

region, and the plume.
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FIG. 9: Ratio of the time-averaged wave energy density to the electron thermal energy density as

a function of axial position for different magnetic fields strengths with J = 400 A.m−2 (a), and

discharge current densities with B = 100 G (b). The horizontal grey dot-dashed line corresponds

to the ion-wave trapping saturation limit. The vertical black dashed lines correspond to the

position of the maximum magnetic field.
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C. Comparison with parametric PIC results of the friction force derivation accounting for

non-Maxwellian electrons
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vertical black dashed lines correspond to the position of the maximum magnetic field.
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The quasi-linear kinetic force model, Rei,quasi−linear, has been extensively tested for different

discharge parameters. This is shown in figure 10 where it is seen that the formula is in very good

agreement with the measured friction force for each of the different simulation cases. This demon-

strates that knowledge of the electron distribution function (or more specifically, of its derivative at

the instability phase velocity) is crucial to properly quantifying the enhanced cross-field electron

transport. One can also notice in figure 10 that the friction force exhibits a broad range of mag-

nitudes (between 0.5 and 20 N.m−3) and diverse spatial profiles depending on the magnetic field

and current density, and that the model given by equation 24 is able to capture all of this behaviour

remarkably well given the complexity of the problem.

D. Ion-electron friction force

In some of the theoretical models discussed above, the anomalous force term is viewed as an

instability-enhanced electron-ion friction force. This force term, Fei =−Rei, corresponds to a drag

force between the electrons and ions that is formed due to the difference between the electron and

ion drift velocities (and which is mediated by the instability electric field). If this term is truly a

friction force however, then momentum conservation requires that the corresponding force term

on the ions should be equal in magnitude, but opposite in direction. That is, Rie = −Rei. Figure

11 shows a comparison of the force terms Rei = −q〈δneδEy〉 and Rie = q〈δniδEy〉 computed

directly in the PIC simulations. As seen, these force terms are in excellent agreement throughout

the discharge, and for all of the simulation cases tested. Thus, the force term Rei can indeed be

viewed as an electron-ion friction force.
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FIG. 11: Comparison between the azimuthal electron-ion and ion-electron force density terms for

all of the simulation cases tested. The vertical black dashed lines correspond to the position of the

maximum magnetic field.

V. ION-NEUTRAL COLLISIONS

For all the results shown in the previous sections, electron-neutral and ion-neutral collisions

were not taken into account. In this section, we consider an imposed axial profile of the neutral

density shown in figure 2(b). This profile has been obtained by solving the 1D Euler equations for

27



the neutral xenon gas, until a steady state is reached:
∂tng +∂z(ngvg) =−Siz

∂t(ngvg)+∂z(ngv2
g) =−∂z pg−ugSiz

∂t(ngEg)+∂z(ngEgug) =−∂z(pgug)

(30)

with ng, ug, pg and Eg being respectively the neutral density, velocity, pressure and total energy,

and Siz the imposed ionization source term of figure 2(a). In this paper, a discharge current density

of 400 A.m−2 is considered, which is lower than in "real" thrusters4 with discharge current den-

sities of around 1000 A.m−2. Hence, to be consistent for the computation of the neutral density

profile, the Xenon mass flow rate was set to 1.5 mg.s−1 with an inner and outer channel radius

of 2 and 4 cm, respectively. In the PIC simulations, we also make use of a standard Monte Carlo

Collision (MCC) module58 to take into account the following collisions with neutral atoms:

e−+Xe→ e−+Xe (Elastic scattering) (31)

e−+Xe→ e−+Xe∗ (Excitation, ε = 8.315eV ) (32)

e−+Xe→ e−+Xe∗ (Excitation, ε = 9.447eV ) (33)

e−+Xe→ e−+Xe∗ (Excitation, ε = 9.917eV ) (34)

e−+Xe→ e−+Xe∗ (Excitation, ε = 11.7eV ) (35)

Xe++Xe→ Xe+Xe+ (Isotropic scattering) (36)

Xe++Xe→ Xe++Xe (Backscattering) (37)

The associated cross sections are taken from the LXCat database59. The ionization is still treated

in a non-self-consistent way by using the imposed ionization source term shown in figure 2(a). No

energy loss is taken into account and hence, the impact of the ionization process on the electrons

is not analysed here. As described in Table I, three cases are simulated with inclusion of: only

ion-neutral isotropic collisions (equation 36), only ion-neutral backscattering collisions (equation

37), or all of the ion-neutral and electron-neutral collisions detailed above.

The electron-ion friction force has been calculated for these 3 cases and its axial profile at

steady-state is shown in figure 12, along with the nominal simulation case without any collisions.

The friction force approximation of equation 24 is overlaid, where it can be seen that it still ap-

proximates very well the observed friction force. One can notice that this friction force (and
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hence the axial electron transport) is greatly enhanced (by almost a factor 2) when all collisions

(electron-neutral and ion-neutral) are taken into account. The ion-neutral isotropic scattering col-

lisions do not have any significant effect on the friction force which stems from the fact that the

corresponding collision frequency is low and no energy is exchanged. On the contrary, the ion-

neutral backscattering collisions enhance the friction force, and hence play an important role for

the axial transport. In figure 12(d), the electron-neutral momentum collisional drag force term has

been displayed and we can notice that, as already observed in previous simulations35,60, the contri-

bution of classical electron-neutral collisions to the axial electron transport is negligible compared

to the electron-ion friction force.
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The electron-ion friction force enhancement by the ion-neutral backscattering collisions could

be explained by considering the growth rate of the azimuthal instabilities, γ . A possible cause of

damping for γ might be the linear Landau damping, as postulated in Ref. [7]. Charge-exchange

collisions create low-energy ions from the main high-energy ion beam, and thus the ion velocity

distribution is modified, which in turn is expected to change the instability growth rate. Indeed the

wave energy density is found to increase when backscattering collisions are taken into account.

The observation of low-energy ions contributing to the axial electron transport has already been

observed by Katz et al.61 in a simplified 2D axial-azimuthal PIC configuration.

The enhancement of the electron-ion friction force by electron-neutral collisions remains un-

clear, but may be related to a change in the electron distribution function (which then affects both

the instability growth rate, and friction force). A deeper analysis is left for future work.

VI. DISCUSSION AND CONCLUSION

A 2D axial-azimuthal Particle-In-Cell simulation model has been used as a baseline for exten-

sive parametric studies. The radial magnetic field strength, discharge current density and neutral

collisional processes have been varied, which gives a discharge that displays different instability

behaviour and properties. These simulation results were used to challenge a recently developed

theoretical model that quantifies the anomalous force leading to enhanced cross-field electron

transport. Good agreement was obtained for all of the simulation cases tested. Hence, the kinetic

theory appears to describe very well the anomalous transport, and the concept of this anomalous

force as an electron-ion friction force was emphasized by showing that Rei =−Rie, i.e. this friction

force does indeed correspond to a drag force between electrons and ions.

The theoretical model shows that the instability-enhanced friction force is very sensitive to the

electron distribution function, which is in general strongly non-Maxwellian, and diverse in shape

throughout the discharge. This explains the large challenge in modelling anomalous electron trans-

port, and highlights the real difficulty in finding a first principles model that can be incorporated

into a fluid simulation. Although the model was shown to be in good agreement with the simula-

tion results and gives additional insight into the anomalous transport, it cannot yet be incorporated

into a fluid simulation, as there is no self-consistent way to determine the electron velocity distri-

bution function, or the instability wave energy density. While quasi-linear kinetic theory provides

a relevant kinetic equation that can in principle be used to determine the distribution function,
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this equation is very complicated and challenging to solve. Furthermore, if this equation could

be solved, there would then be no need to actually use a fluid model since all relevant plasma

properties could be obtained from moments of the distribution function itself. Aside from more

detailed experimental measurements to confirm the importance of the instability-enhanced force,

further theoretical work is needed to address these issues.

The validity of the quasi-linear approximation in the context of electron drift instabilities in

HETs still requires further investigation. Even though in this work, the level of potential energy

fluctuations does not exceed the ambient thermal energy of the plasma (which is often an approxi-

mate criterion for the validity of quasi-linear theory), nonlinear effects, such as ion-wave trapping,

seem to be important. In the theoretical and numerical work by Lampe et al.47, the nonlinear

regime considering electron magnetization was found to reduce to the linear regime with unmag-

netized electrons. The large amplitude coherent waves cause electron scattering that smears out the

electron cyclotron resonances, and leaves the plasma with an ion acoustic character. Since experi-

mental measurements in HETs have observed linear dispersion relations consistent with such ion

acoustic instabilities24,62, it appears that this result is valid. Although the quasi-linear model may

not be complete, at present it appears to give very reasonable accuracy, and agrees with multiple,

independent PIC simulations32,35,45.

The fact that the nominal simulation case has been simulated by 6 other research groups around

the world, all obtaining similar results28, increases the confidence in the results obtained in the

present work. They are also in agreement with previous axial-azimuthal PIC simulations using

the same configuration and imposed ionization profile32, and similar to fully self-consistent simu-

lations with no artificial ionization profile35 (where good agreement with quasi-linear theory was

also observed). Moreover, the instability fluctuation levels in the simulations now appear to be

comparable with experimental measurements24,57. Further work is however needed to perform a

more rigorous comparison, and to correctly account in the experiments for the observed spatial

variation of these fluctuation levels in the simulations.

It has been observed that the nature of the predicted instabilities, and the resulting distribution

of energy across different length scales, could be modified for longer azimuthal simulation lengths

leading to an inverse energy cascade25,63,64. Although such a cascade has not been observed in

recent axial-azimuthal simulations65 similar to those used here, the role of the azimuthal length,

and its impact, if any, on the electron drift instability needs to be clarified. The fact that the

model is 2D and not 3D also precludes certain phenomena, such as electron loss on the radial
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thruster walls, and intense secondary electron emission. However, aside from any possible issues

associated with energy cascades, we think that the form of the quasi-linear model should still be

valid in 3D since even though the electron distribution function may change, the model is anyway

written in terms of the distribution function (which is to say that the enhanced electron transport

will be naturally and automatically modified). Even though previous work with a self-consistent

ionization source term29,60 has shown that the quasi-linear theory remains valid, at least during the

rising part of the discharge current during a breathing mode cycle, the imposed ionization source

term used here nonetheless prevents the onset of these breathing mode oscillations; which could

affect the growth of azimuthal instabilities during some moments of the discharge. This represents

the next logical step in verifying the quasi-linear model, and is currently underway.
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