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Interpretationsof localfieldpotentials(LFPs)aretypicallyshapedonanassumptionthatthebrainisahomogenousconductivemilieu.However,
microscale inhomogeneities including cell bodies, dendritic structures, axonal fiber bundles and blood vessels are unequivocally present and
have different conductivities and permittivities than brain extracellular fluid. To determine the extent to which these obstructions affect electri-
cal signal propagation on a microscale, we delivered electrical stimuli intracellularly to individual cells while simultaneously recording the
extracellular potentials at different locations in a rat brain slice. As compared with relatively unobstructed paths, signals were attenuated across
frequencies when fiber bundles were in between the stimulated cell and the extracellular electrode. Across group of cell bodies, signals were
attenuated at low frequencies, but facilitated at high frequencies. These results show that LFPs do not reflect a democratic representation of
neuronal contributions, as certain neurons may contribute to the LFP more than others based on the local extracellular environment surround-
ing them.

Introduction
The extracellular environment in the brain is typically considered
to be and is modeled as a homogenous conductive milieu (Nunez
and Srinivasan, 2006; see also Gold et al., 2006; Lindén et al.,
2011). However, on a microscale, extracellular space is unequiv-
ocally not homogenous, which is a point that quickly becomes
apparent upon viewing brain tissue under a microscope. Very
little of the extracellular space is actual “space”; rather it is mostly
comprised of neural structures such as glial cells, neuronal cell
bodies, axonal fiber bundles, dendritic structures, blood vessels,
and other inhomogeneities. Indeed extracellular fluid is thought
to comprise only 12–25% of the brain’s volume (Peters et al.,
1991; Braitenberg and Schuez, 1998).

This homogeneity assumption shapes the interpretation of extra-
cellularly recorded data, particularly local field potentials (LFPs).
Under this assumption, electrical current and potentials are viewed
as propagating freely in all directions from all neural sources, as
would happen if the neural sources were suspended in a saline solu-
tion at the same positions. The LFP at a given point in space then

would be considered to represent a “democratic” summation of the
electrical potential contributions resulting geometrically from
sources and sinks everywhere in the brain. However, if the
microscale inhomogeneities inherent to neural tissue had an
appreciable effect on the propagation of electrical signals, this
would not be the case. If, for example, the presence or absence
of a nearby fiber bundle were shown to affect the contribution
of a given source or sink to the potential at other locations in
the extracellular space, it would reject this assumption and
change this view of the nature of LFPs.

LFP data have led to important advances in our understand-
ing of brain function (O’Keefe and Recce, 1993; Schroeder et al.,
1998; Fries et al., 2001; Liu and Newsome, 2006; Pesaran et al.,
2002, 2008; Krieman et al., 2006; Womelsdorf et al., 2006; Chalk
et al., 2010; Rutishauser et al., 2010; Liebe et al., 2012) and will
continue to do so in the future. Despite this, many of the details
surrounding the proper interpretation of LFPs are only limitedly
understood and are current areas of active research (Logothetis et
al., 2007; Katzner et al., 2009; Xing et al., 2009; Kajikawa and
Schroeder, 2011; Lindén et al., 2011). Indeed, being able to better
interpret these signals is an important step toward improving our
understanding of brain function. Recent studies have focused on
estimating the precise spatial extent of the spread of LFP signals
from their sources (Katzner et al., 2009; Xing et al., 2009;
Kajikawa and Schroeder, 2011; Lindén et al., 2011), but have
entirely missed the major point that we address here— how do
microscale inhomogeneities in the brain affect the propagation of
LFPs? In an older work, David A. Robinson (1968) described how
such inhomogeneities, specifically the ubiquitous presence of
glial cells in brain tissue, would be expected to considerably im-
pact the extracellular recording of spiking activity. Robinson
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(1968), however, provides only anecdotal evidence to support his
claim, and the effect of microscale inhomogeneities has until now
never been directly tested experimentally.

Materials and Methods
Recording procedures. All experiments were performed in accordance
with local animal welfare committee (Center for Interdisciplinary Re-
search in Biology) and European Union guidelines (directive 86/609/
EEC). Patch-clamp recordings of striatal neurons were performed in
horizontal brain slices (330 �m) from Oncins France Strain A (OFA) rats
(Charles River; postnatal days P17–P25) of either sex, using procedures
described previously (Fino et al., 2005). Using a temperature control
system (Bathcontroller V, Luigs & Neumann) recordings were per-
formed at 34°C or 26°C. Slices were bathed in and continuously super-
fused at 2–3 ml/min with an extracellular solution similar to artificial
CSF. The composition was as follows (in mM): 125 NaCl, 2.5 KCl, 25
glucose, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, 10 �M pyruvic
acid bubbled with 95% O2 and 5% CO2. Three borosilicate glass pipettes
of 9 –15 M� impedance were used during the experiment, one to patch
an individual cell and two to perform simultaneous extracellular voltage
recordings at nearby locations in the slice. The intracellular pipette was
filled with the following (in mM): 105 K-gluconate, 30 KCl, 10 HEPES, 10
phosphocreatine, 4 ATP-Mg, 0.3 GTP-Na, 0.3 EGTA (adjusted to pH
7.35 with KOH). The extracellular pipettes were filled with the same
solution used to bathe the slice. Recordings were made with EPC 10-3
amplifiers (HEKA Elektronik) with a very-high-input impedance (�1
T�) to ensure there was no appreciable signal distortion imposed by the

high-impedance electrodes (Nelson et al., 2008). For all experiments, a
circular reference electrode surrounding the slice was used to avoid bias-
ing current travel in any direction.

During the experiment, individual neurons and the microscale local
composition of the extracellular space were identified using infrared-
differential interference contrast microscopy with a CCD camera (Op-
tronis VX45). A target cell was first chosen based on the availability of two
adequate extracellular recording locations relative to the cell. The extra-
cellular locations were chosen to provide, at approximately the same
distances from the patched cell, a sufficiently large contrast between the
two locations in the severity of obstructions that were visible in the micro-
scope images along their extracellular paths from the target cell. The two
extracellular recording electrodes were positioned in these locations, and the
target cell was then patch-clamped with the intracellular electrode. Sinusoi-
dal stimuli were then introduced intracellularly to the patched cell while
simultaneously recording the voltages extracellularly in the two locations.
The median distance between the patched cell and the extracellular record-
ing electrodes was 65 �m. Images of example recordings, and a diagram of
the experiment performed are shown in Figure 1.

Immediately following the experiment, microscope images were digi-
tally recorded every 5–10 �m above and below the patched cell to verify
offline the visible obstructions along the extracellular path between the
patched cell and each extracellular pipette. Visible obstructions typically
included cell bodies and clusters of cell bodies, axonal fiber bundles and
blood vessels. We focused on axonal fiber bundle and cell body obstruc-
tions, performing 18 recordings with axonal fiber bundles as the most
prominent obstruction, and 33 recordings with cell bodies as the most

Figure 1. Diagram of experiment. The top and bottom show infrared microscope images taken during sample experiments with a fiber bundle obstruction and a group of cell bodies’ obstruction,
respectively. Black bars outline the location of the pipettes. The patched cell in each panel has been shaded green. In the bottom panel, the extracellular obstruction cell bodies have been shaded red.
Sine wave stimuli were introduced intracellularly, then simultaneously measured extracellularly at the two locations in the slice. The amplitude of the extracellular voltage signal at the frequency
of the input signal was well separated from the surrounding noise.
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prominent obstruction. For the image correlation analyses (see Image
analysis, below) we included data from one recording with a blood vessel
as the primary obstruction. The same hardware channel was always used
to perform the intracellular patch. The obstructed and unobstructed
status of the two extracellular hardware channels were balanced across
experiments individually within both the group of fiber bundle obstruc-
tion recordings and the group of cell body obstruction recordings. Neu-
rons were identified as striatal output neurons (44%, n � 23) or different
types of striatal interneurons and glial cells based on apparent cell mor-
phology, current–voltage relationships, and specific firing patterns (Fino
et al., 2005, 2008). The results of extracellular obstructions were not
found to differ between the different types of patched cells.

Stimuli. Sine waves of 20 different frequencies were tested, varying
approximately evenly on a logarithmic scale ranging from 6 Hz to 16.7
kHz. Stimuli from 6 to 1282 Hz were sampled at 16.7 kHz; stimuli �1282
Hz were sampled at 50 kHz. Due to the occasional loss of the patch during
the course of the experiment, not all frequencies were collected for every
recording. A total of 100 –300 traces of 100 –1500 ms in length were
averaged before recording the data to disk for offline analyses. Longer
stimulus lengths and more traces were necessary for the low-frequency
stimuli. For some recordings, the stimuli were presented in order of
increasing frequency, but for the majority of the recordings the order of
the presentation of the frequencies was randomized. Results were similar
for each order of frequency presentation.

Stimuli were introduced with the intracellular electrode in current-
clamp mode for most experiments, and in voltage-clamp mode for sev-
eral recordings. Results between the two methods were similar and the
data are thus pooled together. The injected current amplitudes for both
clamping modes ranged from 200 to 300 pA. At stimulus frequencies of
2.5 kHz and above, current amplitudes were progressively lower as a
result of high-cut filters with a cutoff frequency of 10 kHz applied to the
stimulus. These lower stimulus amplitudes at high frequencies should be
kept in mind as an additional variable when comparing between low and
very high frequencies in our data, although the validity of any individual
effect within any particular frequency group is not affected by this. Im-
portantly, the extracellularly recorded voltages were completely unfil-
tered before their recording. Before conducting experiments, we verified
via control recordings with an external signal generator in the bath with-
out a slice that any amplitude changes or phase shifts in the recordings
across frequencies were negligible.

Analyses. Offline analyses were conducted in Matlab (MathWorks).
We determined the amplitude and phase of each recorded digitized sig-
nal by first averaging the waveform across all the cycle lengths of the
known input frequency corresponding to that recording. The ampli-
tude was then taken as �2 times the root mean square of the resulting
waveform. The phase was determined by taking the four quadrant inverse
tangent of a two-dimensional projection of the resulting waveform. The x
coordinate of the projection was the correlation (in the signal processing
sense) of the resulting waveform with a cosine waveform, and the y coordi-
nate was the correlation with a cosine waveform shifted forward by 90 de-
grees. As indicated by the Fourier Transform of the sample recordings in
Figure 1, the amplitude of the recorded extracellular signals at the frequency
corresponding to the input stimulus was typically well separated from the
noise. We tested several other methods to measure the amplitude and phase
of the digitized signals, including a normalized Fourier Transform, all of
which yielded near-identical results.

To view the effect of the obstructions, we normalized each recording as
follows. Extracellular values were first normalized by the recorded esti-
mates of the intracellular current. We then computed the average nor-
malized voltages recorded for each extracellular hardware channel across
all the experiments in each analysis, which included an equal number of
recordings when the hardware channel was obstructed or unobstructed.
Each individual extracellular recording was then normalized relative to
this mean for its channel, and within-experiment comparisons were then
performed across the extracellular channels using these normalized val-
ues. Normalization refers to dividing the original amplitude by the nor-
malizing amplitude, and subtracting the normalizing phase from the
original phase. For the within-experiment comparison for the amplitude
results, the unobstructed channel’s amplitude was subtracted from the

obstructed channel’s amplitude. Thus the amplitude results can be inter-
preted as the fraction of the average recording amplitude represented by
each signal that was changed with the addition of the corresponding
obstruction to the extracellular path. For the within-experiment compar-
ison for the phase results, the unobstructed electrode’s phase was sub-
tracted from the obstructed electrode’s phase. Thus the phase can be
interpreted as the voltage phase shifts imposed by the obstruction.

We also investigated using a separate normalization procedure in
which we compared the values from each channel to the corresponding
values from a non-patch control recording in which the two extracellular
electrodes were placed in a slice within a few micrometers of the normal
intracellular electrode without a cell being patched. The results using this
normalization were similar to the results we present here.

Statistics—mean and median effects. To test the mean and median
differences, we pooled the data across low (6 –926 Hz) and high (1282 Hz
to 16.7 kHz) frequencies and tested each group separately. Note that
none of the results are critically dependent on the specific divisions be-
tween high and low frequencies. For amplitudes, we tested the signifi-
cance of the mean differences with paired t tests between obstructed and
unobstructed electrodes across frequencies and experiments, and we
tested the significance of the median differences with signed rank tests.
For phases, we tested the significance of mean differences following pro-
cedures described by Fisher (1993), and we tested the significance of
median differences using code taken from the circular statistics toolbox
in Matlab (Berens, 2009).

Image analysis. The microscope images recorded during each session
were analyzed offline to verify that the effects of the obstructions on the
recorded signals correlated with the severity of the obstructions. The
offline image scoring was done blindly, with the same experimenter scor-
ing all of the sessions. Each extracellular electrode from each session
received two scores from 0 to 9 reflecting the severity of the correspond-
ing obstruction type along the extracellular path from the cell to the
pipette tip. One score was given for the severity of axonal fiber bundle
obstructions present, and one score was given for the severity of cell body
obstructions present.

The within-experiment differences between the extracellular elec-
trodes for the given obstruction type score was then correlated across
sessions with the within-experiment normalized amplitude and phase
differences between the electrodes (see Analyses, above). For the ampli-
tudes, a nonparametric Spearman correlation was used. For the phases, a
circular-linear correlation was performed, following procedures de-
scribed by Fisher (1993, p. 161). There were 3 sessions for which the
images could not be scored, and these were excluded from this analysis.

We also investigated other methods to score the images offline, includ-
ing using a simple overall impression of the obstruction differences be-
tween the extracellular paths for each session, or by focusing on just the
obstructions near the patched cell or near each extracellular pipette. All
of these methods yielded similar results.

Results
We investigated the effect of microscale inhomogeneities of neu-
ral tissue on the propagation of electrical signals in the dorsal
striatum. Indeed, the striatum is an optimal structure to analyze
the effects of biological obstructions to extracellular electrical
signal propagation since it is crossed by multiple fiber bundles
and striatal output neurons displaying two patterns: either
sparsely populated regions or packed groups of dozen of cells.
This allowed for the comparison of unobstructed extracellular
paths to paths obstructed with either axonal fibers or cell bodies.
Moreover, in slices, �99% of striatal neurons are not tonically
active, preventing additional sources of noise. We targeted stria-
tal output neurons for whole-cell patch-clamp recording, as these
neurons display highly branched dendrites that are restricted to
an approximately spherical limited space with a 300 – 400 �m
radius (Kawaguchi et al., 1989). This means that two extracellular
electrodes placed at a similar distance from the soma, as per our
experiment, will “see” a similar electrical impact of the patched
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cell’s dendritic structure, which intracel-
lularly carries the injected stimulus. We
recorded from an experimental sample of
52 neurons overall, coming from 28 dif-
ferent animals. This sample size compares
favorably to that used for recent publica-
tions using related methodologies (Trev-
elyan, 2009; Fröhlich and McCormick,
2010; Anastassiou et al., 2011). We per-
formed a sufficient number of recordings
for two different primary obstruction
types to warrant specific analyses for
them: bundles of axonal fibers (n � 18),
and groups of cell bodies, including glial
cells and other neurons (n � 33).

To demonstrate the overall effects of
microscale obstructions on signal ampli-
tudes, we plotted in Figure 2 the average
across experiments of the obstructed elec-
trode’s recorded amplitude minus the
unobstructed electrode’s recorded am-
plitude within each experiment, normal-
ized by the average recording’s amplitude
(see Materials and Methods). The result-
ing values reflect the fraction of the re-
corded signal that is changed based on the
obstruction status of an extracellular measurement. Negative val-
ues on the plots reflect deleterious amplitude effects of the ob-
struction, e.g., when the obstructed electrodes had smaller
amplitudes than the unobstructed electrodes, while positive val-
ues reflect facilitative effects, e.g., when the obstructed electrodes
had larger amplitudes than the unobstructed electrodes. Along an
extracellular path, the presence of fiber bundles led to deleterious
amplitude effects over both lower frequencies [defined as 6 –926
Hz; n � 181 across experiments and frequencies; mean, �0.140
(p � 0.001); median, �0.109 (p � 0.001)] and higher frequen-
cies [defined as 1282 Hz to 16.7 kHz; n � 124 across experiments
and frequencies; mean, �0.417 (p � 0.001); median, �0.527
(p � 0.01)] (Fig. 2A). It seems likely that this effect may result
from the myelination around the axonal fiber bundles, given the
electrical properties of myelin (Weiss, 1997), which is indeed
present in the types of slices we used for these experiments (Xiang
et al., 2011). The presence of cell bodies led to deleterious ampli-
tude effects over lower frequencies [n � 262; mean, �0.156 (p �
0.001); median, �0.054 (p � 0.01)], but facilitative effects at
higher frequencies [n � 148; mean, 0.328 (p � 0.05); median:
0.271 (p � 0.05)] (Fig. 2B). This frequency difference is consis-
tent with existing expectations for the flow of current through
biological tissue composed of cells dispersed in an interstitial
fluid, including neural tissue (Grimnes and Martinsen, 2000).

If these obstructions truly impose a deleterious or facilitative
effect on the propagation of signals as suggested in Figure 2, the
magnitude of the amplitude effects imposed by a given obstruc-
tion should correlate with the severity of the obstruction. For
example, when an electrical signal traverses a very large and dense
bundle of axonal fibers, a larger amplitude drop should be ob-
served than when the same signal traverses a smaller, sparser fiber
bundle. Across experiments and frequencies, we correlated the
differences between the obstructed and unobstructed electrode’s
recorded amplitudes with our estimation of the degree of the
difference in severity of obstructions between them for each ex-
periment. The latter was determined offline from inspection of
infrared microscope images taken at a series of depths during the

experiment. A separate estimate for each experiment was used for
cell and fiber obstructions individually. Axonal fiber obstruction
severity correlated with deleterious amplitude effects for both
lower frequencies (Fig. 3A, top, Spearman’s �: �0.097, p � 0.05,
n � 419) and higher frequencies (Fig. 3A, bottom, Spearman’s �:
�0.331, p � 0.001, n � 260). Cell body obstruction severity was
not correlated with any amplitude effects for lower frequencies
(Fig. 3B, top, Spearman’s �: 0.081, p � 0.096, n � 419), but was
correlated with facilitative amplitude effects at higher frequencies
(Fig. 3B, bottom, Spearman’s �: 0.134, p � 0.05, n � 260). To-
gether, these correlations are supportive of the overall amplitude
effects in Figure 2, providing further evidence to support the
result.

These amplitude changes imposed by obstructions might be
accompanied by concomitant phase shifts. To assess the overall
effects of microscale obstructions on signal phases, we plotted the
average across experiments of the obstructed electrode’s phase
minus the unobstructed electrode’s phase within each experi-
ment, normalized by the average recording’s phase relative to the
stimulus (Fig. 4; see Materials and Methods). The resulting values
reflect the change in phase of the extracellularly recorded voltage
based on the obstruction status of an extracellular measurement.
Positive (negative) values on the plots reflect the obstruction hav-
ing a more capacitive (resistive) nature than the rest of the extra-
cellular space. A phase near zero corresponds to no difference in
the recorded phase between the obstructed and unobstructed
electrodes. For both obstruction types and frequency ranges, we
did not observe any phase effects in either direction [for fibers
(Fig. 4A): Low frequencies, n � 181; mean, 2.17 degrees (p �
0.181); median, 1.421 degrees (p � 0.747); High frequencies, n �
124; mean, �2.10 degrees (p � 0.053); median, �1.68 degrees
(p � 0.530); for cells (Fig. 4B): Low frequencies, n � 262; mean,
�3.39 degrees (p � 0.070); median, 0.442 degrees (p � 0.951);
High frequencies, n � 148; mean, 4.34 degrees (p � 0.275); me-
dian, 2.67 degrees (p � 0.217)]. Collectively, these results show
that microscale inhomogeneities affect the amplitude of contri-
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Figure 2. Overall amplitude effects. The change in the extracellular signal amplitude imposed by the corresponding obstruction
type, taken as the mean across experiments of the obstructed channel’s amplitude minus the unobstructed channel’s amplitude.
Error bars show the SEM. Data are normalized to be in units of the fraction of the overall average signal amplitude. A, Fiber bundle
obstructions. B, Cell body obstructions. Fiber bundles imposed deleterious amplitude effects over all frequencies, while cell bodies
imposed deleterious amplitude effects over low frequencies facilitative effects over high frequencies.
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butions to the extracellular potential from individual neural
sources without altering their phases.

Discussion
We used simultaneous double extracellular measurements of si-
nusoidal stimuli induced in an individual neuron to determine
whether microscale inhomogeneities that are inherent to neural
tissue affect the propagation of electrical signals originating from
a single cell. Axonal fiber bundles imposed deleterious amplitude
effects at both low and high frequencies, both of which correlated
with the severity of the fiber bundle obstruction. Cell bodies im-
posed deleterious amplitude effects at low frequencies and facil-
itative effects at high frequencies that correlated with the severity

of the obstruction. However, no signifi-
cant phase shifts were imposed by either
obstruction.

The most important implications of
our data are for the interpretation of mea-
surements of extracellular potentials, spe-
cifically LFPs. We show that for the range
of frequencies corresponding to LFP ac-
tivity (�200 Hz), microscale obstructions
impose deleterious amplitude effects to
signals propagating across them. LFPs are
thus not a democratic representation of
the average activity of all the cells in a re-
gion. Instead, because of the cellular orga-
nization of the brain, certain neurons or
neuron types would thus likely contribute
more to the recorded LFPs than others
based on differential presences of obstruc-
tions that tend to surround them. For ex-
ample, gamma oscillations measured by
both LFPs and electroencephalograms
(EEGs) have been implicated to be in-
volved in a wide variety of brain functions
(Fries, 2009). Our results suggest these os-
cillations do not necessarily reflect an en-
trainment of all or even most cells in a
given region at this frequency, but rather
reflect particular neuron types as dictated
by the microenvironment of a given area.
This has implications for models of and
our broader understanding of these oscil-
lations. For similar reasons, these same
effects may contribute to causing the
spiking activity of certain neuron types to
be recorded less often than others, as we
also observed obstruction effects over the
range of spiking frequencies.

Additionally, this work will be impor-
tant to biophysicists and computational
neuroscientists who model electrical sig-
nal propagation in the brain. Typically
this has been modeled as electrically ho-
mogenous (Gold et al., 2006; Nunez and
Srinivasan, 2006; Lindén et al., 2011), al-
though the effect of the inhomogeneity of
the extracellular space has been consid-
ered by some (Bédard et al., 2004; Bazhe-
nov et al., 2011). This work provides the
first direct experimental proof of effects
related to these microscale inhomogene-
ities, as we show that electrically as well as

physically, extracellular space in the brain indeed is not homog-
enous. Our results are in general agreement with those of Bédard
et al. (2004) in that we find that inhomogeneity of the extracellu-
lar space leads to additional filtering and amplitude attenuation
of the extracellular signal, though here we do not address the issue
of the frequency dependence of extracellular signal propagation.

Readers should be aware that with our methodology, we could
not visualize the detailed axonal and dendritic arborization of the
patched neuron. The particular spatial distribution of the trans-
membrane currents of the patched neuron would be expected to
affect the propagation of electrical signals, as has been implicated
to occur for the extracellular propagation of action potential
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Figure 3. Correlations with obstruction severity. For each experiment and frequency, the normalized difference between the
obstructed and unobstructed channel amplitudes is plotted against the difference between the two channels in the severity of the
corresponding obstruction type, as assessed offline from inspection of the infrared microscope images of each experiment. A, Fiber
bundle obstructions. B, Cell body obstructions. The top panels of A and B correspond to lower frequency data, while the bottom
panels correspond to higher frequency data. Linear regression lines are included. Some data exist outside the y-axis limits shown
here. The visually assessed fiber obstruction severity correlates with the degree of deleterious amplitude effects over all frequen-
cies. The cell body obstruction severity correlated with their facilitative amplitude effects at high frequencies.
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waveforms (Pettersen and Einevoll,
2008). However, we feel that this effect
should balance out over the course of re-
cordings, such that electrical signal prop-
agation would not be expected to be
systematically consistently biased toward
either the obstructed or the unobstructed
electrode. Thus, our results and conclu-
sions hold without this detailed visualiza-
tion of the patched neuron. We discuss
this more in the Caveats and limitations
subsection below.

The homogeneity question is one im-
portant line of inquiry of practical impor-
tance to the interpretation of LFPs. Other
issues are also presently under debate and
topics of current research. Such issues in-
clude the frequency dependence of signal
propagation in the extracellular space
(Bédard et al., 2004; Logothetis et al.,
2007; Bédard and Destexhe, 2009), the
overall relation between the extracellular
voltage and intracellular events (Trev-
elyan, 2009; Bédard et al., 2010; Lindén et
al., 2010), the degree of physical spread of
LFPs from their neural sources (Katzner
et al., 2009; Xing et al., 2009; Kajikawa and Schroeder, 2011;
Lindén et al., 2011), and the role of electrode properties in mea-
suring LFPs (Nunez and Srinivasan, 2006, Kay and Lazzara, 2010;
Nelson and Pouget, 2010, 2012).

Caveats and limitations
In our experiment, there are a number of variables across sessions
that we could not control for with this methodology that could
conceivably influence the results of any given recording session in
any given direction. Importantly though, such effects would can-
cel out over the balance of our experiments. For example, the
morphology of the patched cells and their dendritic structures,
which we cannot visualize online, may favor the transfer of cur-
rent in particular directions. Another example of such an effect
results from other obstructions to current flow that are not visible
with this methodology but are certainly also present in the slice
during these experiments, and could bias the propagation of sig-
nals in any particular direction over another. However, such ef-
fects would be expected to occur equally as often in favor of a
particular result as they occur against it. The net effect should be
that these simply provide additional sources of random inter-
experiment noise that effectively cancel out over the course of
enough experiments. Indeed there are instances of individual
recordings in which the extracellular pipette deemed to have the
more obstructed path to the patched cell recorded larger rather
than smaller amplitudes, perhaps due to a combination of the
factors mentioned above. However, from the use of a sufficiently
large sample of recordings, on average these results did indeed
balance out over the course of all the experiments as we achieved
statistically significant amplitude results. Our ability to effectively
manage these sources of inter-experiment variability is consider-
ably aided by the strength of our within-experiments experimen-
tal design, and the balancing across experiments of any
conditions that we could control.

With respect to the question of cell morphology, importantly this
potential effect would have been mitigated in our data by patching
neurons with roughly spherical dendritic structures. Additionally,

non-patch control recordings could also be done to circumvent the
particular question of the effect of cell morphology. However, doing
this would come at an inferential cost as the stimuli being tested
would be considerably not natural, making it less clear as to whether
or not the obstructions retain a considerable effect for natural stim-
uli. Here we prefer the inferences that can be made from using a
relatively natural signal source, which can only be achieved using a
patched cell as the source. Despite this, we do expect that we would
find similar results using a non-patched signal source as well, al-
though this variation of the experiment while monitoring mi-
croscale obstructions has not yet been done.

A possible concern is that the very extracellular obstructions
that we target might tend to block the extracellular pipette with
the more obstructed path to the target cell more often than the
pipette with the more unobstructed path, leading to an artificial
appearance of smaller signal amplitudes at the tip of the ob-
structed pipette. This was not likely to have had notice able effects
on our data, however. The extracellular pipette impedances were
measured and displayed continuously during the experiment and
large increases in impedance after entering the slice were not
observed. Moreover, the very high input impedance of the am-
plifiers that we used (�1 T�), ensured that any nominal changes
in the extracellular pipettes’ impedance resulting from the accu-
mulation of extracellular processes would not have affected the
measurement of the voltage in the slice at the pipette’s tip. Before
beginning these experiments, we explicitly tested the dependence
of our equipment’s extracellular measurements on pipette im-
pedances over a normal range of pipettes across frequencies using
a procedure following what is described by Nelson et al. (2008).
Over the range of frequencies we tested (0.5 Hz to 12 kHz), pi-
pette impedances are expected to change by a few orders of mag-
nitude (Nelson et al., 2008), yet we still saw no change in the
recorded signal across these frequencies. Thus the data we present
here would have been independent of any reasonable fluctuations
in pipette impedance.

We were limited to performing these experiments in brain
slices to easily image the extracellular environment for placement
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Figure 4. Phase effects. The change in the extracellular signal phase imposed by the corresponding obstruction type, taken as
the circular mean across experiments of the obstructed channel’s phase minus the unobstructed channel’s phase. Error bars show
the circular SEM. Phases �6 kHz were more variable and are not shown. A, Fiber bundle obstructions. B, Cell body obstructions.
Signal phases were not affected by either obstruction type.
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of the extracellular pipettes into obstructed and unobstructed
locations. However, we believe our demonstration of these effects
in an ex vivo brain slice strongly indicates that the same basic
effects would be present in the intact brain, even if there may be
some quantitative differences in the magnitude of the effects. In
fact it is possible that the effects would be even larger in an intact
brain, given that in our slice preparation, current could travel out
of the slice and through the bath, thus avoiding both obstructions
and much of the tissue itself altogether. However, in an intact
brain obstructions have the possibility to encapsulate electrical
sources and sinks in all three dimensions. Further experiments in
an intact brain, however, would be necessary to know the extent
of these effects in that domain.
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