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Abstract—Machine learning has known a tremendous growth
within the last years, and lately, thanks to that, some computer
vision algorithms started to access what is difficult or even
impossible to perceive by the human eye. While deep learning
based computer vision algorithms have made themselves more
and more present in the recent years, more classical feature
extraction methods, such as the ones based on Local Binary
Patterns (LBP), still present a non negligible interest, especially
when dealing with small datasets. Furthermore, this operator has
proven to be quite useful for facial emotions and human gestures
recognition in general. Micro-Expression (ME) classification is
among the applications of computer vision that heavily relied on
hand crafted features in the past years. LBP Three Orthogonal
Planes (LBP_TOP) is one of the most used hand crafted features
extractor in the scientific literature to tackle the problem of ME
classification. In this paper we present a time unification method
that provides better results than the classical LBP_TOP while
also drastically reducing the calculations required for feature
extraction.

I. INTRODUCTION

Facial expressions offer important benchmarks in every
day’s social interactions. Most people are familiar with macro
facial expressions. However few people are aware of the exis-
tence of micro-facial expressions [1] [2], and even fewer know
how to detect and recognize said Micro-Expressions. Initially
discovered by Haggard and Isaacs [3], Micro-Expressions are
a type of involuntary facial expressions that are extremely
fast and of very low intensity. Their duration is very short,
which makes their localization and analysis rather compli-
cated tasks. Micro-Expressions (ME) occur in two situations:
conscious suppression and unconscious repression. Conscious
suppression happens when a person intentionally tries to stop
themselves from showing their true emotions or try to hide
them. Unconscious repression occurs when the subject himself
does not realize their true emotions. In both cases, micro-
expressions betray the subject’s real emotions independently
from his awareness of their existence. Ekman also proved that
Micro-Expressions are not culturally dependent but universal
[2] which makes developing automatic ways to classify them
even more interesting.

In sum, Micro-Expressions are involuntary, universal and
expose a persons true emotions. They are characterised by their
short duration (0.04s-0.25s vs 0.5s-4s for Macro-expressions)
and low intensity. Facial expressions in general begin at the

onset frame, reach their maximum intensity at the apex frame,

and finish at the offset frame (Fig. 1).
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Fig. 1. Example of a Micro-Expression: the maximum intensity occurs at the
apex frame.

Automatic ME recognition can be used in many real world
applications such as neuromarketing [4] or automobile drivers’
monitoring [5].

Local Binary Patterns [6] based operators have been exten-
sively used in the last decade. Its three dimensional variant,
Local Binary Patterns Three Orthogonal Planes (LBP_TOP),
has been thought of as a solution in many studies working
on classifying three dimensional data : be it three dimensional
images or two dimensional videos, helping to classify different
kinds of videos and data [7] [8] [9] [10] [11] [12].

The LBP_TOP operator has proven it’s usefulness in many
studies, but when used as a spatio-temporal descriptor for
two dimensional videos, it can prove to be quite expensive
in terms of computations. The principal cause being that the
descriptor considers a series of frames as a three-dimensional
matrix and go over all the frames present in it, applying
the LBP operator on each pixel with it’s three dimensional
neighborhood. We believe that scanning all the frames might
not be useful as there might be very little movement between
some subsequent frames, thus we advocate using sub-sampling
on too long frame series. We also notice that comparing frames
series that have the same number of frames might be more
pertinent than comparing unequal frame series. So we add a
time interpolation model to frame series that are too small.
Time unification proposed in this paper consists in temporally
resizing all the frame series to the same fixed number of



frames. Not only does it make the classification of the features
extracted easier, but unifying the frame number to a small
number (thus making features extraction much less expensive
in terms of computations) provides the best results.

In this paper, we propose to use a time unification step
before using the LBP_TOP operator as feature extractor and
test it on Micro and Macro-Facial Expressions(M/M-FEs)
classification with the CAS(ME)? dataset [13].

The paper is organized as follows: we describe M/M-FEs
and PRV-based feature extraction method used for this study,
namely the LBP_TOP operator, in section II. Experiments are
presented and discussed in section III and a conclusion is given
in section IV.

II. FEATURE EXTRACTION METHOD
A. LBP_TOP

1) LBP: In order to recognize Micro and Macro Expres-
sions, we have to go through two steps: feature extraction
and classification. M/M-FEs can be described by a spatio-
temporal local texture descriptors. LBP operator is a visual
descriptor that was originally designed for texture description
[6]. Ahonen et al [14] used it for face recognition in view of its
efficiency and fast feature extraction. They claimed superiority
over all the other algorithms they compared in tests on the
FERET database. The general idea is to threshold a small area
around each pixel in order to build a binary code. This code is
obtained by comparing neighbour pixel values with the center
pixel: values superior or equal to the center pixel’s value get
assigned a 1 while smaller values get assigned a 0. The choice
of the surrounding area directly affects the kind of edges it is
possible to detect in an image. For a neighborhood referring
to N sampling points on a circle of radius R, the LBP binary
value of a pixel c is given by:

N-1

LBPyr= Y t(gy—gc)2" (1)
p=0

Here g. represents the gray value of the center pixel ¢ while
gp represents the gray value of a pixels in the neighborhood
N, R. t defines a thresholding function: ¢(x) = 1if « > 0 and
t(x) = 0 otherwise. The feature vector representing an input
image is calculated by extracting the histogram distribution of
the LBP on all the pixels.

We can consider LBP as texture primitives that include
different types of curved edges, spots, flat areas, and so on. For
an efficient facial representation, images usually get divided
into local blocks from which LBP histograms are extracted.
Local texture can be described using said histograms that are
then concatenated into an enhanced feature histogram [14].
The number of blocks and the size of each block determines
the level of retained spatial information.

2) Extention to LBP_TOP: The conventional LBP only
serves for spatial data in 2D images. To describe data from
the 3D spatio-temporal domain, a frame series is considered
as a 3D object and the basic LBP is extracted following the
three directions given by the planes XY, XT and YT for

each pixel as shown in Fig.2. The resulting three histograms
are then concatenated. After being originally proposed for
dynamic textures description [15], it was first used for Micro-
Expressions recognition by Pfister et al. [16] .
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Fig. 2. Illustration of a spatio-temporal volume of a video [13]

B. Time unification

Unlike spacial components, the temporal component of the
frame series varies with the expressions. Indeed, different
facial expressions can have different duration. Not having the
constrain of time unity seem to confer an advantage, but it
also means that it’s possible to compare matrices with a very
different time component. For example, having to classify the
histograms extracted from a series of 60 and 8 frames using
the exact same method might not be optimal. We propose to
mix sub-sampling and linear interpolation to have the same
number of frame over all the facial expressions present in the
dataset.

Sub-sampling gets rid of superfluous information by not
incorporating too closed images. It reduces the calculation
required to extract features. Time interpolation increases too
small samples.

Our goal is temporally resizing frame series so as to make
all of them have the same number of frames (we named
desired_size). According to the initial number of frame
of the frame series (named original_size), sub-sampling
is processed if original_size > desired_size and time
interpolation if original_size < desired_size.

1) Sub-sampling: The information on the action over all
the frame series must be kept intact, especially around the
occurrence of the apex frame that concentrates most of the
movement. We first determine an interval (jump) between
two successive frames that will be preserved. jump is related
to the quotient of the original size of the frame series and
by the desired size. If desired_size does not divide the
original_size, we complete the new sample by frames close
to the apex. Algorithm 1 is used for sub-sampling.

2) Time interpolation: The value of the variable jump is
calculated similarly to with sub-sampling. After the initial
distribution is done, we keep adding linear interpolations
between each subsequent frames until we reach the desire
number of frames for our new frame series.



Data: Fame series frame_series, number of frames
original_size, desired number of frames
desired_size, index of the apex id_apex

Result: Sub-sambled frame series new_frame_series

with desired_size frames

Jjump=ceil(original_size/desired_size);

i=1;

=l

while ¢ < desired_size and j < original_size do

new_frame_series[i|=frame_series[j;
i=i+1;
J=i+jump;
end
if i = 0 then
‘ return new_frame_series;
else
while ¢ > 0 do
insert un-inserted frames around id_apex from
frame_series to new_frame_series;
end
return new_frame_series;
end
Algorithm 1: Time sub-sampling algorithm

III. EXPERIMENTS AND DISCUSSION
A. Dataset presentation

The number of scientific papers dealing with the automatic
analysis of Micro-Expressions is rather limited. One of the
reasons for it can be attributed to the lack of datasets contain-
ing real Micro-Expressions. Fortunately, this is beginning to
change and new foundations are being laid, with new datasets
relating spontaneous Micro-Expressions. As a matter of fact,
the dataset we work on, CAS(ME)? dataset [13], is one of
the few datasets to present annotated videos of spontaneous
M/M-FEs of different subjects. 22 participants in total were
filmed while watching different kinds of excitation videos.
Each subject was informed that their monetary rewards would
be depend on their ability to suppress their facial expressions,
thus promoting the appearance of Micro-Expressions while
also reducing the intensity of macro expressions present in
the dataset.

This dataset was originally proposed for automatic M/M-
FEs spotting and recognition, and while Micro-Expressions
spotting has been getting good results [17], their recognition
still offers many challenges.

CAS(ME)? offers annotations for M/M-E that are based
on the facial muscle movements according to the Action Units
(AU) following the Facial Action Coding System (FACS)
proposed by Ekman. The position of the apex frame is also
provided in this dataset. The low intensity of the Micro Expres-
sions is one of the biggest challenges for their classification.

B. Model validation protocol

Classification was tested following the Leave One Subject
Out (LOSO) cross-validation protocol: one subject’s data is

used as a test set in each fold of the cross-validation. This is
done to better reproduce actual use conditions where the en-
countered subjects are alien to the model when it was trained.
Using k-fold cross-validation and randomly distributing the
different samples in the dataset might result in severe case
of overfitting as the accuracies on the training sets would be
much higher than with LOSO. This can be attributed to the
fact that samples from the same subject would be present in
both the training and testing sets. Considering the fact that
the same subject can show the same expression many times
(which may cause that expression to belong to the training
and the test sets at the same time), and that some subjects
can be more inclined to show a specific type of emotion more
often, using the LOSO protocol seems to be the most rigorous
option.

C. Results

The feature vector obtained by LBP_TOP is given as
input to an SVM with an RBF kernel with Hyperparameter
Optimization Options set to expected —improvement — plus
for classification.

We tested time unification with different values of
desired_size and computed the model’s accuracy for each
of them. The results are presented in Fig. 3 :
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Fig. 3. Overall accuracy (in %) of the model given by different frame
unification numbers

We observe that the best score is achieved by the smallest
frame unification number. The bigger is the frame unification
number, the lower the model’s accuracy gets. A model with
small frame numbers is also faster and still more accurate.

Fig.4 shows the confusion matrix corresponding achieved
by a model with no frame unification and Fig. 5 shows the
confusion matrix corresponding to the best accuracy for a
model with frame unification number. The model performs
better with time unification in all the classes with no exception.
We can see that model is not competent for recognising
surprise. The reason for that is that only 6.74% of the dataset
shows surprise M/M-FEs while 32.55% of the dataset amounts



to positive, 36.66 is negative and 24.05% is accounted as other.
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Fig. 4. Confusion matrix of a model without time unification.
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Fig. 5. Confusion matrix of a model with time unification (desired_size =
10).

When comparing the two scores, we observe that the model
with frame unification number set at 10 performs better than
the one with no frame unification. Not only is the model
slightly more accurate, but the feature extraction for the
model with frame unification is much less expensive than the
model without it : We used a mid-range computer with an
Intel i5 8th generation processor and no graphic card to do
the calculations. Matlab 2018a was used to write the code.
We found that, for feature extraction, only 0.19 seconds are
necessary when the number of frames equals 10 while 4.78
seconds are needed when the number of frames equals 70.

IV. CONCLUSION

LBP-TOP has shown promising performances on facial
expression recognition as well as other tasks such as sign
language and human activity analysis. As it extracts features

from spatio-temporal information, the calculations for LBP-
TOP have to go over all the pixels in the three dimensional
space, which is computationally expensive.

We have showed that for M/ME recognition, it is possible
to extract features from frame series with a unified frame
number. This process not only makes the features extracted
more appropriate, but also makes feature extraction faster. The
required calculations are reduced while still keeping a good
accuracy.
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